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                             Abstract 
 

Co-training has been validated to be effective in 
various applications. However, it is a challenging task 
to apply co-training on the data without two 
independent and “good enough” views. In this paper, 
we propose a novel subspace feature set splitting 
algorithm, called Two-view Subspace Feature Splitting 
(TSFS), to make co-training better usable on single 
view data. We first project both labeled and unlabeled 
data into a lower dimensional subspace through 
Singular Value Decomposition (SVD), in which all 
features of data are orthogonal to each other. And then 
a greedy two-view feature selection strategy is 
proposed for feature set splitting. We introduce the 
energy function of each view to guarantee the quality 
of each split feature set. Experimental results well 
validated the effectiveness of TSFS in contrast to 
several recent studies on single view co-training. 
 
1. Introduction 
 
     It is always highly expensive to acquire sufficient 
labeled data in various supervised learning tasks [2, 7, 
8]. On the contrary, there may be abundant unlabeled 
data available for learning. The co-training framework 
[1], which is a semi-supervised learning framework, 
tries to combine the insufficient labeled data and a 
large number of unlabeled data to achieve better 
learning performance. It firstly trains two classifiers 
from two different views of the labeled data. And then 
each classifier is reinforced by the learning results in 
the other view. Through this way, the performance of 
some classifiers can be improved considerably [1, 10]. 

However, the co-training framework has two strong 
assumptions which are hard to be satisfied in real 
world applications [1]. In details, it requires the 
training data to have two conditionally independent 
views and each view is sufficiently good for training. 
However, in practice, many learning tasks have only 

one view of the data. This strongly limits the 
application of co-training framework. Fortunately, 
some recent studies show that even though the two 
assumptions are not satisfied, co-training is applicable 
by randomly splitting the features of training data into 
two views. This motivates us to explore the problem 
that, how to effectively split the features of the single 
view training data into two views which are as 
independent as possible and each view is sufficiently 
good  for training? In this paper, we propose a novel 
subspace feature splitting algorithm, which is named as 
Two-view Subspace Feature Splitting (TSFS) 
algorithm, to address the problem of single view co-
training. The TSFS algorithm consists of two key steps, 
(1) subspace learning; and (2) multi-view feature 
selection. In the first stage, we project both labeled and 
unlabeled data, into a lower dimensional subspace 
through Singular Value Decomposition (SVD), in 
which all the newly generated features of data are 
orthogonal to each other. And then in the second stage, 
we propose a greedy two-view feature selection 
strategy to split feature set into two views in the 
orthogonal subspace. Finally, based on the two views 
generated by TSFS, we apply co-training with classical 
classifiers such as NB or K-NN to utilize both labeled 
and unlabeled data for learning. Experimental results 
on four UCI data sets and a real text dataset show that 
TSFS can obtain a better performance in contrast to 
some recent studies. 
 
2. Related work 
 

Among various semi-supervised learning algorithms, 
co-training framework is one of the most commonly 
used strategies [1, 10]. The co-training was firstly 
proposed by Blum et al. [1] in 1998. They formally 
formulated it as a PAC-style learning. However, two 
strong assumptions exist in the proposed framework: 
(1) there are two naturally independent views of the 
training data; and (2) each view of the dataset is 
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sufficiently good for learning. Unfortunately, these 
theoretical assumptions are too strong to be satisfied in 
practice. J.Chan et al. [6] applied co-training on single 
view email classification by random feature set 
splitting. Their results showed that the co-training with 
random feature set splitting outperforms classical 
supervised learning algorithm. Similarly, Nigam et al. 
[10] experimentally studied the effect of co-training on 
datasets that did not satisfy these assumptions. 
Experimental results demonstrate that co-training is 
possible to improve the classical supervised learning 
algorithms by random split. Felix et al. [3] followed 
the idea of Nigam and Ghani. They proposed a MI 
based feature splitting algorithm by minimizing the 
conditional mutual information between two views, 
which is different from our proposed TSFS. Our 
experiments show that co-training with TSFS achieves 
better results than both random splitting and mutual 
information based approach.   
 
3. Two-view Subspace Feature Split 
 
3.1. Problem formulation 
 
     In the remaining part of this paper, the data set  ࣞ is 
represented by a matrix  ऎ א Թൈ, where each row 
stands for a data sample and each column denotes a 
feature of these data. Moreover, data in every row are 
treated as vectors di with n features, so data set  ࣞ can 
also be regarded as a set of vectors {di ; i=1,2,...,m}.     
     Let labeled data set be denoted by ࣦ ൌሼࢊۃଵ, ,ۄଵݕ ,ଶࢊۃ ,ۄଶݕ … , ,ࢊۃ  ሽ, yi is the class label ofۄݕ
the corresponding data di. Meanwhile, we define 
unlabeled dataset as ࣯ ൌ ሼࢊଵᇱ , ଶᇱࢊ , … , ᇱࢊ ሽ, where ࢊᇱ  is 
data sample vector contained by ࣞ. However, its label 
is unknown. Classical supervised learning model aims 
to learn a classifier c: ࣞ ՜ ܻ  from labeled data ࣦ , 
where ܻ is the set of labels for training data and thus 
the problem is to use classifier c to predict the class 
labels of the unlabeled data in ࣯.  

Co-training framework was proposed for the dataset 
which have naturally independent views. Suppose the 
two views of original data set are ࣞሺଵሻ, ࣞሺଶሻ. Then, co-
training propose to utilize the labeled data sets ࣦ ሺଵሻ, ࣦ ሺଶሻ to train two classifiers ܿଵ and ܿଶ respectively. 
After that, each of the two classifiers is reinforced by 
the learning results on the unlabeled data set ࣯ሺଵሻ ሺଵሻࣞك ,  ࣯ሺଶሻ ك ࣞሺଶሻ  in the other view. Blum and 
Mitchell [1] have proved that co-training algorithms 
are feasible when certain assumptions are satisfied. 
The first assumption is that the features in either view 
are conditionally independent of the features in the 
other view, given the class of sample. The second one 
is that the quality of the two views is sufficiently high 

for classification. However, most data sets do not 
satisfy these two strong assumptions. This motivates us 
to find out a method which can split the data set  ࣞ  
into two views ࣞሺଵሻ, ࣞሺଶሻ  which can satisfy them. 
 
3.2. Subspace learning 
 
     To obtain two conditionally independent views, in 
practice, we first perform orthogonal feature extraction 
to transform all features into an orthogonal subspace. 
The orthogonal feature transformation is essentially a 
dimension reduction procedure, in which a function f: Թ୬ ՜ Թ୩  ( k ൏ n ) is employed to project the data. 
Hence, through f, every sample ࢊ א Թ୬ in data set is 
projected into a subspace Թ୩  . We consider only the 
linear approaches in this paper due to the high time 
complexity of nonlinear subspace learning in learning f. 
    In this paper, we propose to utilize Principle 
Component Analysis(PCA) [5] to learn the orthogonal 
subspace. The goal of the PCA is to project the data 
into a subspace whose basis vectors correspond to the 
directions with maximal variances. Suppose ࡹ ൌଵ୬ ∑ ൫ࢊ െ ࢊഥ൯൫ࢊ െ ୧ୀଵ,ଶ,…,୬ࢀഥ൯ࢊ   is the covariance matrix of  ऎ. 
Then it can be proven that the row vectors of V are the 
k leading eigenvectors of the covariance matrix M. To 
compute the eigenvectors of  M, we utilize Singular 
Value Decomposition (SVD) on the covariance matrix  
M. Through SVD, we have  

ࢄ ࡹ ࢀࢄ                    ൌ  (1)                                      ߣ 
where X is an eigenvector of M and  ߣ  is 

corresponding eigenvalue. Suppose the set of 
eigenvalues and corresponding eigenvectors are ऋ ൌ ሼλଵ, λଶ, … , λ୬ሽ  and ऌ ൌ ሼXଵ, Xଶ, … , X୬ሽ  respectively. For 
every λ א ऋ   and  X א ऌ  , 1 ≤ i ≤ n, Eqn. (1) is 
satisfied. Then, the linear projection matrix V א Թ୩ൈ୬ is 
generated from ऌ by: 

ࢂ                ൌ ࢄ ࢄൣ ڮ ܂൧ࢄ
                            (2) 

where ࢚ࢄ א ऌ are k leading eigenvectors in  ऌ, 1≤ t ≤ k. 
For every di in data set ऎ , V can be employed to 
project it into a subspace Թܓ. We finally apply PCA to 
construct a projection TPCA on data set ࣞ: TPCA (ࣞ) =  ऎ܂ࢂ . Note that all features in ऎ෩ =TPCA ( ऎ ) are 
orthogonal to each other. (i.e., linear independent, is 
considered as near independent)  
     There is an one to one mapping between features in 
subspace Թ୩ and eigenvectors in  ऌ or eigenvalues in  ऋ. Thus, in this paper, we define Q(ߣ) as the feature 
corresponding to eigenvalue λ א ऋ, while ܳିሺऩሻ can 
also be used to represented the eigenvalue 
corresponding to feature ऩ. 
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3.3. Two-view feature selection 
 
      After projecting the data into orthogonal subspace, 
we aim to find out two high quality views of the data in 
the orthogonal space. In this section, we try to utilize 
eigenvalues of features to guide us in splitting the 
feature set. 
Definition 1: A division P on feature set ࣠ ൌሼfଵ, fଶ, … f୬ሽ  is a division that split  ࣠  into two sub 
feature sets  ଵ࣠ ك ࣠  and ࣠ଶ ك ࣠  which satisfy  ଵ࣠  ࣠ଶ ൌ ࣠  
     For a given data set matrix ऎ෩  projected by TPCA, Let ࣠ऎ෩  be its features set. We try to obtain a division  ܲכ 
on  ࣠ऎ෩  to make a certain target function F(P) = 
F( ଵ࣠,  ࣠ଶ) reach a near optimal value. Since features of  ऎ෩  is as independent as possible with each other, we can 
focus on searching a division ܲכ on  ࣠ऎ෩   that causes 
each features set to be sufficient for classification. 
Hence, the target function only needs to measure the 
degree of quality of the two-views.        
      According to the PCA[5], the ratio of eigenvalues 
can reflect how much information of the original 
dataset can be maintained by only reserve part of the 
features. Hence, we introduce energy function  Eሺ·ሻ  to 
measure significance of feature set  ࣭ in ෩ࣞ :                                        
Definition 2:  The significance of feature set झ ك ࣠۲෩  
in data set  ऎ෩   generated from original data set  ऎ by 
TPCA is defined as below: 

ሺ࣭ሻܧ        ൌ  ∑ ૃౡૃౡࣴא  ∑   ૃૃࣛא                                 (3) 

where ࣴ ൌ ሼλ ൌ Qିଵሺsሻ|s א ࣭ሽ  and ࣛ ൌ ሼλ ൌ Qିଵሺsሻ| s א ࣠෩ࣞሽ .  
It is clear that, along with the increase of  Eሺ࣭ሻ , the 
significance of feature set  ࣭   increases. Let ࣠࣪ ൌ ቄP࣠ሺଵሻ, P࣠ሺଶሻ, … , P࣠ሺ୳ሻቅ be one set of divisions on feature set ࣠, for every P࣠ሺ୧ሻ א ࣠࣪, two subsets of  ࣠  are obtained:  ୧࣭  and  ࣠ െ ୧࣭. Because of the orthogonality between 
features in ࣠ , the two disjoint feature sets can be 
regarded as independent of each other.  In such a case, 
we only need to find a division  Pכ which makes the 
two-views be sufficiently good for classification. 
Definition 3: we define energy diversity function in 
division  P࣠ሺ୧ሻ : 

൫ܲ࣠ሺ୧ሻ൯ݒ݅ܦ          ൌ ሺܧ| ୧࣭ሻ െ ሺ࣠ܧ െ ୧࣭ሻ|               (4)  
We can transform Eqn. (4) as: 

൫ܲ࣠ሺ୧ሻ൯ݒ݅ܦ      ൌ ሺܧ| ୧࣭ሻ െ ሺ࣠ܧ െ ୧࣭ሻ| ൌ ቤ∑ ૃ୩ െ ∑ ૃ୩ૃౡࣴאమ  ૃౡࣴאభ  ∑   ૃ୧ૃࣛא ቤ 
                     ൌ ଵ ห∑ ૃ୩ૃౡࣴאభ  െ ∑ ૃ୩ૃౡࣴאమ  ห              (5)                      

where A is utilized to represent  ∑   ૃ୧ૃࣛא . To gain two 
“good enough” views, we hope that the difference 
between the two disjoint views’ energies is as small as 
possible because the sum of energy is definite. In other 
words, an optimal division P* that satisfies below 
equation is desired: ܲכ ൌ ࣠࣪ אሺ࣠ሻ݊݅݉݃ݎܽ  ห∑ ૃ୩ૃౡࣴאభ  െ ∑ ૃ୩ૃౡࣴאమ  ห       (6)  

subject to the constraint:        

          ൜ ሺܧ ଵ࣭ሻ  ሺ࣠ܧ ߬ െ ଵ࣭ሻ  ߬                                           (7) 

where ߬ is the threshold of each view’s energy and ଵ࣠, ࣠ െ ଵ࣠ are two disjoint sub feature sets generated by a 
division on  ࣠ , we try to find an optimal division  ܲכ 
under the constraint. In practice, we cannot guarantee it 
to be satisfied if we want the two views to be fully 
independent (i.e. strictly disjoint). So, we balancing the 
independence and view quality by letting the two 
views share some common features that correspond to 
a high eigenvalues such that we maximize the views’ 
quality through sharing the minimal number of features. 

In this paper, we apply a greedy strategy to obtain 
an approximate optimal division ܲכ . First, the 
eigenvalues are sorted in a descending order. Then 
two-views share features corresponding to top s 
eigenvalues.  Begin with (s+1) th feature, we put odd 
features into one view and even features into another 
view. Algorithm 1 outlines this process. Through it, the 
feature set  ࣠۲෩   is divided into two subsets: ଵ࣠ and  ࣠ଶ. 
According to Eqn.(2), We can generate two linear 
projection matrix V1 , V2  based on  መ࣭ ࣮  ,כ  two vectors  ሚ݀ሺଵሻand  ሚ݀ሺଶሻare obtained. They each , ࣞ א For every di .כ
represents value vector of feature set  ଵ࣠ and ࣠ଶ , 
forming two views of data  ࢊ෩ = TPCA (di). Finally, we 
can apply co-training algorithm on the two views to 
train two classifiers ܿଵ, ܿଶ.                 

Algorithm 1 
Obtain an approximate optimal division approximate_optimal_div( ) 
Input: eigenvalues set ऋ ൌ ሼૃ, ૃ, … ,  ሽܖૃ
       k: the number of leading eigenvalues.  
       s: the number of shared features. 
 Procedure: 

1. eigenvalue  set  ࣛ are sorted descending,  then k leading 
eigenvalues are selected by order:  ऋᇱ ൌ ൛ૃ, ,ૃ … ,  ൟܓૃ

2.  p  1, T  |ऋᇱ| , መ࣭ Ω , ࣮  כ כ  Ω 
3.  if ( p  T ) exit 
4.  if ( p  s ) መ࣭ כ ൌ  መ࣭ כ  ࣮  ,  כ ൌ  ࣮ כ    ,

 go to (6) 
5.  if (p % 2 == 0)   መ࣭ כ ൌ  መ࣭ כ    

 else  ࣮ כ ൌ  ࣮ כ    
6.  p++, go to (3) 

Output: መ࣭ ࣮  ,כ    כ
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4. Experiments 
 
4.1. Data sets 
 
     To validate the effect of TSFS, We use three of the 
UCI benchmark data sets: Australia, ionosphere, magic 
gamma telescope and a semi-artificial dataset 
constructed from 20newsgroup [9] for our experiment. 
Similar to previous works [1, 10], the ratio of positive 
samples to negative ones in  ࣦ, is equal to the ratio in 
the entire data set. Moreover, 70% of the samples in ࣯ 
are randomly selected as unlabeled data, the remaining 
ones are used for testing. The experiments are repeated 
10 times and the reported results are averaged. We try 
various numbers of overlapped features between two 
views in TSFS algorithm, which correspond to s in 
algorithm 1. Then we select s which satisfies constraint 
(7) from these values. In this paper, we let ߬  in 
constraint (7) be 0.5. 
      To compare TSFS with truly independent split and 
maxInd[6] split, we use the News2×2 dataset proposed 
by Nigam et al. [10]. We select 4 newsgroups from the 
20newsgroups dataset as shown in Table 1. The 
News2×2 dataset was configured like this: randomly 
selecting documents from newsgroups 1 and 2 to make 
positive ones, from newsgroups 3 and 4 to make 
negative ones.  This joining is done in such a way that 
the words in the first and third newsgroups come from 
the same vocabulary, while the words in the second 
and fourth newsgroups come from another vocabulary. 
Apparently, the News2×2 dataset has a natural feature 
split. Then, feature selection is applied on the new 
dataset to choose the important features. Top 200 
words for each split with high document frequency are 
selected. Then each document is represented with the 
TF-IDF weights of the selected features [4]. 
               Table 1 The News2×2 dataset 

 
4.2. Experimental results 
                                      
4.2.1 UCI Data Set. On the UCI Data Set, we show 
the comparison of the performance of two base 
learning algorithms (NB and KNN) as well as the 
performance when we apply the classical co-training 
with these base learning algorithms, and the 
performance of TSFS. In Fig.1 we show the 
experimental results on the three UCI benchmark data 
sets: Australia, ionosphere, and magic gamma 
telescope respectively. In these experiments, the co-
training proceeds identically as in Blum et al.[1] except 
that we run co-training until it gives labels to all the 

unlabeled samples. On these data sets, we define 
distance metric as Euclidean distance for KNN.  
      In Fig.1, x-coordinate represents the number of 
feature shared between two-views in TSFS algorithm, 
y-coordinate represents the accuracy of algorithms and 
the real values near the points in TSFS curve represent 
the energy of features shared. Apparently the results of 
KNN and random split (CT-random) are straight lines 
in Fig.1. Fig.1(a), (b) and (c) are the experiment results 
when we utilize NB as base classifier, meanwhile 
Fig.1(d), (e) and (f) are the results of experiment 
utilizing KNN as base classifier. From the six figures, 
we notice that when the energy of features shared 
reaches around 0.5, TSFS achieves its best results: it 
obtain 16.4%, 5.3%, 12.3%, 6.2%, 4.6%, 3.2% higher 
accuracy than the second best algorithms respectively. 
One explanation is that a trade-off between the 
independence of two views and energy in each view is 
satisfied by this time. We call the overlap at this time 
as a trade-off overlap. In addition, co-training with 
random split is even not better than the supervised 
classifier sometimes (Fig.1 (a), (c), (e) and (f)). A 
possible reason is that the two-views generated by 
random split are hard to satisfy the two assumptions in 
co-training setting, such that it is hard for it to benefit 
from the procedure of co-training. 
  
4.3.2 News2×2 dataset. We also conduct experiments 
on News2×2 dataset. We applied 5 algorithms on the 
News2×2 dataset: co-training with truly independent 
split (CT-Ind), co-training with maxInd (CT-maxInd), 
co-training with random split (CT-random), co-training 
with TSFS, KNN. Among them, co-training with 
maxInd was introduced before, and achieved good 
performance on the same dataset (News2×2). Due to 
space limitation, all the co-training algorithms above 
only utilize KNN as base classifiers. For KNN we 
utilize cosine similarity to scale distance of two 
samples. According to preceding experimental results, 
to achieve the best performance of TSFS, we select a 
suitable value of overlap which ensures that the energy 
of features shared reaches around 0.5.   
   Table 2  Experimental results on News2×2 dataset 

Algorithm TSFS CT-random CT-maxInd CT-Ind KNN 

Accuracy 0.875    0.830    0.825  0.892 0.684 

Experimental results are showed in Table 2. The 
accuracy rate of TSFS is 5.4%, 5.9%, 25.9% higher 
than the random split, maxInd and KNN respectively, 
and only 1.3% lower than truly independent split 
which is the ideal split in co-training.  
 
 
 

Class      Feature Set A  Feature Set B 
Pos 1.comp.os.ms.windows.misc      2.talk.politics.misc 
Neg 3.comp.sys.ibm.pc.hardware      4.talk.politics.guns    
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5. Conclusion and future work 
 
In this paper, we propose a novel fea

method for single view co-training 
TSFS. Its general idea is to project the 
into a subspace in which all features a
each other, then apply a greedy tw
selection strategy on the subspace data
high quality views. For measuring the
view, we introduce an energy function
on the eigenvalues corresponding to the
view. To validate the effectiveness of 
it on several real world datasets. In o
we compared TSFS with some st
approaches on the three UCI dataset
dataset. It can be seen from the result
with trade-off overlap can ach
performance among the algorithms w
natural split on feature set. In the 
theoretically study the trade-off 
independence of two views and energy 
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