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Abstract: To demonstrate its applicability for realistic open systems, we apply the dynamic mean field quantum dissipative theory to simulate the photo-induced excitation and nonradiative decay of an embedded butadiene molecule. The Markovian approximation is adopted to further reduce the computational time, and the resulting Markovian formulation assumes a variation of Lindblad’s semigroup form, which is shown to be numerically stable. In the calculation, all 22 valence electrons in the butadiene molecule are taken as the system and treated explicitly while the nuclei of the molecules are taken as the immediate bath of the system. It is observed that (1) various excitations decay differently, which leads to different peak widths in the absorption spectra; and (2) the temperature dependences of nonradiative decay rates are distinct for various excitations, which can be explained by the different electron-phonon couplings.
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Introduction

In a recent work,1 we derived the time-dependent Hartree–Fock quantum dissipation theory (TDHF-QDT) and tested it on a two-electron two-levels model system. The key entity in the TDHF-QDT is the reduced single-electron density matrix \( \sigma(t) \), and thus, the numerical solution of TDHF-QDT is much more efficient than any existing quantum dissipation theories (QDTs). The reduced single-electron density matrix is defined by \( \sigma_{ij} = \langle c_i^\dagger c_j \rangle \) where \( c_i^\dagger \) (\( c_i \)) is the creation (annihilation) operator of an electron on spin-orbital \( i \). The equation of motion for \( \sigma(t) \) derived in ref. 1 is given by

\[
i \hbar \sigma = [h(t), \sigma] - \frac{i}{\hbar} \sum_a [\eta_v - \tilde{\eta}_v] \sigma + \sum_{mn} \eta_{mn}(t) \sigma_{mn}(t),
\]

where \( h(t) \) is the time-dependent Fock matrix, and \( \eta_v(t) \) and \( \tilde{\eta}_v(t) \) are matrices related to the system-bath couplings, i.e.,

\[
\eta_{v,i}(t) = s_{v,i} + \sum_{mn} (w_{v,mn}^i - w_{v,mn}^{i\dagger}) \sigma_{mn}(t),
\]

\[
\tilde{\eta}_v(t) = \sum_{j} \int_{-\infty}^{t} d\tau \tilde{C}_{v,j}(t - \tau) G_j(t, \tau) \eta_{j,k} G_k^\dagger(t, \tau).
\]

Here, the system-bath interaction \( \hat{H}_{SB} \) is assumed to be given by

\[
\hat{H}_{SB} = -\sum_a \hat{W}_a \hat{F}_a \quad \text{with the Hermitian operator of the system } \hat{W}_a = \sum_{jk} s_{jk} c_j^\dagger c_k^\dagger + \sum_{jk} w_{jk}^i c_j c_k^\dagger,
\]

and the Hermitian operators in bath space \( \hat{F}_a \), which can be considered as the generalized Langevin forces,
\( \tilde{G}(t, \tau) \) are the bath correlation functions and the system Green’s functions, respectively. As it was pointed out in ref. 1, it is expected that the TDHF-QDT can be used to simulate the nonradiative decays of realistic molecular systems. To demonstrate this, in this article we apply the TDHF-QDT to simulate the photoexcitation and subsequent nonradiative decay of a butadiene molecule. To integrate eq. (1) in time domain, we need to determine \( \tilde{\eta}_a(t) \), which is computationally quite expensive. To simplify the computational complexity and reduce the computer time, we adopt the Markovian approximation and derive the Markovian version of TDHF-QDT formalism. The butadiene molecule is embedded in a liquid or solid environment. The system consists of all the valence electrons. The bath is made of two parts: the nuclei in the butadiene molecule constitute the immediate bath region and the liquid or solid surrounding the remote bath region. The immediate bath region has direct couplings to the system, and corresponds to \( \tilde{F}_a \) in the TDHF-QDT formalism. The remote bath region has no direct couplings to the system, and serves as the thermal sink for the immediate bath region that ensures the nuclei in the thermal equilibrium. \( H_S, H_{SB}, \) and \( H_B \) are either the first-principles Hamiltonians or the semiempirical models. It is important to emphasize that the resulting dissipation terms are derived from \( H_S, H_{SB}, \) and \( H_B \) by explicit integration over the bath degrees of freedom. Unlike most existing QDTs, these dissipation terms are therefore not phenomenological.

The objectives of this work are: (1) to demonstrate that TDHF-QDT approach can indeed be applied to realistic molecular systems and capture the essential physics of their energy dissipation processes; and (2) to examine the nonradiative decaying processes of an embedded butadiene molecule upon a photoexcitation, assuming the memory of the bath’s dynamics is very short. The Markovian version of the TDHF-QDT is derived in the next section, and comparison to Lindblad semigroup formalism is discussed. Then, we apply our theory to simulate the photoexcitation and subsequent nonradiative relaxation of the embedded butadiene molecule at different temperatures. To interpret the simulation results, we explicitly evaluate the couplings between the electronic excitations and the vibrational modes. Discussion on the formalism and its future extension are given in the Discussion.

Markovian Approximation Versus Semigroup Formulation

The CS-QDT based TDHF formulation, eqs. (1) and (3), which is valid for arbitrary non-Markovian excitation-dissipation many-electron systems, is an integro-differential equation. The integral equation eq. (3) for \( \tilde{\eta}_a(t) \) may be solved in a variety of ways such as the spectral density parameterization. In ref. 1 an iterative algorithm is adopted, which is time consuming. When the Markovian approximation is employed, the numerical implementation of the TDHF-QDT can be greatly facilitated. The Markovian theory can be obtained via the white-noise ansatz under the standard Redfield approximation for eq. (3) (see ref. 1).

\[ \tilde{\eta}_a(t) = \frac{1}{2} \sum_b C_{ab}(0) \eta_b(t), \]

where \( C_{ab}(0) \) is the interaction spectrum \( C_{ab}(\omega) \) taken at \( \omega = 0 \). From the detailed-balance relation, \( C_{ab}(\omega) = e^{\omega}C_{ab}(-\omega) \), we conclude immediately that \( \tilde{\eta}_a \) is real; thus, \( \tilde{\eta}_a \) under the Markovian approximation [eq. (5)] is Hermitian. As a result, eq. (1) reduces to

\[ i\hbar \alpha^A = [\hbar, \sigma] - \frac{i}{2\hbar} \sum_{a'b'} C_{ab}(0)[\eta_{a'}, [\eta_a, \sigma]]. \]

This equation has the similar form as the Lindblad’s dynamical semigroup construction. To calculate \( C_{ab}(0) \), we assume that \( \tilde{C}_{ab}(t) \) decays exponentially

\[ \tilde{C}_{ab}(t) = C_{ab}(0)e^{-\delta t}, \]

where \( \delta t \ll 1 \) is a time-scale parameter that needs to be determined. Equation (7) leads to

\[ C_{ab}(0) = 2\delta t \tilde{C}_{ab}(0) = 2\delta t Tr[\tilde{F}_a(0)\tilde{F}_b(0)\rho_{eq}]. \]

To compare eq. (6) with the dynamical semigroup QDT, we shall use the property of spectral functions that the matrix \( \{ C_{ab}(\omega) \} \) is positively defined (cf. Appendix B of ref. 1). We can thus define a Fock-space Hermitian matrix, \( K^v \), via its elements as

\[ K^v = \sum_a \eta_{a,b,k} \Omega_b D^v_{ab}, \]

where \( \{ D^v_{ab} \} \) and \( 2\Omega_b \geq 0 \) being the \( v^{th} \) eigenvector and eigenvalue of the matrix \( \{ C_{ab}(0) \} \). We can then recast eq. (6) in the following Lindblad-like form,

\[ i\hbar \alpha^A = [\hbar, \sigma] - \frac{i}{\hbar} \delta \tau \sum_v [K^v, [K^v, \sigma]]. \]

Here, \( \delta \tau \) is the characteristic time scale for the bath correlation function, and will be specified later [cf. eq. (7)]. The above equation differs from the conventional Lindblad’s semigroup QDT, as both \( \hbar \) and \( K^v \) here are Fock-space matrices that depend on \( \sigma \) at local time. In the case where the two-electron components of the bath interaction can be neglected [i.e., \( w_{jk}^{ab} = 0 \) in eq. (2)], \( K^v \) becomes independent of \( \sigma \), and therefore, the second term in eq. (10) does assume the Lindblad dissipation form. Note that although the dissipative term in eq. (10) is of Lindblad-like form, it has very different physical meanings. Equation (10) is the EOM for the reduced single-electron density matrix \( \sigma \) not the system density matrix \( \rho \). The dynamical semigroup form of the nonlinear EOM for single-electron reduced density matrix is yet to be explored.

In the following, we shall consider the weak excitation regime in which it is sensible to linearize eq. (10). Denote \( \sigma(t) \) as

\[ \sigma(t) = \sigma^{(0)} + \delta \sigma(t), \]
where $\sigma^{(0)}$ is the equilibrium reduced single-electron density matrix, which is approximated by the ground state reduced single-electron density matrix in this work, and $\delta \sigma$ is the deviation or fluctuation that can be treated as small perturbation. To the first-order in $\delta \sigma$, eq. (10) becomes

$$ih \frac{d}{dt} \delta \sigma = [h^{(0)}, \delta \sigma] + \frac{i}{\hbar} \delta \sigma \sum_{\nu} [K^\nu, [K^\nu, \delta \sigma]],$$

(12)

where $h^{(0)}$ is the ground state Fock matrix, i.e.,

$$h^{(0)}_{ij} = t_{ij} + \sum_{mn} (v_{j,mn} - v_{j,mn}) \sigma_{mn}^{(0)},$$

(13)

and

$$\delta h_{ij}(t) = f_{ij}(t) + \sum_{mn} (v_{j,mn} - v_{j,mn}) \delta \sigma_{mn}(t).$$

(14)

Here, we assume the system Hamiltonian is given by

$$\hat{H}_S(t) = \sum_{ij} t_{ij} c_i^\dagger c_j + \frac{1}{2} \sum_{j\neq j'} v_{ij,j'j'} c_i^\dagger c_j c_{j'}^\dagger c_{j'} - \tilde{E}(t) \cdot \sum_{ij} \tilde{p}_{ij}(t) c_i^\dagger c_j,$$

(15)

where $t_{ij}$ and $v_{ij,j'j'}$ are for the hopping terms and the electron-electron Coulomb integrals, respectively. The third term in eq. (15) is for the interaction between the system and the external electric field $\tilde{E}(t)$, and $\tilde{p}_{ij}$ is the dipole matrix element. We further define $f_{ij}(t) = -\tilde{E}(t) \cdot \tilde{p}_{ij}$.

It is important that the integration of eq. (12) in the time-domain is stable. In Appendix A, we show that $\delta \sigma(t) \to 0$ globally as $t \to \infty$. This ensures that integrating eq. (12) is numerically stable. Equation (10) is a special case of the TDHF-QDT equation (1) when the Markovian bath is taken, and eq. (12) is the linear response version of eq. (10). Note that eq. (10) does not lead to the Fermi–Dirac distribution as $t \to \infty$ because the Markovian bath is adopted.

**Excitation and Relaxation of a Butadiene Molecule**

To demonstrate the feasibility of applying the TDHF-QDT formalism to realistic complex molecular systems, we employ eq. (12) to simulate the photoexcitation and subsequent nonradiative relaxation of an embedded butadiene molecule in a liquid or solid matrix. The PM3 Hamiltonian is used for $\hat{H}_B$. We denote the position of the atom by $\mathbf{q}_{ms}$, where the subscript $s$ is for the direction. Then $\mathbf{q}_{ms}$ can be expanded as

$$\mathbf{q}_{ms} = \mathbf{q}_{ms}^{(0)} + \delta \mathbf{q}_{ms},$$

(16)

where $\mathbf{q}_{ms}^{(0)}$ is the equilibrium and $\delta \mathbf{q}_{ms}$ is the deviation. The nuclei are taken as a part of the bath and couple directly to the valence electrons. The liquid or solid surrounding serves as an energy sink that ensures the nuclei in thermal equilibrium at a temperature $T$. The bath Hamiltonian $\hat{H}_B$ describes the vibration of these nuclei,

$$\hat{H}_B = \sum_{m,n} \frac{p_{ms}^2}{2M_m} + \frac{1}{2} \sum_{m,n,s} V_{ms,sn} \delta q_{ms} \delta q_{ns},$$

(17)

where $p_{ms}$ is the momentum component of the $m$-th atom along $s$-direction, $V_{ms,sn}$ is the effective interaction between two atoms $m$ and $n$, and $M_m$ is the mass of $m$-th atom. $\hat{H}_B$ can be determined directly from the vibrational modes and vibrational frequencies of these nuclei, and can thus be evaluated from the first principles or semiempirical calculations.

The system-bath coupling term $H_{SB}$ describes the energetics when the nuclei deviate from their equilibrium positions. In the present work, we consider only the weak system-bath coupling case, i.e., $\hat{H}_{SB}$ is given by

$$\hat{H}_{SB} = \sum_{m,n} \frac{\partial \hat{H}_S}{\partial q_{ms}} \delta q_{ns},$$

(18)

$\partial \hat{H}_S/\partial q_{ms}$ and $\delta q_{ms}$ correspond to $W_s$ and $\hat{F}_s$, respectively. $\delta q_{ms}$ is relatively small, and $\hat{H}_S$ and $\hat{H}_B$ is thus weak compared to $\hat{H}_S$ and $\hat{H}_B$. It is observed that the derivatives of $t_{ij}$ with respect to $q_{ms}$ are much larger than those of $v_{ij,j'}$, and we thus keep only $\partial t_{ij}/\partial q_{ms}$ in the evaluation of $\partial h_{ij}/\partial q_{ms}$ in our calculations. In other words, the two-electron terms in $\partial \hat{H}_S/\partial q_{ms}$ are neglected. We have thus that $\eta_{ms,ns} = \delta_{ms,ns} = \partial t_{ij}/\partial q_{ms}$ and $\hat{F} = \tilde{F}$. According to eq. (8),

$$\tilde{C}_{\omega l}(0) = Tr[\delta q_{ls} \rho_{eq} \delta q_{ls}^\dagger].$$

(19)

Utilizing the fact that the nuclei are in thermal equilibrium at $T$, we have

$$K_{\omega} = \sum_{m,n} \frac{\partial t_{ij}}{\partial q_{ms}} \frac{\hbar}{2M_m \omega} \coth \left( \frac{\beta \omega_m}{2} \right) Q_{ms},$$

(20)

where $\omega_m$ and $Q_{ms}$ are the frequency and the $m$-th atom’s displacement along the $s$-direction for the $\nu$-th nuclear vibrational mode, respectively. In the derivation the nuclear–nuclear correlation $\langle \delta q_{rs} | \delta q_{sm} \rangle$ is calculated by assuming nuclear vibrational modes are in thermal equilibrium with the surrounding at a temperature $T$ (see Appendix B for the details). In the calculations, the energy is exchanged among the excitations while the total number of the electrons is conserved. The time-scale parameter $\beta$ can be determined from the molecular mechanics simulation, and in this work is taken as a phenomenological parameter that is used to fit the experiments.

The geometry optimization, the nuclear vibrational modes, and their frequencies are obtained in the similar way as ref. 6 by a BLYP calculation with 6-311G(d, p) basis set. We find that the BLYP calculation yields much better optimized geometry and
vibrational frequencies than the PM3 method. Therefore, in this work we adopt the optimized geometry, vibrational modes, and vibrational frequencies calculated by the BLYP method with 6-311G(d,p) basis set. In other words, $H_R$ is determined by the BLYP calculation adopting 6-311G(d,p) basis set. The dipole matrix element $\mu_{ij}$ is evaluated with the neglect of diatomic differential overlap (NDDO). The resulting 1,3-butadiene is placed in $x$-$y$ plane as depicted in Figure 1. The electric pulse is expressed as $E(t) = E_0 \exp(-t/\tau)^2$ with $\tau = 0.1$ fs, and its polarization is along the $x$-direction. Equation (12) is solved in the time domain. Temperature $T$ is taken as 30, 100, 300, and 600 K, and $\delta \tau = 0.125$ fs is used. The absorption spectrum can be obtained by transforming the induced polarization $\bar{P}(t) = \text{tr}[\bar{\mu} \delta \sigma(t)]$, and is plotted in Figure 1a for $T = 300$ K. The first peak appears at 4.6 eV, and its full-width-half-maximum (FWHM) is found to be 0.51 eV. The new formalism presented in this work includes the interactions between the valence electrons and all vibrational modes. This means that the calculated $\Delta E_{\text{FWHM}}$ correspond to homogeneous broadenings. The 0.51 eV FWHM of the first peak agrees approximately with the experimental measure of $\approx 0.5$ eV. This is the reason why the value 0.125 fs of $\delta \tau$ is adopted in the calculations. Another major absorption peak is found at 8.7 eV, with a less FWHM of 0.40 eV. The different peak widths indicate the different decay rates of the two excitations at 4.6 and 8.7 eV. Figure 1b shows the amplitudes of the two excitation modes vs. time. The amplitudes are calculated by projecting the density matrix onto each mode of $\mathcal{M}$ [i.e., the eigenvector of eq. (12) in the absence of external field] as

$$\mathcal{F}_{\nu}(t) = \left| \sum_{ij} \langle (\mathcal{M})^{-1} \rangle_{ij} \delta \sigma_{ij}(t) \right|,$$  

(21)

with

$$\sum_{ij} |\mathcal{M}_{ij}|^2 = 1.$$

(22)

The decay half-time $\Delta \tau_{1/2}$ for 4.6 eV and 8.7 eV at temperature $T = 300$ K are 1.8 and 2.6 fs, respectively. It is verified that $\Delta E_{\text{FWHM}} \Delta \tau_{1/2} \sim \hbar$ for the two excitations. Note that the 4.6 eV excitation decays always faster than the 8.7 eV excitation, especially at the high temperatures. The decay half-time of individual electronic excitation is found dependent on temperature $T$. This is because that the nuclear motion varies with changing temperature. In general, the increasing temperature leads the faster decays. The 4.6 eV excitation is more sensitive on nuclear vibrations, we rewrite eq. (23) in the harmonic oscillator

\[
h \frac{d}{dt} \delta \sigma_{ij} = \sum_{kl} \mathcal{L}_{ijkl} \delta \sigma_{kl} + \left[ f, \sigma_{ij}^{(0)} \right],
\]

where $\mathcal{L}_{ijkl}$ is defined in eq. (A2) and

\[
\bar{\Gamma}_{ij}^\nu = \frac{1}{\hbar} \left( \sum_m \bar{K}_{ij}^\nu \bar{K}_{ij}^\nu \delta_{ij} + \sum_m \delta_{ij} \bar{K}_{ij}^\nu \bar{K}_{ij}^\nu - 2 \bar{K}_{ij}^\nu \bar{K}_{ij}^\nu \right),
\]

(24)

where $\bar{K}^\nu$ is similar to $K^\nu$ but does not have its temperature dependence,

\[
\bar{K}_{ij}^\nu = \sum_{m,s} \frac{\delta t_{ij}}{\delta q_{ms}} \sqrt{\frac{\hbar}{2 M_{ms} \omega_{\nu}}} Q_{ms}^\nu.
\]

(25)

To examine the couplings between the electronic excitations and nuclear vibrations, we rewrite eq. (23) in the harmonic oscillator.
where electron and hole stand for the unoccupied HF levels and occupied HF levels, respectively, and $\mathcal{V}_{\nu,ij}$ is given by the HF molecular orbital coefficient $c_{im}$ defined in eq. (A12):

$$\mathcal{V}_{\nu,ij} = c_{au} e_{mn} \quad \alpha = (mn).$$

By using $S_{\nu,\alpha}$, eq. (23) is rewritten as

$$i \hbar \frac{d}{dt} \sum_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \delta \sigma_\nu = \sum_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \mathcal{F}_{\nu,\alpha} S_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \delta \sigma_{\nu,\alpha}$$

$$+ \sum_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \mathcal{F}_{\nu,\alpha} S_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \delta \sigma_{\nu,\alpha}$$

$$\times (S^{-1})_{\nu,\alpha} \tilde{\Gamma}_{\nu,\alpha} S_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \delta \sigma_{\nu,\alpha}.$$  \(28\)

Thus, we obtain the following equation.

$$i \hbar \frac{d}{dt} \delta \sigma_\nu = \sum_{\nu,\alpha} \mathcal{F}_{\nu,\alpha} \delta \sigma_{\nu,\alpha} + \sum_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \mathcal{F}_{\nu,\alpha} S_{\nu,\alpha} (S^{-1})_{\nu,\alpha} \delta \sigma_{\nu,\alpha}$$

$$- i \delta \tau \sum_{\nu,\alpha} \coth \left( \frac{\beta \hbar \omega_{\nu}}{2} \right) \tilde{\Gamma}_{\nu,\alpha} \delta \sigma_{\nu,\alpha}. \quad 29\)
relaxation to the ground state is due to the existence of the electron–hole (hole–electron) coupling components of matrix $K^\nu$.

**Discussion**

We have shown that the new formalism can be employed to simulate the nonradiative relaxations of realistic many-electron molecular systems that are in contact with thermal baths. Various excitations may couple differently to the thermal bath, and this is taken into account naturally by the new formalism. The Markovian TDHF-QDT developed here is essentially the same as the formula presented in ref. 12, although the derivations are seemingly different. Inclusion of radiative decay process into the equation of motion should be straightforward. The different time scales are required for radiative and nonradiative decays. Explicit inclusion of the nuclear vibrational modes and/or multiconfigurational effect to the current scheme is challenging but feasible.

We set out to achieve two objectives. The first objective is to demonstrate the applicability of TDHF-QDT to real molecular systems. Our simulation has clearly captured the essential physics of the nonradiative decay of a butadiene molecule, for instance, the rate dependence on temperature and different decay rates for different excited states that were not built into the theory phenomenologically but are rather the nature consequences of the dissipation terms derived directly from the Hamiltonian. The first objective is thus achieved with success. The second objective is to examine the decaying processes of the embedded butadiene molecule upon photoexcitation. This is carried out under the Markovian approximation. Our simulation predicts that the excitation at 4.6 eV decays rapidly at room temperature and its decay rate is sensitive to the temperature because it couples strongly with the low-frequency vibrational modes. The validity of this prediction rests on the Markovian approximation, and should be tested experimentally. The Markovian version of the TDHF-QDT was used in the simulation instead of the non-Markovian TDHF-QDT, because the former is computationally less expensive. We assume the system-bath factorization ansatz and use the Hartree–Fock ground state for the system ground state. The energy dissipation causes the energy exchange between the electrons and nuclei, and leads to the deterioration of the Hartree–Fock approximation. An improved approach is to find the equilibrium state under the system-bath couplings and thermal fluctuations as we did in ref. 1. Our equation does not consider the large amplitude motion and photoisomerization. Those effects are beyond the scope of this work, which is intended to develop and illustrate the applicability of the TDHF-QDT formalism for realistic open systems. The Francck–Condon calculation of the absorption spectrum requires the explicit determination of excited states and their energy surfaces. In the present implementation the vibronic structure cannot be evaluated because the vibrational modes are not included in the system. This can be achieved by including the nuclei as a part of the system.

It is emphasized that this formalism is based on the EOM of reduced single-electron density matrix, and is very different from the conventional QDTs that follow the dynamics of the reduced density matrix of system. Therefore, this formalism can be applied for much larger and realistic systems, as we did here. In our calculation, we include explicitly all valence electrons (total of 22 electrons) and take into account the couplings between all valence electrons and all vibrational modes. For most conventional QDTs, one solves the electronic structures first and then adds $T_1$ and $T_2$ relaxation terms phenomenologically.\textsuperscript{13,14} In principle, the $T_1$ and $T_2$ relaxation terms can be evaluated explicitly.\textsuperscript{14} However, because of extremely large computational resources are required, this has not been done for realistic many-electron systems.\textsuperscript{14} Utilizing the locality of $\langle \hat{F}_a \hat{F}_b \rangle$, eq. (6) can be combined with the localized density-matrix (LDM) method.\textsuperscript{15} This leads the dramatic reduction of computational times, and thus the possibility of simulating very large complex open molecular systems.

To conclude, we have demonstrated that our dynamic mean field QDT can be readily applied to simulate the realistic quantum dissipative molecular systems. Our formalism introduces for the first time the quantum chemistry methodology to simulate directly the dissipative many-electron systems. For the moment, it employs the semiempirical Hamiltonian. We can implement easily our formalism with the first-principle quantum chemistry methods, for instance, the time-dependent density functional theory (TD-DFT).\textsuperscript{16} This would make the first-principle simulations of realistic open molecular systems possible.

**Appendix A: Numerical Stability of Eq. (12)**

Unlike the Lindblad equation where the equation of motion is linear equation of the reduced density matrix of the system, eq. (10) is a nonlinear equation of motion of $\sigma(t)$. Thus, it is not clear whether $\delta \sigma(t)$ does not grow with time according to eq. (10). We show here that $\delta \sigma(t)$ does not grow unphysically or eq. (12) is numerically stable as long as the excitations are weak.

Let us rewrite eq. (12) in the absence of the external field as follows,
where linearized Liouville operator $\mathcal{L}$ and linearized dissipative operator $\mathcal{A}$ are given by

$$
\mathcal{L}_{ij} = h_{ij}^{(0)} \delta_{ij} - \delta_{ij} h_{ii}^{(0)} + \sum_n \{ (v_{im,h} - v_{in,h}) \sigma_{nt}^{(0)} - \sigma_{tm}^{(0)} (v_{nj,h} - v_{nk,h}) \},
$$

(A2)

and $K^r$ in eq. (20) is replaced by

$$
K^r_j = \sum_n \frac{\partial t_{ij}}{\partial q_{nm}} \left[ \frac{h}{2M_o \omega_n} \coth \left( \frac{\beta h \omega_n}{2} \right) \right] Q^r_m.
$$

Here, it does not depend on $\sigma$. Equation (A1) has the Lindblad-like form except the terms in the summation in eq. (A2). The solution of eq. (A1) can be formally obtained with the initial condition of $\delta \sigma$ as $\delta \sigma_I$:

$$
\delta \sigma_I = \exp \left( -\frac{i}{\hbar} \mathcal{L}_t - \frac{\delta \tau}{\hbar} \mathcal{A}_t \right) \delta \sigma_I.
$$

(A5)

To ensure $\delta \sigma_I \to 0$ as $t \to \infty$, all the eigenvalue $\Omega_{ij}$ of the super operator $-i/\hbar \mathcal{L} - \delta \tau/\hbar \mathcal{A}$ have to satisfy $\text{Re}(\Omega_{ij}) \leq 0$.

Our proof is made by the following steps: (a) showing the positivity of the dissipation superoperator $\mathcal{A}$, i.e., all the eigenvalues of $\mathcal{A}$ are positive, (b) showing that the eigenvalue of adiabatic TDHF equation is real, and (c) showing $\delta \sigma_I$ does not grow with time.

(a) We show that all the eigenvalues of $\mathcal{A}$ are positive as follows. Because $K^r$ is a real symmetric matrix in the calculation, $\mathcal{A}_{ijkl}$ is real symmetric in terms of the exchange of a set of the indices $(i,j) \leftrightarrow (k,l)$. As a result, $\mathcal{A}$ can be diagonalized by a real orthogonal matrix in Liouville space. In more general cases, $K^r$ can be a Hermitian matrix. Correspondingly, $\mathcal{A}$ will be Hermitian matrix in terms of the exchange of a set of the indices $(i,j) \leftrightarrow (k,l)$. We denote the eigenvalue and eigenvector as $\Gamma_{ij}$ and $e_{ij,\mu}$. Any matrix $J_{ij}$ can be expanded by the eigenvector $e_{ij,\mu}$

$$
J_{ij} = \sum_{\nu} a_{ij} e_{\nu,ij},
J^*_{ij} = \sum_{\nu} a^*_{\nu,ij} e_{\nu,ij}
$$

(A6)

where the asterisk is for the complex conjugate. Now we define the following function.

$$
D(J) = \sum_{i,j,k,l} J^*_{ij} \mathcal{A}_{ijkl} J_{kl}.
$$

(A7)

From eq. (A6) we have

$$
D(J) = \sum_{i,j,k,l} a^*_{\nu,ij} e_{\nu,ij} \mathcal{A}_{ijkl} a_{ij} e_{\nu,ij} = \sum_{i,j,k,l} a^*_{\nu,ij} a_{ij} \mathcal{A}_{ijkl} e_{\nu,ij} e_{\nu,ij}.
$$

(A8)

If $D(\delta \sigma) \geq 0$ for any $\delta \sigma$, $\Gamma_{ij} \geq 0$ have to be satisfied for all $\nu$. By inserting the explicit form of $\mathcal{A}$ in eq. (A3) to eq. (A7), we have

$$
D(J) = \sum_{\nu} \text{Tr}(J^* K^r J + J^* K^r J' - J^* K' J).
$$

(A9)

Denote

$$
\Xi^r_I = K^r, \quad \Xi^r = J^* K'.
$$

(A10)

Then eq. (A9) is written as

$$
D(J) = \sum_{\nu} \text{Tr}(\Xi^r_I \Xi^r_I + \Xi^r \Xi^r_I - \Xi^r \Xi^r_I - \Xi^r_I \Xi^r_I)
$$

(A11)

Therefore, all the eigenvalue satisfy $\Gamma_{ij} \geq 0$. Equality holds for $\sigma$ which commutes with $K^r$ for all $\nu$. Unit matrix $I$ is one of such example.

(b) $\mathcal{L}$ can be diagonalized$^{10,11,17}$ as follows. First, we find the HF energy $e_k$ and molecular orbital coefficient $c_{nk}$ from the HF equation.

$$
\sum_{n} h_{nn}^0 \phi_{nk} = e_k \phi_{nk}.
$$

(A12)

Then, we define the transformation matrix $\mathcal{V}$ from site representation to HFMO representation

$$
\mathcal{V}_{\nu,\mu} = \phi_{\nu} \phi_{\mu}
$$

(A13)

which satisfies the condition

$$
\mathcal{V}^{-1} = \mathcal{V}^\dagger.
$$

(A14)

The linearized Liouville operator in HFMO representation $\mathcal{L}$ is calculated by

$$
\tilde{\mathcal{L}} = \mathcal{V} \mathcal{L} \mathcal{V}^\dagger.
$$

(A15)

$\tilde{\mathcal{L}}$ has the following form:

$$
\tilde{\mathcal{L}} = \left( \begin{array}{cc}
\tilde{\mathcal{L}}_{11} & \tilde{\mathcal{L}}_{12} \\
0 & \tilde{\mathcal{L}}_{22}
\end{array} \right)
$$

(A16)

where $\tilde{\mathcal{L}}_{11}$, $\tilde{\mathcal{L}}_{22}$, and $\tilde{\mathcal{L}}_{12}$ are corresponding to the matrix elements among (electron–hole, hole–electron) part, among (hole–hole, electron–electron) part, and between (electron–hole, hole–electron) and (hole–electron, electron–electron) part, respectively. $\tilde{\mathcal{L}}_{22}$ is
a diagonal matrix: \((\tilde{\mathcal{F}}_{22})_{\rho\rho',\sigma\sigma'} = \delta_{\rho\rho'}\delta_{\sigma\sigma'}(\Omega_{2})_{\rho\rho'}\) and 
\((\tilde{\mathcal{F}}_{22})_{h\rho',h\sigma'} = \delta_{h\rho'}\delta_{h\sigma'}(\Omega_{2})_{h\rho'}\) with

\[
(\Omega_{2})_{\rho\rho'} = \epsilon_{\rho} - \epsilon_{\rho'};
\]

\[
(\Omega_{2})_{h\rho'} = \epsilon_{h} - \epsilon_{\rho'}
\]

where \(\epsilon (\epsilon')\) and \(h (h')\) correspond to electron and hole indices, respectively. \(\tilde{\mathcal{F}}_{11}\) and \(\tilde{\mathcal{F}}_{12}\) are written with the Coulomb interactions in MO representation \(\tilde{v}\)

\[
\tilde{v}_{\rho\rho',\rho''\nu'} = \sum_{i,j,k} ((Y)_{\rho\rho',\rho''\nu'}(Y)_{\nu''\nu'})_{i,j,k} \times \sum_{m, n} (v_{m,n} - v_{n,m})\delta_{m\rho''} - \delta_{m\rho'}(v_{m,n} - v_{n,m})
\]

\[
(\tilde{\mathcal{F}}_{11})_{h\rho',h\sigma'} = (\delta_{h\rho'} - \delta_{h\sigma'})(\epsilon_{h} - \epsilon_{\rho'} + \tilde{v}_{h\rho',h\sigma'});
\]

\[
(\tilde{\mathcal{F}}_{12})_{h\rho',h\sigma'} = -(\tilde{\mathcal{F}}_{12})_{h\rho',h\sigma'}; \quad (\tilde{\mathcal{F}}_{12})_{h\rho',h\sigma'} = -(\tilde{\mathcal{F}}_{12})_{h\rho',h\sigma'};
\]

\[
\tilde{F}_{11} \text{ can be diagonalized by a matrix } w
\]

\[
w_{\rho\rho'} = \left( \begin{array}{cc} X & \epsilon_{\rho} - \epsilon_{\rho'} \\ -Y & -X \end{array} \right)
\]

where the matrix \(w\) has a form

\[
w = \left( \begin{array}{cc} X & -Y \\ -X & Y \end{array} \right)
\]

\[
w_{\rho\rho'} = \left( \begin{array}{cc} X_{\rho\rho'} & \epsilon_{\rho} - \epsilon_{\rho'} \\ -X_{\rho\rho'} & -X_{\rho\rho'} \end{array} \right)
\]

\[
w_{\rho\rho'} = \left( \begin{array}{cc} -Y_{\rho\rho'} & -Y_{\rho\rho'} \\ Y_{\rho\rho'} & Y_{\rho\rho'} \end{array} \right)
\]

\[
w_{\rho\rho'} = \left( \begin{array}{cc} Y_{\rho\rho'} & -Y_{\rho\rho'} \\ Y_{\rho\rho'} & Y_{\rho\rho'} \end{array} \right)
\]

\[
w_{\rho\rho'} = \left( \begin{array}{cc} -X_{\rho\rho'} & X_{\rho\rho'} \\ -X_{\rho\rho'} & X_{\rho\rho'} \end{array} \right)
\]

and \((\Omega_{2})_{\rho\rho'} > 0, (\Omega_{2})_{h\rho'} = \delta_{h\rho'}(\Omega_{2}).\)

Unlike the TDHF method where electron–electron and hole–hole part are determined by electron–hole and hole–electron part, electron–electron and hole–hole part in eq. (A1) are independent valuables and couple with electron–hole and hole–electron part from the linear order of the optical response. Thus, we have to consider the effect of \(\tilde{\mathcal{F}}_{12}\). This can easily be done by the following matrix \(w'\):

\[
w' = \left( \begin{array}{cc} I & M \\ 0 & I \end{array} \right), \quad w'^{-1} = \left( \begin{array}{cc} I & -M \\ 0 & I \end{array} \right)
\]

where \(I\) is the unit matrix and \(M\) is given by

\[
\Omega_{h\rho'} = \frac{(w\tilde{\mathcal{F}}_{12})_{h\rho'}}{\Omega_{h\rho'} - (\Omega_{2})_{h\rho'}}
\]

\[
\Omega_{h\rho'} = \frac{(w\tilde{\mathcal{F}}_{12})_{h\rho'}}{\Omega_{h\rho'} - (\Omega_{2})_{h\rho'}}
\]

\[
\Omega_{h\rho'} = \frac{(w\tilde{\mathcal{F}}_{12})_{h\rho'}}{\Omega_{h\rho'} - (\Omega_{2})_{h\rho'}}
\]

Finally, after defining the following matrix \(w_{0}\) in Liouville space

\[
w_{0} = \left( \begin{array}{cc} w & 0 \\ 0 & I \end{array} \right), \quad w_{0}^{-1} = \left( \begin{array}{cc} w^{-1} & 0 \\ 0 & I \end{array} \right)
\]

we have the following eigenvalues for \(\mathcal{L}\)

\[
\langle w'w_{0}Yw_{0}^{-1}w'^{-1}\rangle_{\sigma\sigma'} = \delta_{\sigma\sigma'}\Omega_{\sigma\sigma'}
\]

with \(\Omega_{\sigma\sigma'} = (\Omega_{1})_{\sigma}, \Omega_{\rho\rho'} = (\Omega_{1})_{\rho\rho'}, \Omega_{h\rho'} = (\Omega_{2})_{h\rho'}, \) and \(\Omega_{h\rho'} = (\Omega_{2})_{h\rho'}\). Therefore, all the eigenvalues of \(\mathcal{L}\) are real.

(c) Now we are ready to prove that \(\delta\sigma_{\tau}\) in eq. (A1) is a decay function of time. We use Trotter formula\(^{18}\) on eq. (A5).

\[
\delta\sigma_{\tau} = \lim_{n \to \infty} \exp\left(-\frac{i}{\hbar} \mathcal{F}_{12} \frac{t}{n} \right) \exp\left(-\frac{i}{\hbar} \mathcal{F}_{11} \frac{t}{n} \right) \delta\sigma_{\tau}
\]

\[
\delta\sigma_{\tau} = \lim_{n \to \infty} \sum_{\mu \nu} \sum_{\tau} \sum_{\sigma \sigma'} \sum_{\rho \rho'} \sum_{\sigma \sigma'} \Omega_{\tau} \{ \eta_{\rho \rho'} \eta_{\sigma \sigma' } \} \exp\left(-\frac{i}{\hbar} (\Omega_{\rho \rho'} + \ldots + \Omega_{\rho \rho'} + \Omega_{\sigma \sigma'} - \Omega_{\sigma \sigma'} - \Omega_{\rho \rho'} + \Omega_{\sigma \sigma'} - \Omega_{\rho \rho'} + \Omega_{\rho \rho'}) \right)
\]

where \(\alpha^{\nu \nu \nu' \nu''}_{\mu \nu} \) and \(\beta^{\nu \nu' \nu''}_{\mu \nu} \) are expansion coefficients defined as

\[
\eta_{\nu \nu' \nu''} = \sum_{\rho} \alpha^{\nu \nu' \nu''}_{\rho \nu} \xi_{\rho},
\]

\[
\xi_{\rho} = \sum_{\tau} \beta^{\nu \nu' \nu''}_{\rho \nu} \eta_{\tau}
\]

and \((\Omega_{2})_{\rho \rho'} > 0, (\Omega_{2})_{h\rho'} = \delta_{h\rho'}(\Omega_{2}).\)
We set the smallest nonzero does not have any unit matrix component. We first assume that any inequality.

As shown in eq. (A39). Only in the case where does not commute with and it is the eigenvector of both \( \exp(\frac{-i\mathcal{L}\tau}{\hbar}) \). \( \exp\left(-\frac{i \mathcal{L} t}{\hbar}\right) \) \( \exp\left(-\frac{i \mathcal{L} t}{\hbar}\right) \) (A37)

On the other hand, the time evolution of the TDHF in the linear order of optical response can be written as

\[
\delta \sigma(t) = \exp\left(-\frac{i \mathcal{L} t}{\hbar}\right) \delta \sigma = \lim_{n \to \infty} \sum_{n=1}^{\infty} \prod_{\mu=1}^n (\beta_{\mu}^{\nu} a_{\mu}^{\nu}) \eta_{\nu}.
\]

Thus, we have

\[
\delta \sigma(t) \leq \delta \sigma(t) \exp\left(-\frac{\Delta t}{\hbar} \gamma n t\right). \tag{A39}
\]

Because the amplitude of the oscillation of \( \delta \sigma(t) \) does not change with time, \( \delta \sigma(t) \) decay to zero for \( t \to \infty \). Next we assume that one of the \( \xi_{\mu} \) commutes with all \( K_{\nu} \). Even in this case, if \( \xi_{\mu} \) is not the eigenvector of \( \mathcal{L} \delta \sigma \) still decays with time, because \( \exp(-i\mathcal{L}t/\hbar) \) mix \( \xi_{\mu} \) with other eigenvectors and other eigenvector decays as shown in eq. (A39). Only in the case where \( \xi_{\mu} \) commutes with all \( K_{\nu} \) and it is the eigenvector of both \( \mathcal{L} \) and \( \mathcal{E} \), \( \xi_{\nu} \) component of \( \delta \sigma \) does not decay with time.

### Appendix B: Derivation of Nuclear Correlation Function

In Equation (17) we make the following transformation,

\[
x_i = \sum_{j=1}^{M} Q_{i,j} \sqrt{\frac{M}{2}} \delta q_j \tag{B1}
\]

where \( Q_{i,j} \) is the orthonormal matrix that satisfies the following relation.

\[
\sum_{i,j=1}^{M,M} Q_{i,j} \sqrt{\frac{M}{2}} \sqrt{\frac{M}{2}} V_{i,j} = \delta_{ij} \sqrt{M} \tag{B2}
\]

With using the new variable \( x_i \), the bath Hamiltonian \( H_n \) in eq. (17) is written as

\[
H_n = \sum_i \left( -\frac{\hbar^2}{4} \frac{\partial^2}{\partial x_i^2} + \tilde{V}_i x_i^2 \right) \tag{B3}
\]

Because each \( x_i \) is harmonic oscillator, we can solve the Schrödinger equation by the separation of variables.

\[
\left( -\frac{\hbar^2}{4} \frac{\partial^2}{\partial x_i^2} + \tilde{V}_i x_i^2 \right) \psi_i(x_i) = \epsilon_{\nu_i} \psi_i(x_i). \tag{B4}
\]

We denote the total energy and wavefunction by \( \tilde{\Psi}_x \) and \( \Psi_\lambda \) with the index \( \lambda \) is for combination of all the modes, i.e., \( \lambda = (\nu_1, \nu_2, \nu_3, \ldots, \nu_{N-1}) \). Wave function is thus given by \( \Psi_\lambda = \prod_i \psi_{\nu_i}(x_i) \). Statistical average is then done as follows:

\[
\langle x_i x_j \rangle = \sum_{\lambda} \int \prod_i dx_i \Psi_{x}^\dagger \Psi_{\lambda} \frac{1}{\sum_n} \int dx_i \psi_{\nu}^\dagger e^{-\beta \Psi_{\nu}} = \delta_{ij} \frac{\hbar}{2\omega_i} \left(n_i + \frac{1}{2}\right). \tag{B5}
\]

From eq. (B1) and (B6) we obtain

\[
\langle \delta q_{i,\nu} \delta q_{j,\nu} \rangle = \frac{1}{\sqrt{M_i M_j}} \sum_k (Q^\dagger_{i,\nu} Q^\dagger_{j,\nu}) \frac{\hbar}{2\omega_i} \coth\left(\frac{\beta \omega_i}{2}\right). \tag{B7}
\]

### References