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Abstract— In this paper, a simple mathematical model is
presented for studying the performance of the BitTorrent [1] file
sharing system. We are especially interested in the distribution of
the peers with different states of the download job completedness.
With the model we find that in the stable state the distribution of
the download peers follows a U-shaped curve, and the parameters
such as the departure rate of the seeds and the abort rate of the
download peers will influence the peer distribution in different
ways notably. We also analyze the file availability and the dying
process of the BitTorrent file sharing system. We find that the
system’s stability deteriorates with the clustering of the peers,
and BitTorrent’s built-in “tit-for-tat” unchoking strategy could
not help to preserve the integrity of the file among the download
peers when the size of the community is small. An innovative
peer selection strategy which enables more peers to finish the
download job and prolongs the system’s lifetime is proposed, in
which the peers cooperate to improve the stability of the system
by making a tradeoff between the current download rate and
the future service availability. Finally, experimental results are
presented to validate our analysis and findings.

I. INTRODUCTION

Peer-to-peer (p2p) file sharing systems, which allow users
to distribute and obtain files in a cooperative manner, have
changed the Internet greatly in recent years. Unlike the tradi-
tional schemes such as HTTP and FTP, in the p2p file sharing
systems, the upload bandwidths of the peers are exploited to
speed up the download process, especially when the original
server is overloaded.

From the appearance of Napster in 1999, many p2p file
sharing applications have evolved, such as Gnutella, KaZaA
and BitTorrent. Among them, BitTorrent has attracted the
largest number of users and has become the main application
scheme for p2p file sharing. According to a recent study [16],
BitTorrent accounts for 35% of all the traffic on the Internet,
which is more than all the other p2p systems combined.

The main feature of BitTorrent, as well as other similar
protocols, such as eDonkey, is that a file is divided into many
blocks, so a peer could start to serve the others even if it does
not have a complete file. According to the analysis in [9], the
service capacity increases greatly compared with schemes that
share the file as a whole.

BitTorrent has been proved to be successful from both
the experience of the actual deployment and the results of
academic research. Recent measurements [4][5] have veri-
fied the characteristics of scalability, pollution-resistance and

efficiency of the protocol. Theoretical analysis [9][10] has
also provided insights for people to understand the system.
However, as shown in [6], the design is not perfect, further
investigations of the issues not well studied previously are
required, for improvement of the system. In this paper, we
will focus on the following two topics.

The download efficiency and peer distribution: In tra-
ditional file download, there is a server and a client. For
other p2p file sharing protocols such as Gnutella, although
a peer could be a server as well as a client, for a particular
file transmission, definitely there is a sender and a receiver.
However, in BitTorrent, upload and download must be taking
place simultaneously for a single file. BitTorrent adopts a ”tit-
for-tat” (TFT) peer selection strategy to prevent free-riding
[11]. Under this strategy, a peer must upload as well as
download at the same time when interacting with another peer.
So, unlike the client/server model and Gnutella-like systems,
in which the download efficiency depends mainly on the
server’s capacity and the underlying network, in BitTorrent, the
probability of successfully finding a proper upload/download
partner also determines a peer’s download rate. Our first goal
in this paper is to analyze the download efficiency for a peer
with different portions of the file, which is influenced by this
probability, and find out the peer distribution determined by
the peers’ download efficiencies.

File availability and incentives to improve the system’s
stability: The lifetime of a BitTorrent network is the period
in which it could provide a complete file from all the online
peers. If the shares kept by the peers are incomplete, we call
the system dead, and the phase that the system is vulnerable
to die is called the dying process of the system. During its
dying process, the network stability is influenced by the shares
on each peer, as well as the peers’ behavior in the system
in a complex way. Another related issue is the relationship
between BitTorrent’s stability and its incentive mechanism.
BitTorrent adopts the TFT strategy which enables a peer to
select the neighbors which could help it to finish the download
as fast as possible. However, when the system is in the dying
process, another objective besides the download rate for a peer
to pursue is the possibility that it could finish the download
before the system dies. A good incentive mechanism should
be able to encourage the peers to preserve the integrity of the
file as well as to download at a reasonable rate.



In this paper, we have developed a simple mathematical
model, in which a peer is in one of the N states according to its
download job completedness. By modeling a peer’s behavior
based on the state it is in, we have a better insight for the
performance of the BitTorrent network in its stable state and
the dying process. The other contributions in this paper are
listed below:
• We have derived a peer distribution under the stable state

from our model, and found that the parameters such as
the seeds’ depart rate and the download peers’ abort rate
will influence the distribution notably in different ways.

• From the results of the simulation and the real-world
application measurement, we have found that our model
is accurate in capturing the overall peer distribution and
a peer’s download efficiency regarding its job complet-
edness.

• We have analyzed the file availability and the dying
process of the BitTorrent system, and proved that the
system is more unstable when the peers arrive in clusters.

• We have found that the original TFT peer selection
strategy cannot help to improve the file availability and
lower the probability of the system’s death caused by a
sudden departure of a finished peer. An innovative TFT
strategy is proposed to increase the system’s stability, in
which the future service availability as well as the current
upload rate is taken into consideration when a peer is
selecting the partners.

• From the simulation experiments, we have found our
innovative TFT strategy could improve the stability of
the system extensively at a negligible sacrifice of the
download efficiency. We have also observed the unfair-
ness caused by the innovative strategy among the peers
which have finished the download job.

The rest of this paper is organized as follow. For section
II, we provide a brief introduction for the BitTorrent protocol.
In section III, related work on p2p file sharing networks and
BitTorrent are surveyed. We present a mathematical model
and our modeling results under the stable state in section IV.
Then we analyze the file availability and incentive mechanism
for BitTorrent in section V, and propose our innovative peer
selection strategy. Finally, in section VI, experimental results
are presented to support our modeling results and demonstrate
the effect of the innovative peer selection strategy.

II. BITTORRENT OVERVIEW

BitTorrent is a protocol which is popular for its efficiency
in distributing and downloading large files. In BitTorrent, a
file is divided into many equal sized shares (typically 256KB)
for download. A peer could download shares from other
peers concurrently while uploading shares it holds to those
requesting peers at the same time. In this way, the load is
distributed among all the peers in the system [2].

In the BitTorrent architecture, there are three kinds of
components: the tracker, the download peers and the seeds.
Tracker is a central server which keeps the global information
of the system such as the IP address, port and the number of

finished shares for all the peers in the system. When a new
peer joins in, it will connect to the tracker for a random list
of the existing peers in the network to get started. All the
peers in the network will periodically report to the tracker
of their progresses. Those peers which have downloaded the
whole file but not left the network are called seeds. The seeds
improve the performance of the system from two aspects:
first, they will contribute their bandwidths and upload the
shares to other peers; second, they could insure the integrity
of the file since they hold all the shares of it. We refer to
those peers which have not finished the download job as the
download peers, which compose the third component in the
system. In BitTorrent, the download peers are contributing
their bandwidths while consuming the bandwidths of others
at the same time.

Download peers in BitTorrent use a “local rarest first” (LRF)
technique to select which share to request. Simply speaking,
it will try to download a share that is least replicated among
its neighboring peers. Actually, the LRF strategy is combined
with a random choice in the practical deployment. However,
for a new peer which has just joined in and does not have
any shares, it will simply download any shares available to
bootstrap itself. Another exception is the ”endgame model”:
when a peer has almost finished its download, it enters the
”endgame model” and requests the last few shares from
everyone.

A peer in BitTorrent usually keeps connections with many
other peers. For any connection between two peers, there are
two states: choked or not. A peer could choose to “choke” a
connection by refusing to upload shares any more. Download
peers in BitTorrent play a “tit-for-tat” (TFT) strategy to choose
which connections to unchoke: it periodically monitors its
current connections, and choose a fixed number (typically
four) of the connections with the highest download rates to
upload. However, the seeds do not play this strategy, for a
seed, it will simply choose five download peers at the highest
rate to upload, in order to distribute the file as quickly as
possible.

Besides the TFT strategy, a download peer will also play a
strategy called optimistic unchoking periodically to probe new
partners. In optimistic unchoking, a peer randomly chooses
a requesting peer to upload. Optimistic unchoking has two
important meanings for the BitTorrent system: first, it allows
a peer to discover better peers for share exchange; second,
the newcomers without any shares to upload could get boot-
strapped by accepting shares from the peers playing optimistic
unchoking.

III. RELATED WORK

P2p file sharing systems operate by allowing the peers to
form an application level overlay and contribute their content
in a cooperative way. To understand the performance of p2p
networks, many models [7][8][9][10] have been proposed. In
[7], an analytic framework is presented for studying the data
traffic of p2p applications with various underlying networks.
[8] proposes a model with the generality and flexibility of



capturing the different architectures of the p2p file sharing
system. For BitTorrent, a branching process is discussed for
studying the transient regime of the BitTorrent system when
the content is first introduced, and a Markov chain model is
proposed for understanding the service capacity of the system
under the stable state in [9]. A fluid model is presented in
[10], where the expressions of the numbers of the download
peers and the seeds could be obtained from the parameters
as the peer arrival, departure and the upload/download rates.
The analysis also proves that BitTorrent achieves very good
scalability.

There are many measurements [4][5][6] based on real world
applications and simulations for BitTorrent. Very good prop-
erties such as the efficiency in distributing a file, robustness
against pollution and scalability to support a large number
of the downloaders are observed in these measurements.
However, in [6], it is found that BitTorrent has the last piece
problem and cannot prevent a systematical unfairness.

Enhancements to BitTorrent are proposed in Slurpie [14]
and Avalanche [15]. The Slurpie system integrates techniques
such as group size estimation, back off and bandwidth esti-
mation to improve the utilization of the link bandwidth and
to decrease the burden of the topology server. For Avalanche,
the pieces of the file are encoded both on the source and on
the nodes, which makes the block propagation of the file more
efficient than transmitting the uncoded blocks; the system is
also more robust under extreme situations with the sudden
departure of nodes. And in [17], a genetic algorithm based
neighbor selection strategy is proposed to improve the file
distribution efficiency.

The availability problem for p2p file sharing networks is
studied from two aspects. In [18], the availability of the host
is measured and analyzed based on the Overnet file sharing
system, in which a file is usually served by a single peer. For
the file availability, [13] proposes an algorithm to improve
the availability of the files given nodes with limited capacity
to replicate the pieces of the files published by other nodes.
The author assumes that the peer will be available with some
probability but not related to the time. However, for BitTorrent,
the availability problem is a little different compared with the
other systems, since in BitTorrent it is not a single peer but
the whole BitTorrent community involved to serve a particular
file. Currently, most of the works on BitTorrent’s availability
are experimental, such as the measurements discussed in [4]
and [5].

Our model for BitTorrent is influenced by the models in
[9] and [10]. However, in the models of [9] and [10], the
download peers are considered as a whole, and are assumed
to behave uniformly. In our analysis, we model the behaviors
of the peers differently according to the state they are in, thus
enabling a deeper understanding of the system.

IV. MODELING AND ANALYSIS FOR PEER DISTRIBUTION

When a file is first introduced into the Internet by a .torrent
file, there will be a burst of download requests, but only a few
(usually one) seeds are available for upload. After the initial
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Fig. 1. The model for the BitTorrent file sharing system

burst phase, the BitTorrent system would reach its stable state.
At the stable state, the arrival of the peers is not in a burst,
but could be viewed as a Poisson process [9]. In this section,
we present a mathematical model for BitTorrent and analyze
the performance of the system in its stable state. From the
modeling results, we find that the peer distribution follows a
U-shaped curve, and parameters such as the departure rate of
the seeds and abort rate of the download peers could influence
the distribution differently.

A. The Model

Our model is illustrated in Fig. 1. In the model, the
states of S0, S1, ..., SN−1 represent the peers with
[ 0
N , 1

N ),[ 1
N , 2

N ),...,[N−1
N , 1) portions of the file respectively,

and SN is the state for seeds. We choose the value of N
as a integer big enough to embody the detailed difference for
the peers with different amount of the shares, and the upper
bound of N is M , which is the number of the shares.

When a new peer first enters the BitTorrent system, it will
start as a download peer with 0

N portions of the file at the state
S0, after some peers in the system have uploaded some shares
to the peer, it will be a peer with 1

N portions of the file at the
state S1, and meanwhile it could upload the shares it holds
to other download peers. The uploading and downloading
processes continue until the peer has obtained all the shares
and becomes a seed at the state SN ; however, it could also
abort the system and go to the offline state during the process
before it finishes the download job. Finally, a seed will depart
the system after it has served in the system for a certain period
of time. The process is demonstrated by our model in Fig. 1.

Suppose there are y(t) seeds in the BitTorrent system at
time t; for the download peers, we use x0(t), x1(t), x2(t), ...
, xN−1(t) to represent the number of the download peers in
state S0, S1, ..., SN−1 at time t respectively. We are interested
in the number of peers as x0(t), x1(t), x2(t), ... , xN−1(t)
and y(t) in the stable state of the system. However, before the
discussion, we must introduce the notations and parameters
which will be used in our analysis first, as listed below:

• N : the total number of states in the model;
• x0(t), x1(t), ..., xN−1(t): the number of the download

peers in the states of S0, S1, ..., SN−1 respectively;
• y(t): the number of seeds;
• µ: the average upload rate for a peer, including the seeds;
• λ: the arrival rate of the new download peers;
• γ: the departure rate of the seeds;
• θ: the abort rate of the download peers;



• ηi,j : the efficiency of exchanging shares between a peer
at the state of Si and a peer at the state of Sj .

For the peers in the states of S0, S1, ..., SN−1, SN and
offline, we model the arrival rate of the new download peers
as a Poisson process with rate λ, and the seeds depart the
system according to an exponential distribution with the rate
of γ. For the download peers in the states of S0, S1, ...,
SN−1, they will abort the system according to an exponential
distribution with the rate of θ. By applying a continuous time
Markov chain model [12], we derive the transfer rates between
two neighboring states as follows:

r(SN , offline) = γy(t)

r(SN−1, SN ) =
µy(t)× xN−1(t)PN−1

j=0 xj(t)
+ xN−1(t)PN−1

j=0 xj(t)
×

µ
∑N−1

k=0 xk(t)× ηN−1,k

......

r(Si, Si+1) =
µy(t)× xi(t)PN−1

j=0 xj(t)
+ xi(t)PN−1

j=0 xj(t)
×

µ
∑N−1

k=0 xk(t)× ηi,k

......

r(S0, S1) =
µy(t)× x0(t)PN−1

j=0 xj(t)
+ x0(t)PN−1

j=0 xj(t)
×

µ
∑N−1

k=0 xk(t)× η0,k

r(S0) = λ
r(Si, offline) = θxi(t), i = 0, 1, ..., N − 1

(1)

Here we use r(state1, state2) to denote the transfer rate
of the peers from state1 to state2. r(S0) denotes the entry
rate of the new peers into the system. We focus on the
parameter ηi,j now, which is the share exchange efficiency
between the peers in the states of Si and Sj . For a peer pi

in the state of Si, on average it will have i+0.5
N portions of

the file, and are looking for the N−i−0.5
N portions left from

the other peers. When there is a connection between pi and
pj , the probability of pi choosing to upload to pj is i+0.5

N ×
N−j−0.5

N = (N−j−0.5)(i+0.5)
N2 ; similarly, the probability of pj

choose to upload to pi is (N−i−0.5)(j+0.5)
N2 . Since the peers play

a TFT strategy, which means a peer will only upload to another
peer when this peer is uploading to itself, the share exchange
efficiency ηi,j should be the product of the two probabilities,
then we have ηi,j = (N−i−0.5)(j+0.5)

N2 × (N−j−0.5)(i+0.5)
N2 .

B. Modeling results and Discussion

We first study the situation when the download peers will
never abort the system while all the seeds will depart the
system immediately after they have finished their download
job. In this case, we have γ → ∞ and θ = 0. At the stable
state of the model in Fig. 1, applying the principle that ”the
rate of the flow out of a state = the rate of the flow into this
state”[12], we have a set of equations.
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Fig. 2. Peer distribution in the stable state, without the seeds departure and
the download peers aborting

λ = x0 × (2N − 1)× µ
PN−1

k=0
(2N−2k−1)(2k+1)

16N4 xkPN−1
j=0 xj

x0
x1

= (2N−3)×3
(2N−1)×1

......
xi

xi+1
= (2N−2i−3)×(2i+3)

(2N−2i−1)×(2i+1)

......
xN−2
xN−1

= 1×(2N−1)
3×(2N−3)

(2)
Solving these equations, we have:

xi =
x0(2N − 1)

(2N − 2i− 1)(2i + 1)
(3)

and

x0 =
λ

µ
× 16N4

(2N − 1)
×

∑N−1

j=0

1
(2N − 2j − 1)(2j + 1)

(4)

The combination of (3) and (4) determines the number of
the peers in each state, given the number of the states N , and
the offered load λ

µ of the system.
Fig. 2 plots the number and the distribution of the peers with

different degrees of download completedness at the offered
load λ

µ of 0.5, 1 and 1.5 respectively, given the number of
the states N as 25. From the modeling results, we find that
the peer distribution follows a U-shaped curve, in which the
peers are more concentrated in the states with very small
or large portions of the file, and this could be explained
with the relatively lower share exchange efficiencies of these
states than the other states. We also find that by altering the
parameters of λ and µ, we could only change the number of
the peers at each state, however, the shape of the curve, which
presents the relationship among the numbers of the peers
with different download completedness, will not get changed.
Finally, the three curves with the increasing offered load λ

µ also
demonstrate the linear relationship between the total number
of the peers and the offered load, and this observation also
conforms to the modeling results in [9].

We have previously assumed that γ → ∞ and θ = 0.
However, in the practical applications, it is observed that many
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Fig. 3. Peer distribution in the stable state, influenced by the departure rate
of the seeds

peers may stay in the system after they have completed their
download and act as the seeds for a certain period of time [4].
And a peer may also abort the network before it has finished
the download for some reasons, such as loss of the interest in
the content. Based on these considerations, following we will
discuss what will happen to the numbers and the distribution
of the downloader peers, if more practical settings of the
parameters γ and θ are introduced.

We set the offered load λ
µ = 1 and the abort rate θ = 0,

and change the exit rate γ
µ from 0.125, 0.25 to 0.375 in our

model. By applying the principle that ”the rate of the flow
out of a state = the rate of the flow into this state”, we solve
the equations drawn from formula (1) numerically, and obtain
three curves shown in Fig. 3. We also give the curve of γ →
∞( γ

µ → ∞) for comparison. From the modeling results, we
have two findings: (a) With the decrease of the exit rate, the
number of seeds increases, however, the number of download
peers decreases. This is because the smaller exit rate allows
more seeds to stay in the system, and the seeds inversely help
the download peers to finish the job and leave the system
more easily. (b) The involvement of the exit rate will change
the distribution of the download peers. When the exit rate
decreases, the curves are getting more and more ”flat”. Since
the peers could download from the seeds more efficiently with
more seeds available, and they will transfer from state to state
more quickly in the model of Fig. 1. In the extreme case
when γ

µ → 0, which means the seeds will never depart the
system, it could be forecasted that the distribution curve will
be a horizontal straight line with the peers of the different
percentages of the file being equal, since all the download
peers will have a equal chance to get the shares from the seeds,
and the number of the seeds are more than the download peers
in the system.

We also study the case when θ 6= 0, which means the
download peers will abort the system. We set the offered load
λ
µ = 1 and the exit rate γ

µ = 0.25, and change the abort rate
θ
µ from 0.00025 to 0.00075. The results numerically derived
from the formula (1) are presented in Fig. 4. In this figure, it
is observed that the increase of the abort rate θ

µ will not only
decrease the total number of the download peers and the seeds,
but will also influence the peer distribution. We could see that
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Fig. 4. Peer distribution in the stable state, influenced by the abort rate of
the download peers

with the increase of the abort rate θ
µ , the peers are getting

more concentrated in the states of the smaller percentages of
the file.

In summary, we obtain the number and the distribution of
the peers at their different degrees of download completedness
with the model. In the ideal case of γ → ∞ and θ = 0,
expressions of the peer numbers are derived; and with the
consideration of γ 9 ∞ and θ 6= 0, similar results are
obtained by numerically solving the model. It is shown that
although the parameters of γ and θ will influence the peer
distribution in different ways notably, the distribution still
follows the U-shaped curve. In this meaning, the expressions
in (3) and (4) are accurate in capturing the essence of the
BitTorrent’s peer distribution.

V. FILE AVAILABILITY AND INCENTIVE MECHANISM

In this section, we discuss the relationship between the
file availability of the BitTorrent system and its incentive
mechanism. We first study the file availability in BitTorrent,
then the dying process of the system is discussed, finally an
innovative TFT strategy is proposed aiming to preserve the
integrity of the file, increase the stability and prolong the
lifetime of the BitTorrent network.

A. The File Availability

The availability problem arises because of the decentralized
nature of the p2p file sharing networks, especially when the
peers are organized in an unstructured overlay. Usually, people
correlate the host uptime with the file availability, such as the
measurement in [13] and [5]. However, in BitTorrent, since all
the peers download a single file cooperatively, and there are
not the roles of senders and receivers, the file availability is
more associated with the number and the distribution of the
peers in the system. As mentioned in section II, the existence
of the seeds could ensure the availability of a complete file
since they hold all the shares; however, with the absence of
the seeds, it is not necessary that the file is complete since
each peer may only keep a part of it.

To estimate the file availability of a BitTorrent system, we
assume that the shares are evenly distributed among all the
online peers. This is a reasonable assumption because all the



download peers play the LRF strategy. Suppose there are S
peers online (including the seeds) as {p1, p2, ..., pS}, and at
time t, peer pi holds mi shares, then the probability that a
particular share is not held by pi is 1 − mi

M , where M is
the total number of the shares for the file. Furthermore, the
probability that this share is not held by all the online peers
is

∏S
i=1(1− mi

M ). Note that for BitTorrent, the missing of any
single share systematically will cause the incompleteness of
the file, thus, the estimated file availability at time t could be
computed as:

Av(t) = 1−
S∏

i=1

(1−mi

M
) ≈ 1−(1−1)y(t)

N−1∏

i=0

(1− i + 0.5
N

)xi(t)

(5)
The last expression in (5) is derived from the model repre-

sented in Fig. 1. We approximate the probability of not holding
a particular share by a peer in the state Si as (1− i+0.5

N ), the
probability that the share is not held by all the peers in the
state Si is the xi(t) power of (1 − i+0.5

N ), here xi(t) is the
number of peers in the state of Si. For the seeds in the state
SN , the probability of not keeping the share is (1 − 1)y(t),
which is 0 if there is at least one seed, and 1 otherwise.

Note that in (5) , if there are seeds, we would have Av(t) =
1. Another thing should be noticed is that the peers with large
percentages of the file contribute greatly to the file availability:
consider a system composed of 20 peers with each keeping
10% of the shares, the availability calculated with (5) is 0.88;
however, a system with only 5 peers with 10% of the shares
and 2 peers with 90% of the shares has an availability of 0.99.

B. Analysis of the Dying Process

Each BitTorrent system has a lifetime. When the content
is first published on the Internet by the .torrent file, usually
a seed is available for uploading during a certain period of
time. However, with the departure of the original seed and the
decrease of the new peers arriving, at a certain moment, the
file will become incomplete among all the online peers, and
the peers staying in and arriving later cannot obtain a complete
file, unless a seed rejoins the network. We call a system dead
if the shares of the file are not complete among all the online
peers. The period between the file’s initial introduction and the
time when it becomes incomplete is the lifetime of a BitTorrent
system; and the phase during which the system is vulnerable
to die is called its dying process. Actually, the lifetime of a
BitTorrent network varies from a few days to several months,
depending on the popularity of the content.

We apply the model presented in Fig. 1 to study the dying
process of the system. However, unlike the analysis of the
stable state, which models the efficiency parameter ηi,j dif-
ferently for different state pairs (Si, Sj), in the dying process,
the size of the community is very small, factors such as the
individual’s upload/download bandwidths and the congestions
of the underlying network will influence the average efficiency
more significantly than the upload probability, so, we assume
ηi,j = η as a constant for each peer in the system for
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simplicity. We also assume γ → ∞ and θ = 0 in the our
analysis.

First we model a smooth arrival of the new peers in the
system. If the arrival rate is λ, the smooth arrival means that
the time interval between two consecutive arrivals is 1

λ . From
the analysis of [10], for a single peer, the time required to
finish the download is 1

ηµ , so, for the period of completing a
download job, there are λ

ηµ new peers arriving; the λ
ηµ could

also be interpreted as the number of the peers in the system
when a peer is leaving. It is obvious that if λ decreases, the file
availability calculated with (5) will decrease since the peers
staying in the system are rarer, and for a certain availability,
there exists a minimum λ, which also determines a minimum
peer arrivals per download time λ

ηµ . We use the ”minimum
peer arrivals per download time” as an important metrics in
our analysis. If we set the availability threshold as 0.98, which
means we declare a system dead if the availability is lower than
this threshold. Applying the last expression of (5), we find that
in order to keep the file availability above this threshold, the
minimum peer arrivals per download time should be 5.56, if
the λ decreases such that λ

ηµ is smaller than 5.56, the system
will die under the smooth arrival pattern. In other words, if
there are more than 5.56 peers in the system at any time, under
the smooth arrival, the file availability will be kept above the
threshold of 0.98. Obviously, this is a very good result, only
6 peers online will guarantee the integrity of the file for the
system.

However, smooth arrival is not a good approximation for
the peer’s behavior in the real world, especially in the dying
process of a system with fewer peers, in which the new peer’s
arrival is more likely to be in jitters. Thus, we model the arrival
of the new peers in a k − cluster fashion, in which k > 1
peers arrive simultaneously each time. For example, if k = 2,
a arrival rate of λ means two peers arrive in the interval of 2

λ ,
instead of one peer arriving at the interval of 1

λ . Applying the
k−cluster arrival pattern to the last expression of (5), we find
that the required minimum peer arrivals per download time
increases significantly with k, given the availability threshold
as 0.98. The results are plotted in Fig. 5.



From the modeling results in this figure, we find the system
is more prone to die in the k − cluster arrival pattern, if the
value of k is big. For example, if the peers arrive in a cluster
of 6, on average, the system should manage to keep nearly 12
peers in the system all the time in order to be alive.

C. Incentive Mechanism for the Dying Process

In BitTorrent, peers are playing the TFT strategy during
the selection of the upload/download partners: by default, a
peer will choose to upload to four peers from which it could
download at the highest rates. A game theoretical analysis in
[10] points out that under the TFT strategy, the peers at the
stable state will reach a Nash equilibrium in which each peer
will upload at its highest rate to maximize its utility, which is
the peer’s current overall download rate.

However, when the system enters into its dying process,
both the social welfare and individual peer’s benefit get
changed. First, for the social welfare, the system should try to
ensure the availability of the file by prolonging the system’s
lifetime, while providing the download peers a reasonable
download rate as high as possible. Second, for the individual
peer, it will try to download a complete file as quickly as
possible. Obviously, preserving the integrity of the file should
be considered with higher priority than the download rate in
the dying process, since an incomplete file means nothing for
most types of the contents.

From the studies on the file availability and the dying
process of the system, we find that the death of a BitTorrent
network is usually caused by the departure of a peer which
has finished its job and leaving the system with only the peers
keeping smaller percentages of the file. Unfortunately, the
built-in TFT peer selection strategy cannot prevent those peers
which have great importance for the stability of the system
from completing their job and departing the system. Consider
a scenario of a small BitTorrent network demonstrated in Fig.
6(a). In this system, assume the file is divided into 10 equal
sized shares, indexed as 0, 1, 2,..., 9. There are 10 peers in
the network, each keeping different shares, and they form a
topology as shown in the figure. We assume that all peers have
the same upload and download speed, and note that the TFT
strategy degenerates to a random choice under this assumption.
When the game starts, obviously peer A will request to peer
J for the share 9, since it keeps the only replica among all the
other peers in the system. Assume that peer J responds to the
request of peer A immediately and asks a share from peer A in
return, it will request a share from the set of {0, 1, 2, 3, 4, 5, 7}
with a equal chance, since they are the local rarest shares for
it. Suppose peer A will depart the system immediately after
it has finished exchanging the shares with peer J successfully.
The probability that the file is complete among the peers B to
J after peer A’s departure is 1/7, since the only chance that
the file is complete is that peer J had requested share 0 from
peer A, which happens at a probability of 1/7. However, if
peer J refuses to respond to A and exchanges the shares with
the other peers first, it is likely that the system will survive
with a higher probability. For example, when the peers B to

Fig. 6. The demonstration of the peer selection strategy and the system’s
stability

J exchange shares so that each keeps 4, as demonstrated in
Fig. 6(b) , when a peer of B to J with the share 9 starts
to respond to A’s request, the probability of a complete file
after peer A’s departure will surely increase. Suppose it is
also J that exchanges the shares with A, the probability now
becomes 1/3, since peer J will only request a share in the set
of {0, 2, 4}.

Motivated by this observation, we find it is important for
the system to keep the seeds or the peers with large portions
of the shares online, to preserve the integrity of the file. Since
we cannot prevent the seeds from departing the system, the
only choice is to keep the peers with large portions of the file
online. However, simply blocking the peers from exchanging
the shares is not a good idea, since the peers are selfish, it will
pursue to maximize its utility, which is the overall download
rate under the BitTorrent’s current TFT strategy. Thus, the
new mechanism must be incentive-compatible so that each
peer will play the strategy which could benefit the individual’s
utility as well as the social welfare, which is the download
efficiency combined with the stability of the network. Another
issue that should be noticed is the tradeoff between the file
availability and the system’s efficiency. Since some peers will
get into difficulty when trying to finish the download, the
system’s efficiency will decrease; however, we will show that
this sacrifice could be negligible in the simulation experiment
in section VI.

Our innovative incentive mechanism is also a tit-for-tat
strategy executed periodically, in which a peer will only upload
to a partner it is downloading from; however, we modify the
peer selection strategy with the consideration of the future
service availability. Consider a peer pi with mi shares and a



upload rate of µi, and pj is its neighbor which has mj shares
and is at a upload rate of µj and a download rate of dj . In
the BitTorrent’s TFT strategy, pi will choose pj to upload
if µj is one of the four highest upload rates among all of
pi’s neighbors. However, for our innovative TFT strategy, we
calculate two times: T1 = mj

M−mi
M

µj
and T2 = M−mj

dj
+ ∆T .

For T1, it is the estimated period of time that pj could finish
uploading all the shares pi needs at the current upload rate,
note that mj

M−mi

M is the estimation of the number of shares
which pi may request from pj . And for T2, it is the estimated
time that pj will be online, where M−mj

dj
is the estimated job

finish time and ∆T is the average service time of the seeds.
For the neighbor peer pj , pi will calculate its potential gain
as:

gj = µj

d T
tint

e∑

i=0

αi (6)

where T = min(T1, T2) is the estimated service time from
pj , tint is the execution interval of the peer selection strategy,
and α could be thought as a tradeoff factor between the file
availability and the download efficiency, with a value in the
range of [0, 1). In our mechanism, peer pi will choose pj

to upload when the gain gj is among the highest four gains
estimated among its neighbors. Note that if α = 0, we only
compare the upload rate µj , then it is BitTorrent’s original peer
selection strategy; and for α → 1, it means pi will consider
pj’s future upload service with the equal importance as the
upload rate currently obtained.

If we have a closer look at the estimated service time T =
min(T1, T2), from the definition, we could find that T1 will
increase linearly with pj’s download completedness as mj

M ;
and T2 will decrease linearly with it. If we assume dj = 5µi

for all the neighboring peers, and let ∆T = 0, the optimal
choice for pi to upload is a peer with mj shares as mj =

M2

6M−5mi
, which is a value very close to mi. In other words,

when applying the innovative peer selection strategy, peers
will be more likely to choose to upload to a peer which has a
similar job completedness, and leave those peers with higher
percentages of the file for later use. Given that all the peers
are playing the innovative peer selection strategy, the global
effect is that the peers will form clusters according to their
job completedness and cooperation is more likely to happen
between the peers in the same cluster. If we revisit the scenario
demonstrated in Fig. 6(a), under the innovative peer selection
strategy, it is definitely that the peers B to J will keep peer
A waiting while they cooperate mutually among themselves
first.

BitTorrent’s incentive mechanism works on the condition
that the majority of the peers are playing TFT. However,
our mechanism imposes a stricter requirement on the peers,
we require that all the peers are playing the innovative TFT
strategy; otherwise the mechanism will become meaningless.
For example, in the network demonstrated in Fig. 6(a), if peer
J deviates from the strategy by exchanging with peer A first,

it is useless for the other peers to play the strategy. However,
we believe that this kind of situation is not likely to happen
since for a rational peer, violating the strategy cannot increase
it utility unilaterally, but will lower its possibility of finishing
the download job.

Finally, for the deployment of the innovative TFT strategy,
since it is proposed aiming to improve the file availability for
the BitTorrent system in the dying process, peers will not play
it until the system is prone to die. The tracker could be used
for the timing of the strategy switch: when the tracker detects
that the file availability is lower than some threshold, it could
notify the online peers to switch the peer selection strategy
from the original TFT to our innovative one.

VI. EXPERIMENTAL RESULTS

In this section, three sets of experiments are presented, our
purpose is to validate our analysis results and support our
innovative TFT strategy, as discussed in section IV and section
V.

A. Experiment 1

In experiment 1, we study the results from a discrete-
event simulation of a BitTorrent-like network. In the simulated
network, we set the file size as 100M , and let the share size to
be the default, which is 256K. For the download rate, since we
are studying the distribution of the peers essentially influenced
by the share exchange efficiency, ηi,j , each peer is allowed to
obtain one share from an unchoked connection per minute, and
the number of the maximum unchoked connections is set as
four. In our simulation, the new peer’s arrival rate is 0.5/ min
and the seeds depart the system at a rate of 0.007/ min,
the abort rate of the unfinished peers is set as 0.001. To
bootstrap the system, 10 seeds are inserted into the system at
the beginning. We observed that the system reaches its stable
state after 200 minutes. However, due to the randomness of the
peers’ behavior, the peer distribution appears more in disorder
than following some distribution, thus we aggregated the peer
distributions from the 200th minute to the 473rd minute, the
result is shown in Fig.7. We could see that on average, the
peers follow a U-shaped distribution, which verifies that our
model is a good approximation for the network in the stable
state. We also find a linear decrease of the peer numbers from
10% to 80% of the job completedness, which we believe is
caused by the abort rate, as demonstrated in our modeling
results in Fig. 4. The abnormal huge number of peers near 0%
of the job completedness is caused by the strict TFT strategy
adopted in our simulation, in which a new peer could only get
its first few shares from the seeds.

In Fig.8, we traced a single peer from its join to its leave as
a seed peer, and recorded the download completedness every
minute from the 205th minute to the 425th minute. From the
figure, we can see that the peer waits 66 minutes before it
begins to download because of the strict TFT strategy, and
it stays in the system as a seed for 20 minutes before the
departure. More interestingly, it is observed that the download
rate of the peer is almost a constant except for two periods
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Fig. 7. Aggregated peer distribution from the simulation
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Fig. 8. The trace of the download progress for a single peer

before the 300th minute and after the 380th minute, which are
at the beginning and at the end of the download respectively,
and in which the download rate reduces greatly. Recall that in
our previous analysis, a peer’s download rate at its different
states of the job completedness is determined by its efficiency
in exchanging shares with the other peers, the download
rate shown in the figure presents the peer’s evolution in its
download efficiency and supports our model.

B. Experiment 2

In this experiment we present the measurement of the peer
distribution with different degrees of download completedness
based on the data obtained from the real world BitTorrent
application.

Generally, there are two possible methods to gather the real-
world data: one is by setting up a tracker and introducing a
file into the Internet; and the other method is to connect to
the tracker of a file existing on the Internet. Since we are
studying the behavior of a BiTorrent system with many peers
at the stable state, we require that the system should have
a large number of the download peers and the system should
have a long lifetime. However, due to copyright consideration,
we cannot publish very popular content on the Internet, so, we
have chosen the second experiment method.

Our measurement software is a script following the BitTor-
rent’s client protocol [1]. We choose a large and popular file
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Fig. 9. Histogram of the download peers with the degrees of job complet-
edness, observed from the real world BitTorrent application

and run the script to connect to the trackers of this content.
The script connects to the tracker every 30 minutes and gets a
list of online peers with their progresses in the system. Since
each time the tracker returns with a set of randomly chosen
peers, we can view them as a “snapshot” for all the peers in
the BitTorrent system. For the independence of the data, we
filter out those records of the same IP address which appear
in more than one ”snapshot”. To make sure that the system is
in its stable state, the measurement is started at least two days
after the .torrent file was published.

We traced the BitTorrent download of the popular movie
”Star Wars: Episode III - Revenge of the Sith”, which was
introduced on the Internet on May 29, 2005 and attracted a
huge number of downloads. Fig. 9 shows our measurement
results from 50 ”snapshots” taken by the script. We can see that
the peer distribution also follows the U-shaped curve, which
again confirms our modeling results. By numerically analyzing
the measurement results, we also have the following findings:
First, there are 13.5% of the download peers with shares less
than 5%. Although BitTorrent use the optimistic unchoking
strategy to help the new peers to bootstrap, the peers with
few shares to upload still have difficulty to get unchoked by
the other peers, and have to spend more time in downloading
the shares when most of the peers play the TFT unchoking
strategy. Second, there are 15.6% of the download peers with
shares more than 95%, and more astonishing, there are 6% of
peers holding 99.9% of the shares, which means that many
of them are pending in seeking for the last few shares of the
file, since the shares they request are relatively rare in the
system. Although BitTorrent is regarded as free of the last
piece problem [2], we observe that peers do have difficulty in
downloading the last few shares. Our final finding is a slight
linear decrease of the numbers of peers with shares between
20% and 80% observed. We believe this is because a certain
number of peers abort the system before they complete their
download, as shown in our modeling results in Fig. 4.

C. Experiment 3

We use the discrete-event BitTorrent simulator in the first
experiment to study the dying process and the innovative



TABLE I
SIMULATION SETTINGS

Setting Peer # # of Completedness
Clusters for each Cluster

1 24 1 50%
2 24 2 30%, 80%
3 24 3 10%, 43%, 86%
4 24 4 15%, 40%, 65%, 90%
5 24 6 5%, 22%, 39%,

56%, 73%, 90%
6 24 8 4.5%, 17%, 29.5%,

42%, 54.5%, 66%,
78.5%, 90%

7 24 12 8.3%, 16.6%, 25%,
33.3%, 41.6%, 50%,
58.3%, 66.6%, 75%,
83.3%, 91.6%, 99%
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Fig. 10. The download rate for the finished peers in the setting 4, under the
original TFT strategy and the innovative strategy

incentive mechanism of the BitTorrent network in this exper-
iment. Our purpose is to investigate the performance of the
system when the peers are playing the original TFT strategy
and our innovative one.

In the experiment, we start the simulated BitTorrent network
with different settings, as shown in Table I. The basic idea is
to divide the peers equally into different clusters according to
the job completedness, and simulate the dying process under
each setting. For example, in setting 4, we divide 24 peers
into 4 groups, with 6 peers in each one. The peers in the first
group each keep 15% of the file shares randomly; the peers in
the second group keep 40%; ... and so on. For all the settings,
the parameter α of the innovative strategy is set as 0.8.

During the execution, new peers will not arrive and the peers
will depart the system immediately after they have finished the
download, so the ∆T = 0. When the shares of the file are not
complete among the online peers, the system is declared dead
and the execution is terminated. We are interested in three
metrics of the system, which are: 1) the number of peers left
in the dead system which could not finish the download; 2)
the lifetime of the system, and 3) the average download rate
for the peers which have finished the download job.

We show our simulation results in Fig.11 . Fig.11(a) shows
the number of peers left in the dead system; Fig.11(b) presents
the lifetime of the system under the different settings, and
Fig.11(c) gives the average download rate of those peers
which have finished downloading in the system. We could
see that when the peers are swarmed as one cluster, both the
original TFT strategy and our innovative strategy performs
well with very few peers left; however, when the peers are
gathered as two clusters with 50% of the completedness as a
distance, our innovative TFT strategy enables more peers to
finish the job and prolongs the lifetime more than twice of
the one under the original TFT strategy. When the number
of the clusters increases, it is observed that the innovative
strategy outperforms the original TFT less, and when there are
12 clusters, the two strategies again achieve the same result,
but both leaves 8 peers unfinished. From the third figure, we
can see that although the lifetime differs greatly under some
settings, the average download rates of the finished peers have
little differences, which means on average, our system will not
cause a significant delay for the download peers.

However, by analyzing the log file of the simulator, we
find unfairness in the download time among the finished
peers. In Fig. 10, the download rates of the finished peers
under the two strategies are presented in setting 4. For the
original TFT strategy, only 9 peers finished the download,
and their download rates did not differ much; however, for
the 16 peers which have finished the job under the innovative
TFT strategy, we observed that the download rate for the last
peer leaving the system is much smaller than the others. This
obvious unfairness could be explained as: since we enable the
peers with the global view in this experiment, usually the last
finished peer will be kept in the system much longer than the
peers that depart earlier, as it must wait for other peers to
exchange among themselves to some extent before it could
download the last few shares and leave the system under our
innovative TFT strategy.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we first develop a mathematical model to study
the behaviors of the peers in BitTorrent and the performance of
the network. We find that under the stable state, the distribution
of the peers regarding their download job completedness fol-
lows a U-shaped curve. We have obtained the expressions for
the numbers of the download peers with different percentages
of the file, under the assumptions of zero abort rate and infinite
departure rate. By numerically solving the model, we find
that the parameters of the departure rate of the seeds and the
abort rate of the unfinished download peers influence the peer
distribution differently and notably. The simulation results and
the real world application measurements support our modeling
results.

We also study the file availability of the BitTorrent system
and its dying process with our model. We find that the system
is unstable when the peers arrive in clusters. Moreover, we
find that the death of the system is usually triggered by the
departure of the last seed which is of great importance for
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Fig. 11. (a) The number of the peers left in the dead system (b) The lifetime (c) The average download rate under each setting for peers playing the two
strategies

the integrity of the file. An innovative TFT peer selection
strategy is proposed aiming to improve the system’s stability.
By comparing the two TFT strategies with the simulation,
we find the innovative strategy helps in preserving the file
availability and prolongs the lifetime of the BitTorrent system
extensively, only at a sacrifice of a longer download time for
the last few finishing peers, but will not lower the download
efficiency systematically.

Our proposed TFT strategy uses a parameter α as a tradeoff
factor between the system’s file availability and the peer’s
download efficiency. However, the optimal choice of α is a
problem with the interactions of the number and the distribu-
tion of the peers, and their behaviors as the arrival, abort and
departure, as well as each peer’s upload/download bandwidths.
Obviously this computationally complex optimization problem
is not suitable to be solved for the dynamics of the BitTorrent
network. The suboptimal choice of α based on the local
information for an individual peer is our future research
direction.

Another consideration in the deployment is how to protect
the peers playing the innovative TFT strategy against the
behaviors of the irrational peers. As we have discussed, the
existence of even a single irrational peer will make the mecha-
nism meaningless. One possible solution for this problem is to
have the tracker detect the misbehavior of the irrational peers
and isolate them by not informing them with the other peers
existing in the network, or only inform them with the peers at
the similar or lower job completedness.
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