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In this note, we provide further details for some properties claimed in Chen-Wang [[16] without
detailed proofs, following the sketch given by Chen-Wang [[16]]. No new idea is needed. We set
m = 2n. Namely, m is the real dimension and 7 is the complex dimension.

1 Proof of Excess estimate

Theorem 1.1 (Abresch-Gromoll type estimate, Lemma 2.37 of [16]]). Suppose xo € X, y is a
line segment centered at xo with length 2, end points p. and p_. Let e(x) be the excess function
d(x, py) +d(x, p-) — 2. Then we have

sup e(x)sCez'% (1.1)

x€B(xo,€)

for each € € (0, 1) and some universal constant C = C(n).

Theorem originates from the excess estimate of Abresch-Gromoll(c.f. Proposition 2.3
of [1]]). The main ingredient of the proof is an application of maximum principle for subhar-
monic functions, and the existence of a poled function L such that AL > 1. In our case, both
maximum principle (Proposition 2.28 of [16]) and the existence of L(Lemma 2.36 of [16]) are
known. For the convenience of readers, we provide the full details in the following proof.

Proof. In order to prove (1.1)), it suffices to prove the following inequality

2n
sup e(x) < CenT, (1.2)
x€B(xg,€)\B(x(,0.5¢)

We shall focus on the proof of (1.2) in the following argument. Fix yg € B(x, €)\B(xp, 0.5¢) and
consider the function f = 4(m — 1)L_o d(-, yo) — e.

Recall that the excess function e(x) satisfies the following inequality

1
dx.pe)  dxpo)

Ae(x) < (m—1) <4d(m-1). (1.3)



The function L_is defined as(c.f. (2.67) of [16])

2—m _m 2 2 2
e —e= pT—€
L = + 1.4
L) === " am (19
and satisfies
AL_od(-,y0) = 1. (1.5)

By (I.3) and (1.3)), itis clear that Af > 0 on B(yo, €)\{yo}. Let c be arbitrary number in (0, d(yo, X0)).
Then xo € B(yo, €)\B(yo, ¢). Note that L_ = 0 on dB(yo, €). Therefore, f < 0 on dB(yo, €). How-
ever, e(xo) = 0, which implies that f(xo) = 4(m—1)L_od(x¢,yo) > 0. Consequently, the maximum
principle for subharmonic function forces that sup_ gy, ) f(z) > 0. In particular, there is a point
20 € 0B(yg, ¢) such that f(zp) > 0, which means that

e(zo) <4(m— 1)L (c).

Note that the excess function e is a Lipschitz function with Lipschitz constant 2. Then it follows
that

e(yo) < 4(m — 1)L (c) + 2d(z0,y0) = 4(m — 1)L (c) + 2c.

Since ¢ can be arbitrary number in (0, d(yg, x0)) and 0.5¢ < d(yo, x0) < €, we obtain

inf  {4(m - 1)L .(¢c) + 2¢| < Cen
eOo) < _inf {40n = DL(c) + 2¢} < CeT,

where we used the definition of L_in (1.4). Clearly, (1.2) follows from the above inequality. The
proof of the theorem is complete. O

2 Proof of parabolic approximation

Theorem 2.1 (Parabolic approximation of local Buseman function, Lemma 2.40 of [16]).
There exist two constants ¢ = c(n), € = €(n) with the following properties.

Suppose xg € X, y is a line segment whose center point locates in B(xg,0.2¢€), with end points
p+ and p_, with length 2. Let h; be the heat approximation of b which is one of b.. Suppose the
excess value d(xg, p+) + d(xp, p-) — 2 < €2 for some € € (0, €). Then there exists A € [0.5,2] such
that

o |2 — Dbl(xp) < ce.

. ﬁg(xo’e) VA, 2* = 1] < ce.

IVhaf? = 1] < c€.

1.9
f JE IHesshA 2|2 <c
0.1 JB>(s),€) €

1.9
¢ Joa J%(y(s),e)

Most importantly, we have



In the smooth Riemannian manifold case, Theorem @ is a simplified version of Theorem
2.19 of Colding-Naber [14]. The key ingredients are applications of heat kernel estimates and
integration by parts, which both hold in our setting(c.f. Proposition 2.20, Proposition 2.17 and
Lemma A.7. of [16]). We shall follow the proof of Colding-Naber verbatim in the following
argument.

We first recall some estimates related to heat kernel. The following Lemma is implied by the
proof of Proposition 2.20 of [[16].

Lemma 2.2. The heat kernel satisfies the following Gaussian estimate

1 1 _ Py C Py

- at < , X, < — St 21
R T TN @D

for some positive constants C = C(m), @ = a(m).

Proof. We basically apply the results of Sturm. Recall that Corollary 4.2 and Corollary 4.10 of
Sturm’s paper imply that

1 1 _Cdz(x‘)«) C 1 —% X (1 + M)n . (22)

- e ! S p(X, y’ t) S ' "€
C |B(x, Vi)l IBCx, VDI2 By, VD)2
The number n = % and m is the constant of volume doubling(c.f. the number N in Property (Ib) on

page 276 of Sturm [28]]), which coincides with the real dimension of X, due to the Bishop-Gromov
volume comparison

|B(x, 2r)| <o
|B(x, r)|

The coefficient C in @D depends on m and Cp, the Poincaré constant. However, the Poincaré
constant(c.f. Proposition 2.7 of [[16] and Property (Ic) on page 278 of Sturm [28]) depends only
on the dimension m. Therefore, the C appeared in (2.2)) depends only on the dimension m = 2n.

We first use (2.2) to prove the upper bound in (2.1). The Bishop Gromov volume comparison
implies that

"By, VDI = (V1 +d(x,y)) "By, d(x,y) + VDI = (V +d(x,y))>"|B(x, V1),

which means that
-2n
IB(y, V)| 2 (1 + M) |B(x, VD).
Vi

Then we have

2y 2 n 2n 2(cy
plx,y,t) < —C -e_%t”) ( +d (x,y)) '(1+d(x,y)) < ¢ -e_%,
|B(x, V) ! Vi IB(x, V1)l
which is the upper bound in (2.1).
The Gaussian lower bound of (2.1)) is a direct application of the lower bound in (2.2). |



Lemma 2.3. Suppose u is a smooth nonnegative function supported on Q x [0,r*] for some
bounded set Q. Suppose

(0; — Mu > —cg

in the distribution sense. Then

J[ ug < c(m) {urz(xo) + corz}. (2.3)
B(xo.r)

Proof. 1t follows from integration by parts and the J-function property of the heat kernel(c.f.
Proposition 2.3 of [16]) that

2
" 0
u(r?, xo) — f u(0, x)p(r?, x, xo)du, = f f {(——A)u(t,X)}p(s,x,xo)duxds2—COrZ,
X o Jx (\ot

which is equivalent to

f Uo()P(2 5, xo)diy < 02(x0) + cor.
X

Since u > 0, we can apply the Gaussian lower bound in Lemma [2.2]to obtain that

1 1
f uo(x)p(r?, x, xo)duy > f ug(X)p(r?, x,yo)dvy > = - —— - f uo(xX)dvy
X B(xo.r) C |B(x0, M| JBxo.r)

1
> C quo(x)dvx

for some C = C(m). Then (2.3)) follows from the combination of the previous two steps. |

Remark 2.4. Lemma[2.2land Lemma[2.3|are only needed when we need to show the constants €, c
in Theorem[2.1|depends only on n. If we allow &, c to depend on n and k(which is enough for our
remaining argument, as we are dealing with k-non-collapsing spaces), then these two lemmas are
not necessary. By further work(c.f. e.g. Theorem 5.6.3 of [20]), the « in can be improved to
be very close to 4. However, such precise improvement is not needed in our application.

Proof of Theorem[2.1] Let us recall the construction of A. For each r; << 1 and r, > 4, we define
Xri.r, = B(xo, )\ {B(p+,r1) U B(p-,r1)}. (2.4)

Let  be a cutoff function supported on X 8 167 and constantly equal to 1 on X 08 with
5|V + 6%Ay| < C. (2.5)

Here ¢ is a small but fixed positive number, say ¢ = 0.01. We say a few words about the existence
of i, which is guaranteed by Lemma 2.38 of [16]. Actually, we can find a cutoff function ¢, which
is equivalent to 1 on B(p.,0.01) and vanishes outside B(p_,0.02) with |[V¢.| + |A¢.| uniformly
bounded. Similar, we can define ¢_. Also, we set ¢9 be a cutoff function supported on B(xy, 8)

4



and vanishes outside B(xg, 16) with bounded value of |V¢g| + |[Ago|. Let ¥ be (1 —¢1)- (1 —¢-) - do.
It is easy to check that i satisfies all the requirements.

Recall that /, .. solve the heat equation with initial data ko + = ¥b., where b, are local Buseman
function defined as(c.f. Lemma 2.39 of [16]])

by(x) = d(x, p+) =d(y(0), p1), b-_(x) = d(x, p-) - d(y(0), p-).

The function e,(x) is the heat solution starting from eg = ho + + ho— = (bo+ + bo ). Let b be one
of b.. Then it follows from (2.5) and the Laplacian comparison that

Ahg = bAY + 2(Vip, Vb)Y + yAb < C, (2.6)
Aeg = Ahg, + Ao < C, (2.7)

on Xs 6. Let h or h; denote one of i, . when convenient.
g

In order to finish the proof of this theorem, it suffices to prove the following inequalities.

lhe — bl(xo) < ce?; (2.8)
f IVha? - 1] < ce; (2.9)
B(xo,€)
1.9
f J[ IVho? — 1] < ce?; (2.10)
0.1 JB(y(s).€)
1.9
f f |Hessy ,|* <c, for some A € [0.5,2]. (2.11)
0.1 B(y(s),€)

We shall prove (2.8)-(2.11)) step by step. In each step, we shall focus on the proof of one inequality.
Since each singular point can be approximated by a sequence of smooth points, we can assume xg
be a regular point without loss of generality.

Step 1. Proof of (2.8).

For each z € X; |, N R, we have
g,

A(t,2) = f 7O, APt 2, Y)dvy = f H(O, y)p(t, 2 y)dvy = f B0, AP 2, ),y
R R R

= f p(t’ <5 y)Ayh(Oa Y)dvy S C
R
where we used @) in the last step. Consequently, on X s g» We have

%(ht,_m ~b_(x)) = %ht,_m = Ay _(0) < C, (% (e (6) = bo(0) = Ay 4 () < C.

It follows from the previous two steps that
h[’_ - b_ S Ct, h[,+ - b+ S Ct (212)

on X%,S NR for each t > 0. Recall that e; = h; + +h,_ > O for each ¢. Therefore, for each z € [0, 4€?],
we have

—Ce < —ep(x0) < (et — ho ) (x0) + (he— — ho-)(x0) = e,(x0) — eo(x0) < Ct < Ce™.  (2.13)



Then (2.8) follows from the combination of (2.12)) and (2.13).

Step 2. Proof of (2.9).

Note that on [0, o0) X R, we have

_ 2 2
IVVA|= + |V|Vh|| <o

- A)|Vh| =
(@, ~ DIVA S S

Using the maximum principle for heat sub-equation(c.f. Lemma A.4 of [[16]], the high codimension
of S enables that we only need to study the regular part) to obtain for all x € X 540 Rand t < 4€2,
that

V() < fx ey DIV) < f

5 X5 ¢

16

p(x,y, 1) + c(m) f p(x,y,1).
Xi Xs

N

All the integral actually happens on the corresponding regular part, we omitted “NR’” for simplicity
of notations. Note that we used the fact that |V/g| vanishes outside X s 160 is constantly 1 on X 2 85
and is bounded above by c(m) in between. Using the Stochastically completeness(c.f. Proposition
2.20 of [[16]]), we then obtain

Vi) < 1 - f(X‘ e+ con) f Py, 1)

Xs \Xg
F16\0 48

<1+c(m) p(x,y, Ddv,.
X\B(x,0.15)

Suppose ¢ < then we can apply the heat kernel estimate to obtain

10000 ’

_ Py

[Vha|(x) < 1+ e 5 dvy

i s
|B(Xo, Vo)l X\B(xOI(S)
dz(x,y)
51 dvy
IB(xO, 1B(xo, VDI ; fB( ey, px fg)

232
<l1+Cr Z(ka)Z" e < 1+Ct,
k=1

where we have used the Bishop-Gromov volume comparison in the above deduction. Recall ¢ is

chosen as 0.01. Therefore, for each x € X%A NRand 7 < 4€* < 4€>(m) << 6%, we have

IVh](x) < 1+ ct, (2.14)

for some ¢ = c(m).

The inequality (2.14) provides the point-wise upper bound of |[VA|. In order to obtain the
integral lower bounds, we consider the quantity w, = 1 + ¢t — |Vh, |2, with ¢ = c(m, §) > 0 so small
that w, > 0 on X§,4 N R for any ¢ € [0, 4€%]. Note that |w,| is bounded and

@ —Mw; =c+ 2|Hessh,|2 > 0.



Let ¢ be a cutoff function supported on X 34 and equals 1 on Xs5,. Then we have

@ = M) {wi} = @%@, = A)wi +wi(D; — A)p* — 2V, V)
= ¢*(c + 2AVVAL) - 2wilphp + IVeP) + 4o (V. VIVAF)
= leg® = 2wi(@Ag + [Vl + 2¢* | Hessy, |* + 8gHess;, (Yo, Vi)
feg eAp + [V ¢ |+ 8pHess;, (Vg
> {cg? = 2wilpAg + IVoP)} - 8V V.

In particular, this means that
(8[ - A) {QDZWI} > _C, on X%A.

Then we can apply Lemma[2.3]to obtain that

JC Wy :Jf ?w, < c{ inf W2,+z} < Ciwyu() + 1} (2.15)
B(y, V1) B(y, Vi) B(y, V1)

for each 7 € [0, 4€%] and every y € Xs».

The purpose of the following paragraph is to derive an average estimate of w,.» along geodesic
segment. Fix 0.1 < s; < 52 < 1.9 and integrate w,» along the geodesic y, we have

52 ) 1 52 2

f Wogr = f (1 + ¢s = [VhyeP)(y(s)ds < (1 + c€?)|sy — 51| - ———— ( f V)-,hzezds)
S1 S1 |S2 - Sll 51

1

ls2 — s1]

= (1 +ce)ls2 — 51| - e (v(52)) = ha r(s1))| (2.16)

Note that e(y(s)) = 0 whenever s € [0.1,1.9]. Therefore, we can apply (2.8) on each y(s) and
obtain that

Ihae2(7(52)) = a2 (Y(sD))| = |52 = 51| < €, (2.17)
which implies that
_ 2 a2 )
P2 (7(52)) =y (Y(s1)|” 2 Is2 = 1> = clsz — s1l€>.

Plugging the above inequality into (2.16)) implies that

52 2
JC Wnpds < —= (2.18)
S ISZ - sll

We then apply (2.18)) on a particular short geodesic segment around xg. Recall that B(xp, 0.2e)Ny #
(. Without loss of generality, let y(6) € B(xp,0.2¢). Let s; = 6 —0.1e and s, = 6 + 0.1e. Then
(2.18) and the mean value theorem imply that there must exist some sg € [6 — 0.1¢, 6 + 0.1€] such
that

wy2(y(s0)) < ce.



Furthermore, the triangle inequality implies that y(so) € B(x, €), which yields that

J[ wa < c{ inf wy + 62} < c{wzsz(so) + 62} < ce.

B(x0,€) B(xo,€)

Recall that w; = 1 + ¢t — |Vh,|* and w is point-wisely bounded from below by —ce?, due to (2.14).
Therefore, (2.9) follows from the above inequality.

Step 3. Proof of )
In (2.18)), denoting s; = 0.1 and s, = 1.9, we obtain

1.9
f Wh 2 (y(s))ds < ce’.
0.1

Combining the above inequality with the second inequality of (2.15), we arrive at

1.9 1.9 1.9
f JE 1 —|Vh|* < f f wa <c f (Wr2(Y(5)) + €%) < c€?,
0.1 JB((s).€) 0.1 JB((s).€) 0.1

which implies (2.10) by the point-wise upper bound of |V/.|? in (2.14).
Step 4. Proof of .

The proof of Hessian bound is an application of Bochner formula, together with the integral
gradient bounds and the use of a good cutoff function on space-time, in a similar way as was
done for harmonic approximation. Now for any fixed s define a cutoff function ¢, supported on
B(y(s), 2€), such that ¢, = 1 on B(y(s), €) and have the bounds €|V¢,| < c, 62|A¢)s| < ¢. Moreover,
let a(t) be a smooth cutoff function defined on [}‘62, 4€*],a = 1on [%62, 2€2] and €?|d’| < ¢. Then

2 [ aotessP<2 [ atottessiP = [ atoua-ao(vn - 1)
B(y(s).€) B(y(s),2¢) B(y(s),2¢)

= [ awfwnf-tas- [ awsa(iTab-1)
B(y(s),2¢)

B(y(s).2¢)

< f ce?|IVh* - 1| - f a(t)psd; (|Vhf* = 1).
B(y(s),2€) B(y(s),2€)

Integration by parts in time gives

€2
f ( f a(t)¢sd; (IVhil* - 1)) dr
le2 B(y(s),2€)

i

< cf [IVAl* - 1].
B(y(s),2¢€)

Thus for any s € [0.1, 1.9] we have

€2 e
f (JC IHesshtlz)dz‘Sce_z f (JC ||Vh,|2—1|)dt.
3¢ \JB(y(s).€) 1€ \JIB((s).2¢)

Integrating s over [0.1, 1.9] gives

2€? 1.9 € 1.9
f (f JC |Hessh,|2) dr < ce? f (f JC ||Vht|2 - 1|) dt < cé?,
12 \Jo.1 JB(s).e 12 \Jo.1 JB((s).2¢)

where we used (2.10) in the last inequality. Clearly, (2.T1)) follows from the above inequality and
the mean value theorem of Calculus. m|



3 Slicing property

Theorem 3.1 (Approximation slices, Lemma 2.41 of [[16l]). Suppose xy € X, the pointed-Gromov-
Hausdorff distance between (X, xo) and (Y XR¥, (9, 0)) is less than y(L™") for some metric space Y.
Suppose y1,v2, - , vk are k line segments with length 2L >> 2 such that the center point of y; lo-
cates in B(xg, 1) for each i. Furthermore, the Gromov-Hausdorff distance between y; Uy, - - - Uy
and y1 U ¥, U - -- ¥ is bounded by y(L™"), where ¥; is the line segment on the i-th coordinate
axis of RX, centered at the origin and with length 2L, i is a nonnegative monotonically increasing
Sfunction satisfying y(0) = 0. Suppose the end points of y; are p; + and p;_. Let b; » be the corre-
sponding local Buseman functions with respect to y;. Let u; be the harmonic function on B(x;,4)
with the same value as b; . on 0B(xy,4). Then we have

|Vu-—1|2+ KVu;, Vu ;)| + IHessil2 St/_/(L_l),
fw{z e S KTl Y Hess,

I<i<k 1<i<j<k I<i<k

where  is also a nonnegative monotonically increasing function satisfying y(0) = 0, depending

ony.

In the smooth setting, Theorem [3.1] first appeared as inequality (2.6) on page 884 of Cheeger-
Colding-Tian [[10], whose proof is referred to Theorem 6.62 of Cheeger-Colding [8] and Section
9 of Cheeger [6]. However, Theorem 6.62 of Cheeger-Colding explicitly only deals with the case
k = 1. Section 9 of Cheeger [6] only states(c.f. (9.30) on page 44 of Cheeger [[6]) the inequality
for the case k = n without a proof. Therefore, for general 1 < k < n, the proof of the smooth
version of Theorem seems not available in literature, although the basic idea is well-known
to experts. We shall provide the full details to treat the general case of k in our singular setting,
following the basic idea of Colding [13]. There are some extra difficulty caused by the existence
of singularity. However, due to the high codimension of S, such difficulty can be overcome by a
standard method, which is used repeatedly in our paper(c.f. the proof of Lemma 2.31 of [16]).

Proof. In order to prove Theorem 3.1} it suffices to prove the following three inequalities for each
iand {i, j} withi < j.

f IVa| = 17 < (L7, (3.1)

B(xo,1)

f |Hess, | < (L"), (3.2)
B(xo,1)

f KV, Vu )l < g(L™h. (3.3)
B(xo,1)

We shall prove them term by term. Since |Vb;| = 1, we have ||Vu;| — 1| < |[Vu; — Vby|. It follows
from the second inequality of Lemma 2.39 in [16] that

f Vil - 11> < f \Vu; — Vbil* < cL™@ < tZ(L_l), (3.4)
B(xo,1) B(xo,1)



whence we obtain (3.1)). Similarly, because of the existence of line segment 7;, up to rescaling, it
follows from the third inequality of Lemma 2.39 in [16] that

f |Hess, | < cL™ < y(L™Y,
B(xo0,1)

which is exactly (3.2).

In the following discussion, we focus on the proof of (3.3). We shall follow the argument of
Colding [13] and Cheeger (6], with slight modification to deal with the extra trouble caused by the
existence of the singularities. For the convenience of readers, we provide compete details, even
more than the original papers of Cheeger and Colding(For example the Step 2 in the following
argument). Basically, the proof is divided into 5 steps. The extra effort for the singularities only
appear in Step 1, as we shall see below. For simplicity of notation, we choose i = 1, j = 2.

Step 1. For each continuous function f which is smooth on R N B(xy, 2) and has bounded |V f),
we have

1

15 B0, Dl Js s KV vy = (fFn(D) = fr(O)))] < 27 f |Hessgl. (3.5)

B(x0,2)

In particular, let u be one of uy or ua, the harmonic approximation functions of by and b, then we
have

1 — a
Vi, v) = u(ys(1) = u(ro(OD)] < CL™> 3.6
S BGxo, D) fsm,n'( 1, ) = @) = O < (3.6)

for some C = C(m).

Notice that we use S B(x, 1) to denote the unit sphere bundle over B(xg, 1) N R, for simplicity
of notations. We also need to make sense of the integral on both sides of (3.3). The right hand side
integral actually happens on B(xg,2) N R = B(xg, 2)\S, which is a full measure subset of B(xg, 2).
Since the subset B(xp,2) N S, where |Hessy| is not defined, is only a measure-zero set, we abuse
notation by using fB(xO,z) |Hess ¢| to denote fB(xo,Z)\ s |Hess¢|. The situation of the left hand side of
(3.5) is similar. Note that ,(1) may not be defined since it is possible that y,(¢) € S for some # < 1
even if v € T,(X) for some regular point x € B(xp, 1)\S. Then the geodesic cannot proceed beyond
t. We call v to be exceptional if y,(f) € S for some ¢ € [0, 1]. We collect all such exceptional v’s
together and call the collection as the exceptional set, denoted by E. In general, E # (0. However,
it is not hard to see that E is a measure zero subset of S B(xp, 1).

Actually, due to the high codimension of S, following similar argument of the proof of Lemma
2.31 of [16], for each small number &, we can find a smooth hyper surface Xz (c.f. Claim 2.32
of [16]) such that

1
|B(x0, 10) N Z¢| < CE; Ef <d(x,8) < C& ¥V x€ZeN B(xp, 10).

Here C may depends on x(. Let E¢ be the subset of S (B(xp, 1) N R) such that y,(7) € X, for some
t € [0,2]. Then E¢ can be regarded as a bundle over the S (Z¢ N B(xp, 2)), the collection of v € T\, X

10



such thaty € X:N B(xo,2) and v € T, X;. We equip {Zé: N B(xo, 2)} %[0, 2] with the obvious product
measure and define a map ¢ from E; to {Zg N B(xo, 2)} % [0, 2] as follows:

¢ : E¢ > S {0 B(xo, 10)} x 0,2]
Vi (7:;(1‘\/), tv),

where #, is the first time 7 such that y,(¢) € Z¢. Clearly, d(y,(,), n(v)) < |t,| < 2, it follows from
triangle inequality that y,(¢,) € B(xg,3). Therefore, the above map is well defined. In light of
Liouville’s theorem(c.f. Excercise 14 on page 86 of [21]]), the geodesic flow on sphere bundle
preserves the volume form, as |y, (#)] = 1, it is clear that ¢ is volume expanding. It follows that

|Eglgmt <2 |S {Ze 0 B0, 10))| < ClEelymr < CE. (3.7)

JH{2m—

Suppose v € E, then v € T, X for some x € B(xp,1) N R and y,(fy) € S for some #y € [0, 1].
Recall that X, can be regarded as the boundary of £-neighborhood of S, then it follows from
connectedness of 7y, that y,(s) € X; for some s € [0,7] C [0,2]. Consequently, v € E¢. This
means that E' C E; for every small positive &. It follows from that E is a measure zero subset,
of the sphere bundle over B(xp, 1) N R, which is denoted by S B(xy, 1) for simplicity.

We proceed to prove (3.5). For each v € § B(xp, 1)\E, intermediate value theorem implies

F(D) = f(ru(0)) = (f o %) (t0)

for some #y € [0, 1]. Consequently, we have

(VL) = (F(D) = f(ru(0))) = =(f 0 %) (t0) + (f 0 1) (0) = —fo (foy)dt

10 l‘aZ
= —L [) ﬁ(foy)drdt.

Taking absolute value on both sides yields that

1) 1
|<Vf,V>—(f()’v(l))—f()’v(())))lStoj(; |H€SSf|dtSj(; |Hessgldt.

Integrating both sides of the above inequality on S B(xg, 1)\ E, we obtain

f KV vy = Fn(D) = fFr(0) |
S B(xp,)\E

1 1
Sf (f IHessfldt) Sf {f |Hessf|}dt=f |Hessy|.
S B(xo.D\E \JO 0 S B(xg.2\E S B(xo.2\E

Note that we have used the fact that the geodesic flow is volume preserving in the above inequality.
It is clear that

f |[Hessf| = |S -1l |Hess | = ma)mf |[Hessy|.
S B(x0,2)\E B(x0.2\S B(xo2)\S
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By abusing of notation, the combination of the previous inequalities implies that

1
_ O o) — fon0
1S Bxo, D LB(XO,UK £29) = (FOR(D) = FOrO))

1 B(xp,2
o mwp \Hess)| = \Hess)| = |B(x0,2)|
IS B(x0, DI JB(x,2)

|B(x0a l)l B(x,2) - |B(X(), 1)| B(x,2)
<2 Hess
B(x0.2)

where the last step follows from the Bishop-Gromov volume comparison. The above inequality is
nothing but (3.5)).

We continue to prove (3.6). Recall that u; and u, are harmonic functions satisfying(c.f. Lemma
2.39 of [16] and the discussion after it, or (3.2))):

|Hess |

JC |Hessu1|2 + |Hessu2|2 <CL™“.
B(x0,2)

It follows from Holder inequality that

Jc |Hess,,| < CL™?
B(x0,2)

for each j € {1,2}. The Cheng-Yau estimate guarantees that the |Vu | is uniformly bounded on
B(xo,2). Since u = u;, plugging the above inequality into implies . Therefore, we finish
the proof of Step 1. We remind the reader that the proof of this step is almost the same as Propo-
sition 1.32 of [13]].

Step 2. Let U = (uy, up). For every pair of points x,y € B(xg, 3), we have

Ux) —UO)| <d(x,y) +¢& (3.8)

for some & = E(L™'|m).

We first explain the rough motivation behind (3.8). Actually, it follows from the Gromov-
Hausdorff closeness between (X, xo) and (¥ x RX, (¥, 0)) that (b1, by) is an almost submersion from
B(xo, 10) to its image in R?. Then we apply the C°-closeness between b; and u;, we see that

the map (u;, up) is also an almost submersion. An almost submersion almost decreases distance,
which is the meaning of (3.8)).

Now we prove (3.8) in details. According to the given condition, it is clear to see that B(xg, 2L)
is Y-Gromov-Hausdorff close to a ball B((y,0),2L) in ¥ X R¥ for some metric space Y. Therefore
there exists a map(not necessarily continuous) F : B(xp,2L) — Y such that

ld(x,y) = d(F(x), FO)| < ¢, Y x,y € B(xo, 2L). (3.9)
Recall the construction of each b; as

bi(x) = d(x,yi(—=L)) — d(xo, yi(—=L)).

12



Correspondingly, we define
bi(x) £ d(F(x), F(yi(~L))) = d(F (x0), F(yi(~L))). (3.10)
On one hand side, by the property of F in (3.9), it is clear that
|bi(x) = bi(x)] < 4y, ¥ x € B(xo,L).

On the other hand side, using the Gromov-HausdorfF closeness between X and Y x R¥ and the fact
that y; is close to the line segment [—L, L] on the i-th coordinate line, it follows from (3.10) that

1bi(x) — zi 0 F(x)| <y
for some ¢’ = /(L™"). Consequently, we have
|bi(x) —zio F(x)| < ¥"', VY x € B(xop,L). (3.11)
Now we fix x,y € B(xo, 3). It is clear from the splitting structure of ¥ x R¥ that
d*(F(x), F()) 2 {z1 0 F(x) = 21 0 FO)P’ + {22 0 F(x) = 22 0 F)}.

Plugging (3.9) and (3.11)) into the above inequality, noting that |b;(x) — b;(y)| < 10 in B(xp, 3), we
arrive at

{d(x,y) + Y > {b1(x) = bi()}* + {ba(x) — ba(y)}* — 200"
It follows that
{(b1(x) = BL)Y + {ba(x) — br())? < d*(x,y) + 2000 + 100y. (3.12)

Recall from Lemma 2.39 of [16] that |u;—b;| < cL™® on B(xp, 3). Combing the previous inequalities
implies that

{1 (x) — 1 MY + {u2(x) — ()} < d*(x,y) + 2000"” + 100y + CL™®

whence we derive (3.8).

Step 3. Fix 0 > 0 small and set
Cy = {v € S B(xp, D|£(v,Vuy) < 6}. (3.13)

Then we have
fc lua(yv(1)) — uz(y,(0))] < 26|Co| (3.14)

whenever L > Ly(m, 0).

Let Q, be the set of points y in the unit sphere ™ < R”*! such that £(y, &]) < 6. Let |Qq| be
the volume of Q. Then it is clear that

|Col = |B(xo, 1] - 1€20l. (3.15)
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On one hand, we have

llur (yo(1) = ur (rp (0D = 1] < f lu1 (v (1)) — ur (y4(0)) — 11

Coy Coy

< [ mon) = mon ) = @i+ [ K - 1.
Cg C(-)
Using the equations (3.6) and (3.13)), we obtain
L lluy (7o(1)) = w1 (1, (0))] = 1| < CL™2 + (1 = cos 9)&-
IS B(xo0, DI Jc, IS B(xo, DI

By (3.15) and the fact that |S ,,—;| = mw,,, the above inequality can be simplified as

1 -z |QQ|
_ 1) - 0))]>-CL 2 + —— - cos®.
SBCo, Dl Je, lee1 (v (1)) — w1 (7, (0))] = oy <%
By choosing L large enough, we can assume
o C Q
CL 2 < (1 —-cosf)cosb- Wﬁll)l =(1-cosf)cos@- n|1_a)9,L'
Then we have
Ju1 (yo(1) = w1 (7(0))] > [Col cos? 6.
Cy
Then Holder inequality implies that
1 2
1 (yu(1)) = ur (o) = — { lua1 (yv(D) — ul(%(O))l} > |Cylcos* 6. (3.16)
Co 1Cal (Jc,

On the other hand, it follows from (3.8)) that
fc 9 {1 (1) = w1 )P + (1) = w2 O} = fc V(D) = UOnO)F < (1 +HICil
which in turn implies that
. (0 (1)) = w2 (o (O < (1 + E)ICol — . i1 (yo(1)) = 1 (7o (O))
Plugging (3.16) into the above inequality, we arrive at
G| 1a0n 1) = 1t @) < 14— cos'

whence the Holder inequality implies that

1 1
@ Le |t (7, (1)) — ua(y,(0))] < {1 +E— COS4 0}2 ‘
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Note that 1 — cos*8 < 2(1 — cos? 6) < 26%. By choosing L large enough, we can assume & < 267,
Then (3.14) follows from the above inequality.

Step 4. We have

KVus, v)| < 36|Cyl (3.17)
Cy
whenever L > Li(m, 0).

It follows from that
f KVuz, vy = (w2 (yn(1) — ua(1,(0)))] < CL™21S B(xq, 1)].
S B(xp,1)
Recall that Cy C S B(xp, 1). Plugging the above inequality into (3.14) yields that

. KVuz, v) < . |z (v (1)) = u2(y,(0))] + . KVuz, v) = (ua(yv(1) = u2(y,(0))]

< | lwa(n(D) — u2(ye(0))] + fSB( N KVuz, v) = (ua(yv(1)) — u2(y,(0)))]

Coy
|S B(xo, DI CL‘g}

< 26|Cyl + CL™%|S B(xo, 1| = 26|Cql {1 +
|Col IS B(xp, 1)| I el{ 201,

mawy, _a
=20|Cy| 1 + -CL 2. 3.18
| el{ 2010 } (3.18)

By choosing L > L; for some L; = L;(m, 6) sufficiently large, it is clear that (3.18) yields (3.17)
directly. We finish the proof of Step 4.

Step 5. We have
f KVur, Vuz)l < 56 (3.19)
B(xo,1)

whenever L > Li(m, 0).

It follows from the definition of Cy in (3.13)) that |[{(Vu,v)| < 2 sing < 26. Consequently, we
have

(Vurr, Vo)) < f (v, Vi) + f (Vi = v, V)| < f 0 Vi) + 260G (3.20)
Cy Cy Co Co
Plugging (3.17) into (3.20) implies that

1] KVur, Vug)l = | [(Vur, Vi)l < 56|Col.
B(x.1) Co

Dividing both sides of the above inequalities by |Cy|, with (3.15) in mind, we obtain (3.19). There-
fore, we finish the proof of Step 5.

The inequality (3.3)) follows from (3.19) since 6 can be arbitrarily small, whenever L is very
large. The proof of the theorem is complete. |
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4 Proof of volume continuity

Theorem 4.1 (Volume continuity, Proposition 2.42 of [16]]). For every (X, xo,8) € -7 (n,k)
and € > 0, there is a constant & = £(X, €) such that

B(yo, 1
og 12001
1BCxo, D)

for any (Y, yo, h) € H 7 (n, ) satisfying dpcu((X, X0, 8), (¥, Y0, h)) < &.

The key of volume convergence is the following property.

Proposition 4.2. Given € > 0, there exists L = L(e,n) > 1 such that
I1B(x0, D] — wanl < € 4.1)

whenever dgr(B(xo, L), B(0,L)) < L™'. Here B(0, L) is the standard ball of radius L in R*",
B(xo, L) is a geodeisc ball of radius L in some Y € & . (n, k).

The smooth version of Proposition|4.2|is Lemma 2.1 of Colding [[13]], whose proof used directly
the multi-Buseman fuctions. The proof was refined by Cheeger(c.f. Theorem 9.31 on page 44
of [6]), replacing the Buseman fuctions by their harmonic approximations and using the slicing
theorem for k = n. One key new ingredient of Cheeger’s proof is to make use of the mod-2 degree
theory. We shall follow the route of Cheeger to prove Proposition The mod-2 degree theory
still works here, due to the high codimension of S and the gradient estimate of harmonic functions.

Since B(xg, L) is Gromov-Hausdorff close to the corresponding sized ball in R™, we can find
m-line segments with length 2L, almost perpendicular to each other. Following its construction,
we obtain a harmonic map(c.f. Lemma 2.41 of [16]):

= (up,- ,uy): B(xp,1) > BO,1+y¢)cR".

Note that i is a ¥ -Gromov-Hausdorff approximation from B(xy, 1) to B(0, 1). Actually, by Lemma
2.39 of [16]], we have |i — b| point-wisely very small in B(xo, 1), where b = (b1 _,bo_, -+ , by-).
Similar to the argument in Step 2 of the proof of Theorem 3.1} under the help of triangle inequality,
one can easily show that bisa Y’ -Gromov-Hausdorff approximation from B(xp, 1) to B(0, 1).
Therefore, i is a ¢ -Gromov-Hausdorff approximation from B(xy, 1) to B(0, 1). This means that
B(0, 1) is contained in the ¥-neighborhood of #(B(xo, 1)) and |d(il(x), i(y)) — d(x, y)| < ¥ for every
X,y € B(xo, 1). Up to a slight shifting, we can assume that i(xg) = 0. Furthermore, i satisfies

fB(xo,n{ 2 Vui= 1P+ D KV Vupl+ ) IHessu,-Iz}sw. 4.2)

1<i<m 1<i<j<m 1<i<m

Here y = ¢(L 'n)is a nonnegative continuous function defined on [0, co) with ¥(0) = 0. Together
with the gradient estimate of each u;, the above estimate implies that

f [IVuy AVuy A---Vuy,| — 1] < .
B(xo,1)

16



Consequently, we have
LENVES NN PN RN AR R 43)
B(xo,1)

where Q = i (B(xo, 1)). We claim that

Q> B0, 1 - 5y). (4.4)

We focus our attention on the set B(0, 1 — 5¢) and its preimage under #. By the fact that i is a
¥-Gromov-Hausdorft approximation, the preimage set must locate in B(xg, 1 — 4).

Definition 4.3. A point v € B(0,1 — 5¢) is called a critical value of il if v = i(x) for some x with
one of the following properties.

e xeS8;

e x € R and Dii(x) degenerate.

A point v € B0, 1 — 5¢) is called a regular value if it is not a critical value.

Lemma 4.4. The critical values of il form a measure-zero set, which we denote by E.

Proof. Note that the singular set S has Hausdorff dimension at most m — 3, which clearly has
measure zero. Therefore, the proof is reduced to the case of Sard’s theorem concerning smooth
maps between smooth manifolds. |

Lemma 4.5. § {ﬁ_1(~)} is a locally constant function defined on B(0, 1 — 5))\E.

Proof. Fix v € B(0,1 — 5y)\E. Following definitions, we know #~'(v) consists of smooth points
with nondegenerate Dii. Therefore, it is a union of discrete points. Since # is a ¥-Gromov-
Hausdorff approximation and v € B(0, 1 — 5¢), we know that #'(v) € B(xp,1 — ). Note that
i#i~'(v) is a finite set. For otherwise, we can find x; € ii"'(v) such that x; = x. € B(xg, 1 — ¥).
Consequently, il(xe) = lim;o i#(x;) = v. Since v € B(0,1 — 5¢)\E, it follows from definition
that x.o € R and Dil is non-degenerate. Then we see that i is a diffeomorphism on a small
neighborhood of x.,, which contradicts the fact that i(x;) = v for each large i.

Since i~!(v) is a finite set, by inverse function theorem, we obtain that v has a small neighbor-
hood V such that i is a diffeomorphism from each component of #~'(V) to V. This implies that
# {ﬁ‘l (-)} is a constant on V. m]

The set E may have codimension 1 and B(0, 1 — 5¢)\E may have many path-connected com-
ponents. Therefore, ﬁ{ii‘ 1(-)} may not be a constant on B(0, 1 — 5¢), but just a constant function

on each path connected component of B(0, 1 — 5y)\E. However, if we consider ﬁ{ﬁ‘l (-)} mod 2,
we can exclude the effect of E.

Lemma 4.6. 1:1{17‘ 1(-)} mod 2 is a constant function defined on B(0, 1 — SY)\E.
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Proof. The proof is a slight modification of the standard proof in differential topology to show
mod-2 degree is well-defined for smooth map between two smooth manifolds of the same dimen-
sion.

Fix vg € B(0,1 — SY)\E. Let v € B(0, 1 — 5¢)\E be close enough to vy such that

[vo —vi| < 11E min{y, d(vo, i(S))}. 4.5)

We can easily obtain a smooth map U : B(xp, 1) x [0,1] — R" by
U(x, 1) = d(x) + t(vg — v1).

From the above construction, the ¥-Gromov-Hausdorff approximation of i, and the smallness of
[vo — v1l, it is clear that U~! (B(0, 1 — 5¢)) locates in B(xg, 1 — 31) % [0, 1]. Note that S x [0, 1] has
dimension less than m — 2. Similar to Lemma |4.4} we obtain that away from a mesaure zero set
E(this is not E), evey point in B(0, 1 — 5¢) is the collection of smooth points satisfying that DU
has rank m.

Note that vq is a regular point of U(-,0) and U(:, 1). There is a very small number € such that
Vo is a regular point of U when restricted on B(xo, 1) X {[0,2€] U [1 — 2¢, 1]}. Note that i~!(vo)
and @ '(v) are compact subset of R, by gradient estimate of # and the choice of [vg — v{|. The
existence of € can be obtained by a contradiction and compactness argument. Similar but more
complicated argument will appear in the following. So we omit the details in this step. From
previous discussion, we have a kind of Sard theorem in our situation. For every 6, we can find a
value ¢ € R™ such that vg + c is a regular value of U and |c| < 6. Now we define

U 2 U, 1) — en(@), (4.6)

where 7 is a smooth cutoff function with value 1 on [2¢,1 — 2¢] and value 0 outside [€,1 — €].
Clearly, v is a regular value of U, when restricted on B(x, 1) X {[0, €] U [2¢,1 = 2€] U [1 — €, 1]}.
We claim that for very small ¢ chosen above, vq is a regular value of U on B(xy, 1) x [0, 1]. For
otherwise, we can choose ¢; — 0 and y; € B(xop, 1), t; € [€,2€]U[1-2¢, 1—€] such that fJi(yi, 1) = v
and DU; degenerates at (y;, t;). Let (Yoo, f) be the limit of (y;, #;). Then

V0 = U(Veos feo) = ﬁ(yw) + too(Vo — V1).

This implies that i(ye) = teovi + (1 — fe)vo. Recall that the line segment connecting v; and vy is
away from the image ii(S). Therefore y., ¢ S. So for large i, all y; locates in a coordinate chart of
a smooth point y., we have higher order estimate of D since i is harmonic. Consequently, we
can take smooth limit and obtain that DU(y., t~) degenerates. Note that y,, € B(xg, 1 — 3¢) by ¢-
Gromov-Hausdorff approximation of iZ, and ¢, € [€, 2€]U[1-2¢, 1—€]. Therefore, the degeneration
of DU(yw, ) contradicts to the fact that v is a regular value of Ulp(y,,1)x{[0.2¢]u[1-2¢,1]}-

In conclusion, for every ¢ > 0, there is a ¢ € R™ with |c| < ¢ such that the map U defined in
has vg as aregular value. Since U = i(x)+1(vo—vy )—cn(t), the Y-Gromov-Hausdorff approximation
property of il implies that U~!(vg) is uniformly inside B(xo, 1 —2¢) x [0, 1]. The gradient estimate
of @ yields that U (v is uniformly away from the singular set S X [0, 1]. Therefore, U (v is
the union of finite number of connected, compact, smooth one-dimensional manifolds(or curves),
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possibly with boundary. Each curve either has no intersection with B(xg, 1) X {0, 1}, or intersect
with B(xg, 1) X {0, 1} transversely. This guarantees that

#{07"(v0) N {B(xo. 1) x {01} mod 2 = ${T~" (vo) N {B(xo, 1) X {1}}} mod 2,
which is the same as
ﬁ{ﬁ_l(vo)} mod 2 = ﬁ{ﬁ_l(vl)} mod 2. 4.7

We have proved the above equality under the assumption (@.5)).

Note that B(0, 1 — 5y¢)\ii(S) is connected, since dimg(i#(S)) < dimg(S) < m — 3, due to the
gradient estiamte of #. For every pair of points vy,v; € B(0,1 — 5¢)\E, we can find a curve
v C B(0, 1 — 5y)\il(S) connecting vy and v;. By the compactness of the curve vy, we can find an
€ such that y locates in B(0, 1 — 5¢)\B (i(S), €), where B (ii(S), €) is the e-neighborhood of #(S).
Covering y by finite number of balls with radii less than 155, we then obtain that § {12" 1(-)} mod 2
is a constant on each of these balls. Consequently, we obtain (4.7)), under the assumption that vy, v;
are arbitrary points of B(0, 1 — SY)\E. m|

Lemma 4.7. Suppose fz (f1> f2, 5 fm) 2 B(z, 10) = R™ is a smooth map such that

sup |Vf] <2 V. (4.8)
B(z,3)

Furthermore, we assume
f VL1 + Y KA+ Y HessgPt<é 4.9)
Bz10) | 1<izm 1<i<j<m 1<i<m

for some small &. Then we have

i) - | - 0.2

sup
yeB(z,1)

<Y (4.10)

where Y(€) can be chosen as C¢ w2 for some C = C(m).

Actually, up to a shifting of center point, it is not hard to see that 1' implies that f is a
Y (€)-Gromov-Hausdorff approximation map from B(z, 1) to the standard unit ball in R™.

Proof. Without loss of generality, we may assume that f(z) = 0. By the compactness of B(z, 1),
we can assume that the supreme on the left hand side of 1| is achieved at yo € B(z, 1).

Fix 6 = §ﬁ. In other words, & = 52 Let A; = B(z,6) and Ay = B(yy,0). Both A} and A, are
subsets of B(z,2). Then we can apply segment inequality(c.f. Proposition 2.6 of [16]]) for function

heE Y VL-1P+ Y KVEVAI+ Y |Hess;l (4.11)

1<i<m 1<i<j<m 1<i<m
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to obtain that

f { ﬂ(x,wdvx}dvys2m+1<|A1|+|Az|> h < 2™ (A + |A)IB(z, 6)l.  (4.12)
A Aq B(z,6)

By mean value theorem, there exists y* € A, N R such that

11 Bz 6) B 6)l
,*dx—2m+2 - - B ,6 =2m+2{ }
ng Ty )dvs < {|A2| " |A1|}' @Ol B0l T 1BG oIS
2 {|B(yo, B, 1BE8)
= B(vo.0) | 1Bz, 0)|

}f < 24m+26—m§ < 25m§ﬁ — 25m62.
In particular, we can find some z* € A} = B(z, §) such that
f h <2782, (4.13)
Y

where vy is a smooth shortest geodesic connecting y* and w*. Decompose y into two parts y, and
vp- Let y, be the part where i > ¢ and yg be the part where 4 < 6. It follows from the above
inequality that

Yol < 276. (4.14)

Note that on yg, as h < 6, some elementary properties of linear algebra implies that

1-Cs<(1-ColyP < Z KV YW <1+ CONYP <1+CS (4.15)

1<i<m

for some C = C(m). It is clear that

Slivo) =2 Y i,

1<i<m
2
%\f(w@))ﬁ =2 > KV + fiHessp (V7))
1<i<m

For each 0 < ¢ < |y|, we have

Vo] -2 3 avsvon-2= [ {j—; o] -2}as.

1<i<m

Decompose the last integral into two parts ([0, ¢]) N y, and y([0,7]) N yg. On the part yg, the
absolute value of the integrand is bounded by Cé. On the part y,, it is bounded by 10m + h. It
follows from (4.14)) that

% ’ﬁw))r -2 Z [V fi., v (0)) — 2t

1<i<m

< fh+ Clyal + Célygl < C(& +6) < Co.
Y
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Recall that

ST SV £y O] < 10 Vil flw)] < 100me.

1<i<m

by condition (4.8)) and the fact w = y(0) € B(z, ). Then it follows that

< Cé.

d|=» 2
5 o] -2
Integrating over [0, |y|], the above inequality implies that
1F5P = 17 - | < co.

Using gradient estimate of f; we have

7on - o] <cs = |IF6"P - 1700 < co

Fe) - flo|<co. = |Ife? -1fP| < co

Iyl = d(vo, 2| = (", 2") = d(vo, ) < 26, = |y> = d*(vo,2)| < C.
Combining the previous two steps, we obtain

1700 - a0, 9| < €5,

which implies li by the choice of yp and 6 = & =l O

Lemma 4.8. There exists one point in B(0, 1 — 5¢) such that ii_'(¥) contains exactly one point in
B(xo, D\S.

Proof. According to (4.2) and a standard measure comparision argument(c.f. Theorem 9.31 of
Cheeger [6]), we can find a point z € B(xp, 0.5)\S such that for every r € (0,0.5), we have

Vu; — 11> + [(Vuy, V)| + |Hess,|” v < .
£ Zmare 3 s 3 e

1<i<m 1<i<j<m 1<i<m

In particular, we see that {Vu;} are almost perpendicular to each other at z and Dii non-degenerate.
Then we can apply Lemma[4.7]to obtain

2= (- ui(2)” + yr

on dB(z,r), for every r € (0,0.5). Togeter with ¥-Gromov-Hausdorft approximation, the above
equation implies that

{@ @)} 0 Bxo, 1) = @ (@)} N B(z.0.5) = (z}.

It is also clear that #~'(z) € B(0, 1)\S by its choice. m|
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Now we are able to finish the proof of Proposition[4.2]

Proof of Propositiond.2] By Lemma 4.6, the function ﬁ{ e )} mod 2 is a constant on B(0, 1 —
5¢)\E. Now Lemma {.8]implies this constant function is 1. Therefore, away from a measure zero
set E, every point in B(0,1 — 5¢) is the image of some x € B(xp, 1 — 4¢). Now we claim that
E N B(0,1 — 5¢) is also contained in #(B(xg, 1)). Actually, for every point v € E N B(0, 1 — 5¢),
we can find v; — v and each v; € B(0,1 — S¢)\E. Then ﬁ{ﬁ‘l(vi)}mod 2 =1 and we can find
vi € B(xg,1 — 3¢) such that ii(y;) = v;. By taking subsequence if necessary, we can assume
Yi = Yoo € B(xo, 1 — 2). The gradient estimate of i then implies that

U(yeo) = lim id(y;) = lim v; = v.
[—00 [—00

Consequently, v € i#(B(xo, 1)). By the arbitrary choice of v € E N B(0,1 — 5¢), we obtain (4.4).
Then Proposition [d.2] follows from #@.3). m|

Similar to Corollary 2.19 of Colding [13]], we can deduce the following proposition from Propo-
sition The proof is almost the same. We write it down here for the convenience of the readers.

Proposition 4.9. For each € > 0, there exists 6 = d(n, €) with the following property.

Suppose (X, xg, g) € X (n, ) satisfies dga(B(xg, 1), B(0, 1)) < 6, where B(0, 1) is the stan-
dard unit ball in R"™. Then we have

—€ < |B(xp, )| = wy, < 0. (4.16)

Proof. 1t suffices to prove the first inequality in (4.16). Given each positive € very small , we
choose L = L(§5. 1) by Propositionand set v = qg5- Then we have

€
A =Ly > (1- o
wn(l = L) >( 100wm)“’

By the definition of volume, we can find finitely disjoint balls B(y;,r;) C B(0,1 — Lv) withr; < v

such that
Z‘“mr >( IOme)

Define 4 = min{r;}. Suppose dgu(B(xo,1), B(0,1)) < ’£—§ for some tiny £&. By choosing & very
small, we can pick finitely many disjoint balls B(yj., r;j) C B(xp, 1) such that

deu (B(yj-, Lrj), B(yj, Li’j)) <=

Then we apply Proposition .2]to obtain

* € m
|B(yj,l’j)| 2 (1 - IOOa)m)wmrj .
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It follows that

2
€ €
> ) > — m - — _
|B(x0, D[ > Ej |B(yj’rj)| = (1 100 m) §j Wyt 2 (1 100 m) Wy > Wy — €,

which is nothing but the first inequality of (4.16). The proof of Proposition[4.9]is complete. O

We now follow the proof of Theorem 0.1. of Colding [13]] to prove Theorem[d.1] The difficulty
caused by the existence of S can be overcome by a standard covering argument.

Proof of Theorem It suffices to prove the following statement:

Suppose (Y;,yi, hi) € W(ﬂ, k) converges to (X, xo,8) € %(n, k) in the pointed-Gromov-
Hausdorff topology, then we have

lim |B(y;, DI = |B(xo, 1)I. (4.17)

Let S, be the r-neighborhood of S N B(xg, 1). Then it follows from the definition of Minkowski
dimension and the fact dimp( S < m — 3 that

IS,| < Cr? (4.18)

for some C depending on (X, xg, g). Fix r > 0 small. Up to a perturbation, we can assume that
R, = B(xg, D\S, is a smooth manifold with boundary. Fix arbitrary 0 < n << r, by the definition
of volume, we can find finitely many disjoint geodesic balls B(x;, ;) C R, such that

N
Z wmr.,in > =-nIRI, [B(xj,rpl=>1~- n)wmr;_n.
j=1

Therefore, for large i, we can find balls B(y;;, r;) such that lim dgu(B(y;;,7;), B(xj,r;)) = 0. It
[—00
follows from Propositionthat lim [B(y;;, r;)| = |B(xj, rj)|. Consequently, for i large, we have
1—00

N N N
BOS DI = D 1Byl = (1=m) > B, )l = (1= n)? > wpr? = (1= )R,

j=1 j=1 j=1
Plugging into the last inequality, we derive that
1B, DI = (1 =) {|Bxo, DI = €Y. (4.19)

On the other hand side, by (4.18)) and the definition of S,, we can find finitely many points z; €
S N B(xo, 1) such that B(z;, r) are disjoint to each other and Uf: \B(zj, 5r) covers S N B(xp, 1). The
x-noncollapsing condition and the volume ratio upper bound guarantees that

K <Cr™m (4.20)
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where C is independent of r. The set B(xg, 1)\ Uf: | B(zj,5r) is a bounded measurable set in R.
Then we can cover it by finitely many sets B(w;, p;) such that

L
> wnp'? < |Bxo, DVUK, B(zj, 57|+ 1 @.21)
=1

and p; < i for each j € {1,2,---, L}. Note that B(xo, 1) is covered by

L K
U B(wj,pj) ¢ U U B(z,51r) ¢ .
j=1 j=1

As (Yi, i, hi) converges to (X, xg, g) in the pointed-Gromov-Hausdorff sense, for large i, we can
cover B(y;, 1) by

L K
{U B(w;jj,pj)} U {U Bz . 5r)} .
j=1 j=1

Consequently, we have
L K
IBG DI < Y 1B ol + " IBG 50l
j=1 j=1
By Gromov-Bishop volume comparison, (4.20) and (4.21)), we obtain

L
1BGi DI < Y wnpl? + Cr < | Blxo, D\ UK, B(z;, 51| + 7+ Cr°
=1
< |B(xo, D +n+Cr. (4.22)

It follows from (@.19) and (@.22) that
(1 =) {IBxo, DI ~ Cr*) < liminf |B(y;, D] < limsup |By;, DI < |Bxo, DI +7+Cr? (4.23)
1—00 0

i—
for each r and each << r. Let n — 0 and then let » — 0, we have

liminf |B(y;, D| = limsup |B(y;, )| = lim |B(y;, )| = |B(xo, 1),
i—oo ; 1—00

1—00

whence we have (@.17). The proof of the theorem is complete. |

S Proof of almost Kéihler cone splitting

Theorem 5.1 (Almost Kéhler cone splitting, Proposition 2.44 of [16]). For each € > 0, there
exists & = &(€ln) with the following properties.
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Suppose X € XS (n, &), xo € X, b is a smooth function on B(xy,2)\S satisfying

sup |Vb| <2, JC |Hessp|* < €. (5.1)
B(x0,2\S B(x0,2\S
B(xp,2
Suppose also % > (1- 6)22”, i.e., B(xg, 1) is an almost volume cone. Then there exists a
X0,

smooth function b on B(xg, 1)\S such that
sup [B| <3, (5.2)

B(x0,D\S
f VB - Jvb|* < é. (5.3)

B(x0,)\S

The corresponding version of Theorem in the smooth setting is the Lemma 9.14 of [10],
with slight modifications. The key is to make use of the fact that B(xy, 1) is an almost metric cone,
which is obtained by solving Dirichlet problem and developing effective estimates for the approx-
imation smooth functions(c.f. Proposition 4.50 and Proposition 4.81 of Cheeger-Colding [S8]]).
Important ingredients for such estimates include quantitative maximum principle, integration by
parts, Poincaré inequality and Bishop-Gromov volume comparison. All these ingredients hold
in the current setting. The proof then follows verbatim from Cheeger-Colding-Tian [10] and
Cheeger-Colding [8].

The following Proposition is an improvement of general maximum principle. The statement
and proof is almost the same as Lemma 8.5 of Cheeger [6]]. We write it down here with complete
detailed proof for the convenience of the readers.

Proposition 5.2 (Quantitative maximum principle). Suppose Af = 6 > 0in Q and Q C
B(yo, R2)\B(yo, R1). Then for all t > 0, x € Q, we have

@) 2 (BLg, +1G JR) + min | — (BLy, + 1Gy))| (5.4)
where L and G are poled at the base point yo, R = d(x, o).

Proof. According to their constructions, we know both L and G vanish on dB(yg, R2). Moreover,
on B(yp, R2)\{yo}, we have AG > 0 and AL > 1(c.f. Lemma 2.36 of [16]]). Therefore, we have

A(f = 6Ly, - 1Gp ) < 0.
It follows from maximum principle that
J(x) = 6Ly, (R) = 1Gp (R) = min {f — (0L, +1Gy)}
whence we arrive at (5.4). o

A direct consequence of the Segment inequality is the following estimate of Dirichlet Poincaré
constant. For example, see page 23 of Cheeger [6], or Lemma 4.16 of Cheeger-Colding [8]].
Both proofs work here verbatim. For the convenience of the readers, we write down full details
following the route of Cheeger [6].
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Proposition 5.3 (Estimate of Dirichlet Poincaré constant). For each B(xy,r) C X, we have

2
fB(Xo,r) IV/I S o2

A1 (B(xp, 1)) = inf >cr (5.5

2 2
FEN*(B(x0,1) ﬁ?(xo,r)f

for some small positive constant ¢ = c(m).

Proof. Letset A be B(xg, r), set Ay be B(xg, 2r)\B(xg, r). Note that every geodesic connecting two
points from A; and A, must locate in B(xp, 10r) by triangle inequality. Since f € NCI’Z(B(xO, r)),
we can extend f to be defined on B(xg, 10r) trivially. Namely, for each x € B(xg, 10r)\B(xo, r), we
set f(x) = 0. Now we apply the segment inequality(Proposition 2.6 of [16]) on the function |V f2|.
We have

Fv (X1, X2) < Cm)r(|A1] + |A2]) V£ (5.6)
A1XAy B(x0,10r)

Note that x; € A; = B(xgp,7) and x» € Ay = B(xg,2r)\B(xp, r). It follows from our construction
that | fV f|(x2) = 0. Consequently, we have

21D = 12100 = 1£210)| < Fv o2, x2).

Plugging the above inequality into (5.6) yields that

IAzlfA F21(x1)dvy, < Cm)r(lA] + 1Aa) IfVAl

B(x0,10r)

SC(m)F(|A1|+|A2|){ f |f|2} { f |Vf|2}
B(x0,10r) B(x0,10r)
=C(m)r(|A1|+|A2|){ f |f|2} { f |Vf|2} ,

Aq Aj

where we used the fact that f vanishes outside A in the last step. Therefore, we have

L, VP22 o1 Aol 1 |B(x0,2r)| — |B(xo, )l
fA. 2 [ T cmriAl+14 T Cmyr |B(x0,2r)|

Note that dB(xp, 10r) # (. Let y be a shortest unit speed geodesic connecting xp with some point
Yo € 0B(xg,2r) such that y(0) = x¢ and y(2r) = yg. Let zg = y(1.5r). By triangle inequality, it is
clear that

(5.7)

B(z0,0.1r) € B(xg,2r)\B(xg, 1), B(x,2r) C B(zo, 10r).

Plugging the above relationships into (5.7), we derive

IN\ARE o1 1BG,01nl 1
L /2| T Clmyr 1B, 100 = 100" Clm)r’

whence we obtain (5.5)), as A} = B(xo, r). i
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The next proposition is the almost version of Lemma 2.34 of [[16]. The proof is very similar
to that of Lemma 2.39 of [[16]. The smooth version of the next proposition is the combination of

Proposition 4.50 and Proposition 4.81 of Cheeger-Colding [8]].

Proposition 5.4. For each small positive number e, there exists small numbers &(€|ln) and &;(€|n)

with the following properties.

—— B s 2
Suppose X € H .S(n,k), x9 € X. Suppose % > (1 — €)2%". Then there exists an
X0,
ro € (1.5,2) such that
0B(xy,
r0l0B(xo, ro)| S 2 — Re.

|B(xo, o)l

Fix ry and let w be the solution of the Dirichlet Poinssoin equation

{ Aw =2n, in B(xp,rp);

2
w:%’, on 0B(xy, rg).

Let r be the distance function to xy. Then we have

2w—r?| +JC ||Vw|—r|+f |Hess, = gl < &1.
| |L (B(xg,1)) B(xo,D\S B(xo,D\S !

Furthermore, on B(xg, 1)\S, we have

Vw| —r < &.

Proof. Recall that m = 2n. Similar to the argument in Lemma 2.34, we set A(r) =
obtain

m
4 g By [ AW L)
dr rm |B(xo, 1)
Integrating the above inequality on [1, 2], it follows from our condition % >(1-

(5.8)

(5.9)

(5.10)

(5.11)

10BCxo.0l 410 4

ym—1

€)2%" that

2 m
ozf r_l{ PA(r) _m}drzlog{w.i}Zlog(l_e)z-ze.
1

|B(xo, 1)l |B(xo, DI 2™

By the non-positivity of the integrand in the above inequalities, we can shrink the interval and

obtain

’ "A(r)
0< f ! {m— r—}drs 2e.
15 |B(xo, 1)l

By mean value theorem, it is clear that there is some rg € [1.5, 2] such that

rgA(ro)
m—- ——— < 8¢,
|B(xo, o)l
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which is equivalent to (5.8).

We proceed to prove (5.10). We first claim that w is bounded. The upper bound is relatively
easy to obtain. Actually, it follows from comparison geometry(c.f. Proposition 2.30 of [16]) that

A5 < 2n in the distribution sense. Consequently, w — %5 is a subharmonic function on B(x, ro)

and vanishes on 0B(xg, rp). It is clear that w — % < 0 on B(xgp,7ry). On the other hand, we can
choose yg € dB(xp,5). Then B(xg, r9) C B(yg, 10)\B(yo,3). By setting 6 = m and Q = B(xy, rg),
we obtain w > —C(m) on B(xy, ro). In short, we have obtained

lw| < C, on B(xg,ry) (5.13)

for some C = C(m).

For each small positive number £, define a “cutoff” function

20 iy — ¢ < 1) < 1o

. 1, ifr(x)<rg—2¢,
n(x)={
14

Then we calculate

P2 1
0< nAlw—-—|=m n-- r.
B(x0.10) 2 BGxoro) & JBor0\B(xo,r0-0)

Let £ — 0, we obtain that

ro A(ro)

r2
OSf A(w——)=m|B<x,r>|—|A<r)|r’"=|B(x,r>|{m—
B(x0.70) 2 o0 oo 70 |B(x0, o)

} < 8€lB(xp, ro)l,

where we used (5.12)) in the last step. Consequently, we have

r2
f A(w - —) < 8e. (5.14)
B(xo,r0) 2

By (5.13), it is clear that -C < w — é < 0 on the ball B(xg, rg). Consequently, we obtain

r2 r2 r2
f |Vw—rVr|2:—JC (w——)A(w——)scf A(w——)SCe. (5.15)
B(x0.70) B(x0.70) 2 2 B(x0.70) 2

Applying the uniform Dirichlet Poincaré constant(c.f. Proposition to the above inequality, we
arrive at

2

f w-"|<cCve (5.16)
B(xo,r0) 2
Define
A r2
K= sup (w—-—|.
B(x0,1.2) 2
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Suppose K is achieved at zo € B(xg, 1.2). Note that [V(w — é)l < D on B(xp, 1.2) by Cheng-Yau
estimate. Without loss of generality, we may assume that D > 10. Then we obtain that in the ball

is greater than 0.5K. Consequently, we obtain

g
B(xo0,r0)

2
B(z0, 35), the value of |w -z

K 2
O.SK‘B (ZO’ —)‘ < f w— L
2D B(z0.£) 2

w—-—.

It follows that

o 1BGo.ro) JC P 1BGo) JC L
T B0 35)l B 217 B0 35 B 2
2
< CK_'"JC w——.
Boor) | 2
Consequently, we have
2y
KSC(m){J[ w——} .
B(xo,r0) 2
Plugging (5.16) into the above inequality, we arrive at
K< C(m)em,
which implies that
2 Ty
2w = 7] e gt 2 < CETD. (5.17)

The above inequality provides the estimate of the first term on the left hand side of (5.10). We
continue to estimate the remainder two terms. It follows from (5.15) that

fB(x o [VW = rVr?
JC IVw| = > < JC IVw — rVr? < =220
B(xo,1) B(xo,1) |B(xo, 1)

<ry JC IVw — rVr? < Ce. (5.18)
B(x0,r0)

Using Weinzenbock formula, we have
1
|Hess,, — gI2 = |HessW|2 —2Aw +2n = IHesswl2 —-2n = EA{Wle - 2w}.

Let ¢ be a nonnegative cutoff function such that ¢ = 1 on B(xp, 1) and vanishes outside B(xg, 1.2).
Moreover, |V¢| < 10 and |[A¢| < C on the annulus B(xg, 1.2)\B(xp, 1). Then we have

1
f |Hess,, — g* < f ¢lHess,, — gI* = 3 f @A {|Vw|2 - 2w}
B(xo,1) B(xo,1.2) B(x0,1.2)
1 f 2
=—= [Vw|= = 2w; Ag
2 B(xo,l.Z){ }

< cf [Vwl* —2w| < Cf {IVw? = 72| + 1 = 2w1}.
B(x0,1.2) B(x9,1.2)
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r2
Note that —=C < w < 3 on B(xo, r9) by maximum principle and [Vw| < C on B(xp, 1.2) by Cheng-
Yau estimate. Then from the above inequality we derive

f Hess,, — gI* < cf IVwl? - 2w| < cf {Ivwl = # + 1% = 2w}
B(xo,1) B(xg,1.2) B(x,1.2)

Therefore, by (5.17), (5.18)) and volume comparison, we have

1 1
JC |Hessw—gIZSC{JC ||Vw|—r|+JC |r2—w|}SC(e+62(m+1>)SC62<W+U.
B(xo,1) B(xo,r0) B(xo,1.2)
(5.19)

Then (5.10) follows from the combination of (3.17)), (5.18) and (5.19).

We move on to prove (5.11)). Direct calculation shows that
A{|Vwi® - 2w} = |Hess, — gl 2 0.

Let f = max{|Vw|*> — 2w, 0} > 0. Then we have Af > 0 in the distribution sense. Therefore, the
De giorgi-Nash-Moser iteration implies that

2
Il eoins) < ClA et < ClIVWE =W 2 g0 1 208

Note that both [Vw| + r and r* + 2|w| are uniformly bounded on B(xp, 1.2)\S, it follows from li
and the modification of (5.18)) that

IV = 20 = [Ivw? -

2
+ “r2 - 2W||L2(B(x0,1.2)\8)

2
r ZHLZ(B(xO,l.Z)\S)

2 1
< cf {||VW| —rl + | - 2w } < Cemn.
B(x0,1.2)\S

Combining the previous two steps, we obtain

(B(x0,1.2\S)

max{|[Vw] — 2w, 0} = f < CeTmm
on B(xp, 1)\S. Plugging into the above inequality, we arrive at
IVw)? < 2w + Cem <r’+ Cem
whence we arrive (5.11)). O

Proof of Theroem Let u be the function w constructed in Proposition On B(xp, D\S, we
define

b £ (JVb,Vu) (5.20)

where J is the complex structure on R. Clearly, b is a smooth function on B(xp,2)\S. We only

need to prove the estimates (5.2)) and (5.3).
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We first prove (5.2)). Note that J preserves metric. It follows from the first inequality of (5.1))
and (5.11) that

|JVb| <2,
Vul <r+& < 1.5,

on B(xg, )\S. Therefore, (5.2) follows from combining the definition equation (5.20)) with the
above two inequalities.

Then we move on to prove (5.3). By the Kihler condition on R, the complex structure J
satisfies J> = —Id, g(J-,J-) = g(-,-) and VJ = 0 on R. Then it is clear that

Vyb = (JVyVb,Vu) + (JVb,VyVu) = —(VyVb, JVu) + Hess, (Y, JVb)
= —Hessp(Y,JVu) + Hess, (Y, JVD)

for every smooth vector field Y on R. Therefore, we have

Vb = —Hess,(JVu,-) + Hess,(JVD, -),
Vb — JVb = —Hessp(JVu,-) + (Hess, — g)(JVD,-).

By condition (5.1), |Vb| < 2. Also, we know |Vu| < C by Cheng-Yau estimate. Therefore we
obtain

J[ Vb - JVbP* < C JC (IHessy> + |Hess, - g}
B(xo,\S B(xo,D\S

It follows from the second inequality in (5.1]) and (5.10) in Proposition [5.4] that
JC {IHessbl2 + |Hess, — g|2} < & + & (en).
B(xo, D\S

Then (5.3) follows from the combination of the previous two inequalities. |
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