
IEEE TRANSACTIONS ON CYBERNETICS, VOL. 45, NO. 7, JULY 2015 1303

Popularity Modeling for Mobile Apps:
A Sequential Approach

Hengshu Zhu, Chuanren Liu, Yong Ge, Hui Xiong, Senior Member, IEEE, and
Enhong Chen, Senior Member, IEEE

Abstract—The popularity information in App stores, such as
chart rankings, user ratings, and user reviews, provides an
unprecedented opportunity to understand user experiences with
mobile Apps, learn the process of adoption of mobile Apps, and
thus enables better mobile App services. While the importance
of popularity information is well recognized in the literature,
the use of the popularity information for mobile App services is
still fragmented and under-explored. To this end, in this paper,
we propose a sequential approach based on hidden Markov
model (HMM) for modeling the popularity information of mobile
Apps toward mobile App services. Specifically, we first propose
a popularity based HMM (PHMM) to model the sequences of
the heterogeneous popularity observations of mobile Apps. Then,
we introduce a bipartite based method to precluster the popu-
larity observations. This can help to learn the parameters and
initial values of the PHMM efficiently. Furthermore, we demon-
strate that the PHMM is a general model and can be applicable
for various mobile App services, such as trend based App rec-
ommendation, rating and review spam detection, and ranking
fraud detection. Finally, we validate our approach on two real-
world data sets collected from the Apple Appstore. Experimental
results clearly validate both the effectiveness and efficiency of the
proposed popularity modeling approach.

Index Terms—App recommendation, hidden Markov
models (HMMs), mobile Apps, popularity modeling.

I. INTRODUCTION

W ITH the rapid development of mobile App industry, the
number of mobile Apps available has exploded over

the past few years. For example, as of the end of April 2013,
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there are more than 1.6 million Apps at Apple Appstore [2]
and Google Play [1]. To facilitate the adoption of mobile Apps
and understand the user experience with mobile Apps, many
App stores provide the periodical (such as daily) App chart
rankings and allow users to post ratings and reviews for their
Apps. Indeed, such popularity information plays an important
role in mobile App services [9], [25], [30], and opens a venue
for mobile App understanding, trend analysis, and other related
applications [18], [27].

While people have developed some specific approaches
to explore the popularity information of mobile Apps for
some particular tasks [30], [31], [33], the use of popularity
information for mobile App services is still fragmented and
under-researched. Indeed, there are two major challenges along
this line. First, the popularity information of mobile Apps often
varies frequently and has the instinct of sequence dependence.
For example, although the daily rankings of different mobile
Apps may be different, it is unlikely that an App with a high
ranking will be ranked very low in the following day due
to the momentum of popularity. Second, the popularity infor-
mation is heterogeneous, but contains latent semantics and
relationships. For example, while ranking = 1 and rating = 5
come from different observations, both of them can indicate
the high popularity.

To this end, in this paper, we propose a sequential approach
based on hidden Markov model (HMM) to model the hetero-
geneous popularity information of mobile Apps. Particularly,
this paper is to provide a comprehensive modeling of popu-
larity information for mobile App services. Along this line,
we first propose a popularity based HMM (PHMM) by
extending the original HMM with heterogeneous popularity
information of mobile Apps, including chart rankings, user
ratings, and review topics extracted from user reviews. In this
paper, the popularity information can be modeled in terms
of different transitions of different popularity states, which
indicate the latent semantics and relationships of popularity
observations. Then, to efficiently train the proposed PHMM,
we introduce a bipartite based method to precluster vari-
ous popularity observations. The preclustering results can be
leveraged for choosing parameters and assigning the initial
values of PHMM. Indeed, the proposed PHMM is a general
model, and many novel applications may benefit from the
results of training PHMM. To show this, in this paper, we
further introduce how to leverage PHMM for popularity pre-
diction, and have a focus on demonstrating some novel mobile
App services enabled by PHMM, including trend based App
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recommendation, rating and review spam detection, and rank-
ing fraud detection for mobile Apps. To be more specific, the
contributions of this paper can be summarized as follows.

1) First, to our best knowledge, this paper provides the first
comprehensive study of popularity modeling for mobile
Apps. Indeed, this paper presents a simple, but practical
way for exploring the popularity information of mobile
Apps, and thus it is critically important for the successful
development of various mobile App services.

2) Second, we propose a novel sequential approach, for
solving the problem of popularity modeling for mobile
Apps. Specifically, this approach contains a sequential
model named PHMM that is extended from the original
HMM for modeling the heterogeneous popularity obser-
vations of Apps, and a bipartite graph based method for
parameter estimation and initial value assignment.

3) Third, we demonstrate many novel mobile App ser-
vices enabled by PHMM, including trend based App
recommendation, rating and review spam detection, and
ranking fraud detection.

4) Finally, to validate the proposed popularity modeling
approach, we conduct extensive experiments on two
real-world data sets collected from the Apple Appstore,
which cover a long time period. Experimental results
clearly demonstrate both the effectiveness and efficiency
of the proposed approach.

Overview: The remainder of this paper is organized as fol-
lows. In Section II, we briefly introduce the related works of
this paper. In Section III, we introduce some preliminaries and
give the problem statement. Section IV shows the details of
our HMM based popularity modeling approach. In Section V,
we provide some discussions about the applications of the pro-
posed PHMM. Section VI presents the experimental results.
Finally, Section VII concludes the work.

II. RELATED WORK

In general, the related works of this paper can be grouped
into two categories.

The first category is about the mobile App services. For
instance, Yan and Chen [30] developed a mobile App rec-
ommender system, named Appjoy, which is based on users’
App usage records to build a preference matrix instead of
using explicit user ratings. To solve the sparsity problem of
App usage records, Shi and Ali [25] studied several recom-
mendation models and proposed a content based collaborative
filtering model, named Eigenapp, for recommending Apps
in their web site Getjar. Also, some researchers studied the
problem of exploiting enriched contextual information for
mobile App recommendation. For example, Zhu et al. [32]
proposed a uniform framework for personalized context-aware
recommendation, which can take both context independency
and dependency assumptions into consideration. The frame-
work can mine user’s personal context-aware preferences
from the context logs of mobile users for mobile App
recommendation. In addition, Liu et al. [19] presented a survey
on mobile context-aware recommendation, which introduces
many novel mobile App services.

Meanwhile, the problem of detecting the rating and review
spam is also important for App services. For example,
Lim et al. [18] have identified several representative behav-
iors of review spammers and have modeled these behaviors
to detect the spammers. Mukherjee et al. [22] proposed a
novel unsupervised model, named author spamicity model for
discovering the opinion spammers by using their behavioral
footprints. Also, Wu et al. [27] have studied the problem of
detecting hybrid shilling attacks on rating data based on the
semi-supervised learning algorithm. Moreover, Xie et al. [28]
studied the problem of singleton review spam detection by
detecting the co-anomaly patterns in multiple reviews based
time series. While some of the previous studies used the
popularity information in their applications, none of them
could comprehensively model the popularity observations.
Therefore, in this paper, we develop a novel approach for
comprehensively modeling the popularity of mobile Apps.
Particularly, the proposed PHMM is a general model and is
applicable for most of the above applications.

Another category of related works is about the HMM
based models, which have been widely used in various
research domains, such as signal processing and speech
recognition [5], [16], [24], biometrics [12], [17], [29], eco-
nomics [4], [14], and search log mining [10]. For example,
Rabiner [24] has proposed a comprehensive tutorial of HMM
and its applications in speech recognition. Maiorana et al. [21]
have applied the HMM into biometrics with the application of
online signature recognition. Yamanishi and Maruyama [29]
proposed to leverage HMM for network failure detection by
estimating the anomaly sequences of system logs. Different
from the above works, we study a new research problem,
namely popularity modeling for mobile Apps, and propose
a new model PHMM by extending the original HMM with
heterogeneous popularity information.

III. OVERVIEW

Here, we first introduce the popularity observations of
mobile Apps, and then present the problem statement of
popularity modeling and the overview of our model.

A. Preliminaries of Popularity Observations

In this paper, we focus on three types of important popular-
ity information, namely chart rankings, users ratings, and user
reviews. We can collect periodical observations for each type
of popularity information.

1) Chart Rankings: Most of the App stores provide the
chart rankings of Apps, which are usually updated
periodically, e.g., daily. Therefore, each mobile App
a has many historical ranking observations which can
be denoted as a time series, Pa = {pa

1, pa
2, . . .}, where

pa
i ∈ {1, . . . , Kp} is the ranking position of a at time

stamp ti. Note that, the smaller value pa
i is, the higher

ranking the App a has. Intuitively, the higher ranking
indicates the higher popularity.

2) User Ratings: After an App is published, it can be rated
by any user who has downloaded it. Indeed, the user
rating is one of the most important features of App
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Fig. 1. Graphical representation of the LDA model.

popularity. Particularly, each rating can be categorized
into Kr discrete rating levels, e.g., 1 to 5, which repre-
sent users’ different preferences for Apps. Therefore, the
rating observations of an App a can also be denoted as
a time series, Ra = {ra

1, ra
2, . . .}, where ra

i ∈ {1, . . . , Kr}
is the rating posted at time stamp ti.

3) User Reviews: In addition to ratings, users can also put
their textual comments as reviews about each App. Each
review reflects a user’s personal perception for a par-
ticular App. Similar as user ratings, we can denote all
reviews of an App a as a time series, Ca = {ca

1, ca
2, . . .},

where ca
i is the review posted at time stamp ti.

Indeed, all the above popularity observations are important
for mobile App services. However, different from the rank-
ing and rating observations, it is hard to directly leverage
user reviews as observations for modeling App popularity.
Therefore, in this paper, we propose to leverage topic mod-
eling [8] to extract the latent semantics of user reviews
as popularity observations [23], [31]. The intuitive motiva-
tion is mapping each review onto a specific review topic,
which is easy to understand and exploit for opinion analysis.
Specifically, in this paper, we adopt the widely used latent
Dirichlet allocation (LDA) model [8] for learning latent
semantic topics. To be more specific, the historical reviews
of a mobile App a, i.e., Ca, is assumed to be generated as
follows. First, before generating Ca, Kz prior conditional dis-
tributions of words given latent topics {φz} are generated from
a prior Dirichlet distribution β. Second, a prior latent topic
distribution θa is generated from a prior Dirichlet distribution
α for each mobile App a. Then, for generating the jth word in
Ca denoted as wa,j, the model firstly generates a latent topic z
from θa and then generates wa,j from φz. Particularly, Fig. 1
shows the graphical representation of the LDA model, where
M is the number of mobile Apps, N is the number of all unique
words in reviews, and Kz is the predefined number of latent
topics. The training process of the LDA model is to learn
proper latent variables θ = {P(z|Ca)} and φ = {P(w|z)} for
maximizing the posterior distribution of review observations,
i.e., P(Ca|α, β, θ, φ). In this paper, we use a Markov chain
Monte Carlo method named Gibbs sampling [13] for training
the LDA model. Then, we can map each review ca

i onto a
review topic za

i by

za
i = arg max

z
P

(
z|ca

i

) ∝ arg max
z

⎛

⎝
∏

w∈ca
i

P
(
w|z)P(z)

⎞

⎠

where both P(w|z) and P(z) can be learned via training the
LDA model. Therefore, we can obtain the time series of
reviews as Za = {za

1, za
2, . . .}, where za

i ∈ {1, . . . , Kz}.
In reality, the time stamps of ranking observations and

user rating (review) observations are usually not identical. For

Fig. 2. Example of extracting popularity observations.

example, for a particular App, there may be multiple ratings
and reviews from multiple users per day, while there may
be only one ranking observation per day. Therefore, we
first aggregate the ranking, and rating (review) observations
together to get the integrated observations, which share the
same time stamps. Moreover, in practice, we may need to
model App popularity with different time granularity, e.g.,
daily or weekly. The aggregation allows us to get the integrated
observations with different time interval/granularity. After get-
ting the integrated observations with the same time stamps,
we can represent the heterogeneous observations of popular-
ity for each App a as a sequence Oa = {oa

1, oa
2, . . .}, where

oa
i = {Pa

i ,Ra
i ,Za

i } contains the observations of ranking, rat-
ing, and review topic during time interval ti. Fig. 2 shows
an example of extracting popularity observations, where each
popularity observation contains different numbers of ranking,
rating, and review topic.

B. Problem Statement

Here, we formally define the problem of popularity model-
ing for mobile Apps.

Definition 1 (Problem Statement): Given a set of mobile
Apps A, where each App a ∈ A has a sequence of histori-
cal popularity observations Oa = {oa

1, oa
2, . . .} (|Oa| ≥ 1). The

problem of popularity modeling is to learn a model M from
all the observation sequences {Oa|a ∈ A}, which can be used
for predicting the popularity observations for each mobile App
in the future.

However, it is not a trivial problem to model mobile App
popularity. First, the popularity information of mobile Apps
often varies frequently and has the instinct of sequence
dependence. Second, the popularity information is heteroge-
neous but contains latent semantics and relationships. To solve
these challenges, we propose a novel approach for popularity
modeling based on HMM, which is widely used for modeling
sequential observations. Specifically, we assume that there are
multiple latent popularity states of mobile Apps, such as very
popular, popular, and out-of-popular, and different kinds of
popularity observations appear for one App at the same time
because they all belong to the same popularity state with high
probabilities (the probabilities will be learned by estimating
the models). Moreover, the varying of popularity observations
is due to the transitions of different popularity states. Fig. 3
shows the graphical representation of our PHMM. In this
figure, each observation oi is generated by the latent state si,
and oi contains np,i rankings, nr,i ratings and nz,i review
topics. Particularly, here, we adopt the widely used first order
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Fig. 3. Graphical representation of PHMM.

Markov assumption in our model. In other words, the probabil-
ity distribution of each popularity state si is independent of the
previous states s1, . . . , si−2, given the immediately previous
state si−1, which means P(si|s1, . . . , si−1) = P(si|si−1).

In order to apply the proposed PHMM for modeling App
popularity, there are two main challenges to be addressed.
First, how to train PHMM from the historical heterogeneous
popularity observations. Second, how to choose the proper
number of latent popularity states for PHMM. In the following
section, we will present our solutions for the above challenges.

IV. APP POPULARITY MODELING

In this section, we present the details of App popularity
modeling by the proposed PHMM.

A. Training of PHMM

Given a set of popularity states S = {s1, . . . , sKs}, a set of
App rankings P = {p1, . . . , pKp}, a set of user ratings R =
{r1, . . . , rKr }, and a set of review topics Z = {z1, . . . , zKz}, the
proposed PHMM can be represented by a model containing
three different probability distributions as follows.

1) The transition probability distribution � = {P(si|sj)},
where si, sj ∈ S are the latent popularity states.

2) The initial state distribution � = {P(si)}, where P(si) is
the probability that popularity state si occurs as the first
element of a state sequence.

3) The emission probability distribution for each popularity
state � = {P(P,R,Z|si)}, where P(P,R,Z|si) is the
joint probability that popularity observations P , R and
Z are generated by state si.

As the common setting of HMM, here we follow the
“bag of words” assumption for PHMM, which assumes rank-
ings, ratings, and review topics are conditionally independent
given the popularity states [8], [10]. Formally, we have
P(P,R,Z|si) ≡ ∏

p∈P P(p|si)
∏

r∈R P(r|si)
∏

z∈Z P(z|si).

Although, this assumption is relatively strong, it can effec-
tively simplify the problem of popularity modeling and has
some intuitive explanations. For example, given a mobile App,
the appearance of high ratings may be not directly related to
some specific review topics, but only depends on its current
popularity state, e.g., “very popular.”

Accordingly, we can further denote the emission probability
distribution of different popularity observations, namely rank-
ing, rating, and review topic, by the triple (�p,�r,�z) ≡
({P(p|si)}, {P(r|si)}, {P(z|si)}), which stratifies

∑
p P(p|si) =∑

r P(r|si) = ∑
z P(z|si) = 1.

Therefore, given a set of training sequences of popularity
observations X = {O1, . . . ,ON}, the task of training PHMM
is to learn the set of parameters 	 = (�,�,�p,�r,�z).
Specifically, we denote the length of sequence On as Ln and the
jth observation oj ∈ On as a triple (Pn,j,Rn,j,Zn,j). Moreover,
we let pn,j,k, rn,j,k, and zn,j,k denote the kth ranking, rating, and
review topic in Pn,j, Rn,j, and Zn,j. Therefore, we can use the
maximum likelihood estimation (MLE) to compute the optimal
parameters 	∗ by

	∗ = arg max
	

log P (X |	) = arg max
	

∑

n

log P (On|	). (1)

Here, we denote Yn ∈ {Sn
1, . . . , Sn

M} as the state sequence
of an observation sequence On, where each Sn

m is a pos-
sible state sequence with length Ln. Moreover, we denote
the jth state in Sn

m as sn
m,j. Accordingly, we can define

Y = {Y1, . . . ,YN} as all latent variables of state sequences.
Then, we can rewrite the likelihood log P(On|	) in (1) as
log P(On|	) = log

∑
m P(On, Sn

m|	), where the joint distri-
bution can be written as shown at the bottom of this page.

Indeed, directly optimizing the above likelihood function is
not a trivial problem. In this paper, we propose to exploit
the expectation maximization (EM) algorithm to iteratively
estimate the parameters.

Specifically, at the E-step, we have

Q
(
	,	(i−1)

)
= E

[
log P (X ,Y|	) ;X ,	(i−1)

]

=
∑

n,m

P
(

Sn
m|On,	

(i−1)
)

log P
(On, Sn

m|	)

(3)

where 	(i−1) is the set of model parameters estimated in
the last round of EM iteration. Particularly, we can estimate
P(Sn

m|On,	
(i−1)) by

P
(

Sn
m|On,	

(i−1)
)

= P
(On, Sn

m|	(i−1)
)

P
(On|	(i−1)

) . (4)

P
(On, Sn

m|	) = P
(On|Sn

m,	
)

P
(
Sn

m|	)

=
⎛

⎝
Ln∏

j=1

∏

k

P
(

pn,j,k|sn
m,j

)∏

i

P
(

rn,j,i|sn
m,j

) ∏

t

P
(

zn,j,t|sn
m,j

)
⎞

⎠

×
⎛

⎝P
(
sn

m,1

) Ln∏

j=2

P
(

sn
m,j|sn

m,j−1

)
⎞

⎠. (2)
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At the M-step, we maximize function Q(	,	(i−1)) itera-
tively until it converges by estimating the model parameters
as follows:

P (si) =
∑

m,n
P

(
Sn

m|On, 	(i−1)
)

δ
(

sn
m,1 = si

)

∑

m,n
P

(
Sn

m|On, 	(i−1)
)

P (p|si) =

∑

m,n
P

(
Sn

m|On, 	(i−1)
) ∑

j
δ
(

sn
m,j = si ∧ p ∈ Pn,j

)

∑

m,n
P

(
Sn

m|On, 	(i−1)
) ∑

j
δ
(

sn
m,j = si

)
NPn,j

P (r|si) =

∑

m,n
P

(
Sn

m|On, 	(i−1)
) ∑

j
δ
(

sn
m,j = si ∧ r ∈ Rn,j

)

∑

m,n
P

(
Sn

m|On, 	(i−1)
) ∑

j
δ
(

sn
m,j = si

)
NRn,j

P (z|si) =

∑

m,n
P

(
Sn

m|On, 	(i−1)
) ∑

j
δ
(

sn
m,j = si ∧ z ∈ Zn,j

)

∑

m,n
P

(
Sn

m|On, 	(i−1)
) ∑

j
δ
(

sn
m,j = si

)
NZn,j

P
(
si|sj

) =
∑

m,n
P

(
Sn

m|On, 	(i−1)
)

δ
(
∃t sn

m,t−1 = sj ∧ sn
m,t = si

)

∑

m,n
P

(
Sn

m|On, 	(i−1)
)
δ
(
∃t sn

m,t−1 = sj

)

where δ(x) = 1 if x = True, and 0 otherwise; NPn,j , NRn,j , and
NZn,j are the number of unique ranking, rating, topic observa-
tions in Pn,j, Rn,j, and Zn,j. Furthermore, the above equations
can be efficiently computed by the forward–backward algo-
rithm [24].

B. Choosing Number of Popularity States

Another problem of training PHMM is how to choose the
proper number of latent popular states. Indeed, a common
used approach for estimating the latent states of HMMs is
to leverage domain knowledge or some existing algorithms to
precluster the observations [10]. In our problem, the popu-
larity observations contain Kp + Kr + Kz elements, i.e., Kp

unique rankings, Kr unique ratings, and Kz unique topics.
Intuitively, these observations are heterogeneous and contain
internal relationships. Thus, how to cluster such information
is an open question. To solve this problem, in this paper,
we propose a novel clustering method based on the element-
record (E-R) bipartite graph. Specifically, the E-R bipartite
graph can be denoted as G = {V, E, W}, where V = {Vb, Vo}.
Vb = {b1, . . . , bK} denotes the set of unique observation ele-
ments, i.e., K = Kp +Kr +Kz, and Vo = {o1, . . . , oM} denotes
the set of all observation records from sequence set X . Edge
set is E = {eij}, where eij denotes the observation element bi

has appeared in record oj. Edge weight set is W = {wij},
where each wij represents the normalized frequency of the
appearance of bi in oj. For example, if an observation element
bi = (Rating = 5) has appeared ni times in oj and there are
totally nj ratings in oj, the weight would be wij = ni/nj. Fig. 4
shows an example of the E-R bipartite graph, which contains
three popularity observations appeared in four records.

Therefore, given an E-R bipartite graph, we can denote
each unique observation element as a normalized vector

−→
bi =

dim[M], where M is the number of all unique observation

Fig. 4. Example of the E-R bipartite graph.

records, dim[j] = wij/
∑

k wik is the normalized dimension of
vector. Accordingly, we can estimate the similarity between
two popularity observations by calculating the Cosine similar-
ity between their vectors. After that, many existing algorithms
can be leveraged for estimating the number of clusters, such
as density based clustering algorithms [20]. In this paper, we
utilize a clustering algorithm proposed in [11], which is robust
for high dimensional data and only needs a parameter to indi-
cate the minimum average mutual similarity Smin for the data
points in each cluster. The average mutual similarity for a
cluster C is calculated as

SC = n

2 × ∑

1≤i<j≤|C|
Sim

(
bi, bj

)

|C| × (|C| − 1
) (5)

where |C| indicates the number of observation elements in C
and Sim(bi, bj) is the Cosine similarity between the ith and
jth observation elements in C.

The results of preclustering may not be the true popularity
states learned by PHMM. However, we believe the precluster-
ing can provide positive guidance for estimating the number
of latent states due to the intrinsic relationships between pop-
ularity observations. Furthermore, the results of preclustering
can also be used for assigning initial values of EM algorithm.
Actually, the basic EM algorithm implemented by randomly
assigning initial values for model parameters 	, which may
lead to more training iterations and unexpected local optimal
results. Particularly, if we treat each popularity cluster Ci as the
latent state si, we can estimate the initial values of parameters
	 as follows. First, we define the prior distribution of observa-
tion element bi (b = p, r, z) as P(bi), which can be computed
by the MLE method. Specifically, P(bi) = Nbi/

∑
k Nbk , where

Nbk is the appearance frequency of bk in all observation
records. Second, for each observation element bi, we can
first compute the probability P(sj|bi) by the normalized sim-
ilarity between observation vector

−→
bi and cluster Cj, i.e.,

P(sj|bi) = (Sim(
−→
bi ,

−→
Cj ))/(

∑
k Sim(

−→
bi ,

−→
Ck)), where Sim(∗, ∗)

is the Cosine similarity and
−→
Cj = (

∑
b∈Ci

−→
b )/|Ci| is the

centroid of cluster Cj. Actually, here we assume that an obser-
vation has higher probability of belonging to a nearer cluster.
Therefore, we have following estimations.

1) The initial state distribution can be computed by
P0(si) = ∑

b=p,r,z
∑

k P(si|bk)P(bk).
2) The emission probability can be computed according to

the Bayes rule, i.e., P0(bi|sj) = (P(sj|bi)P(bi))/(P0(sj)).
3) The transition distribution P0(si|sj) can be computed by

the normalized similarity between cluster Ci and Cj, i.e.,
P0(si|sj) = (Sim(

−→
Ci ,

−→
Cj ))/(

∑
k Sim(

−→
Ck,

−→
Cj )).
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Indeed, our experimental results clearly validate that using
preclustering for assigning initial values of EM algorithm can
accelerate the training process and enhance the model fitting
of PHMM.

V. APPLICATIONS OF PHMM

Indeed, many applications can be derived from the proposed
PHMM. In the following, we demonstrate three motivating
examples including trend based mobile App recommendation,
rating and review spam detection, as well as ranking fraud
detection for mobile Apps.

Particularly, PHMM can be learned from different model
granularity. For example, as introduced in Section III, we can
use the daily, weekly or monthly observations from one or
more Apps for modeling popularity. Different model granu-
larity may generate different popularity patterns and lead to
different applications. In this paper, we mainly focus on learn-
ing PHMM from all mobile Apps, which can be used for
capturing the common popularity patterns and relationships
of Apps.

Assume that we have observed a sequence of popularity
observations Oa = {oa

1, . . . , oa
t } from a mobile App a. Thus,

we can estimate the latent states for the ith observation oa
i

(0 ≤ i ≤ t) by

P
(
s|oa

i ,	
) ∝ P

(
oa

i |s,	
)

P (s|	)

=
∏

p,r,z∈oa
i

P (p|s) P (r|s) P (z|s)
∑

s′
P

(
s|s′) P

(
s′|oa

i−1,	
)

(6)

which can be computed effectively by Forward–Backward
algorithm or Viterbi algorithm [26]. Similarly, we can predict
the (t + 1)-st popularity state for App a by computing

P
(

s(t+1) = s|Oa,	
)

=
∑

s′
P

(
s|s′) P

(
s′|oa

t ,	
)
. (7)

Based on the above, we can conduct the following three
mobile App related applications.

A. Trend-Based Mobile App Recommendation

The existing mobile App recommender systems usually
recommend Apps, which were popular in the past. This is
not proper in practice, because the popularity information is
always varying frequently, and mobile users tend to follow
the future popularity trend of Apps. Therefore, in this paper,
we propose a trend based App recommendation approach by
leveraging PHMM. Specifically, given a t-length observation
sequence of mobile App a, i.e., Oa = {oa

1, . . . , oa
t }, we can

predict the possible rankings and ratings of a at next time
stamp t + 1 by P(p(t+1) = p|Oa,	) = ∑

s P(p|s)P(s(t+1) =
s|Oa,	), and P(r(t+1) = r|Oa,	) = ∑

s P(r|s)P(s(t+1) =
s|Oa,	), where s(t+1) is the (t + 1)-st popularity state of Oa.
Furthermore, we can compute the ranking and rating expec-
tations of App a at time stamp t + 1 by p∗

a = ∑
p p ×

P(p(t+1) = p|Oa,	) and r∗
a = ∑

r r × P(r(t+1) = r|Oa,	).
Similarly, we can rank all mobile Apps with respect to their
ranking and rating expectations, and obtain two ranked list

ϒRank and ϒRate. Then, we can calculate the final popu-
larity score of each mobile App by Borda’s ranking fusion
method

P_Score(a) = α × 1

RKRank(a)
+ (1 − α) × 1

RKRate(a)
(8)

where α is the fusion parameter; RKRank(a) and RKRate(a) is
the ranking of a in ranked list ϒRank and ϒRate. Particularly, if
α = 0, the final rank is only based on the rating trend, which
is similar to the ranked list ϒRate. If α = 1, the final rank
is only based on the ranking trend, which is similar to the
ranked list ϒRank. The score P_Score(a) indicates the popu-
larity trend in the future, thus can be used for recommending
Apps.

B. Rating and Review Spam Detection

User ratings and reviews are the important information in
mobile App market. The App store provider and the devel-
opers of Apps rely on the ratings and reviews a lot to get
helpful feedback from various users. However, some of the
shady users may post deceptive ratings and reviews with the
purpose of inflating or deflating corresponding mobile Apps.
Many efforts have been made in the literatures for detect-
ing such rating and review spams [18], [27], [28]. However,
few of them took the sequence characteristics of App pop-
ularity into consideration. In this paper, we propose a novel
approach based on PHMM for detecting rating and review
spams. Specifically, given a t-length observation sequence of
mobile App a, i.e., Oa = {oa

1, . . . , oa
t }, we can first lever-

age the first (t − 1)-length sequence to predict the possible
tth popularity states of a by (6). Then, we can calculate the
likelihood of the observations of rating and review topic at
time stamp t by log P(Ra

t |	) = log
∑

s P(Ra
t , st = s|	), and

log P(Za
t |	) = log

∑
s P(Za

t , st = s|	), which can be esti-
mated by the similar way of (2). Then, if the likelihood is less
than the predefined thresholds τr, and τz, we believe that there
are rating or review spams in a at time stamp t.

C. Ranking Fraud Detection

The ranking fraud of mobile Apps refers to fraudulent or
deceptive activities, which have a purpose of bumping up the
rankings of Apps during a specific time period [33]. Detecting
such ranking fraud is very important for the healthy develop-
ment of mobile App industry, especially for building mobile
App recommender systems. Different from rating and review
spam, the ranking fraud always happens during some specific
time periods. It is due to that people, who try to manipu-
late the App rankings always have some specific expectations
of ranking, such as top 25 for one month. Moreover, some
of the normal promotion means, such as version update, may
also result in the abnormal ranking observations. Therefore, to
accurately detect the ranking fraud for mobile Apps, we should
check the observation sequence during a time period but not
at only one time stamp. To be specific, we can first define
a sliding window with length T , and segment the popular-
ity records of mobile Apps a by several T-length observation
sequences {Oa

1, . . . ,Oa
n}. And then, for each sequence Oa

i we
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TABLE I
SOME STATISTICS OF THE EXPERIMENTAL DATA

will calculate its anomaly score by the average log-loss of
ranking observations

L (Oa
i

) = − 1

T
log P

(
POa

i
|	

)

= − 1

T
log

∑

m

P
(
POa

i
, ST

m|	
)

(9)

where POa
i

= {Pa
i,1, . . . ,Pa

i,T} is the sequence of all ranking
observations in Oa

i , and each ST
m is a state sequence with length

T and the equation can be estimated in the similar way as (2).
Finally, if the anomaly score L(Oa

i ) is larger than a predefined
threshold τp, we believe that the ranking fraud happens during
the time period of Oa

i .

VI. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of PHMM by
using two real-world App data sets.

A. Experimental Data

The experimental data sets were collected from the “Top
Free 300” and “Top Paid 300” leaderboards of Apple’s Apps
Store (U.S.) from February 2, 2010 to September 17, 2012.
The data set contains the daily chart rankings, which were
collected at 11:00 P.M. (PST) daily, all user ratings and user
reviews of the top-300 free Apps and the top-300 paid Apps
during the period, respectively. Moreover, we also know the
initial release date of each App, which can be leveraged for
determining the first observation record. To be specific, Table I
shows the detailed statistics of our two data sets. Note that,
since each rating record is always associated with a user review
in Appstore, the number of reviews is always the same as that
of ratings for Apps in our data sets.

Fig. 5(a)–(c) shows the distribution of the number of Apps
with respect to different rankings, different rating levels and
different number of ratings/reviews in the Top-Free 300 data
set. From these figures we can find that the distributions of
popularity observations are not even. For example, most of
the Apps have average ratings higher than 3. Furthermore, we
used the LDA model to extract review topics as introduced in
Section II. Particularly, we first removed all stop words and
normalized verbs and adjectives of each review by the stop-
words remover and the Porter stemmer [31]. Then, the number
of latent topic Kz was set to 20 according to the perplexity
based estimation approach [6], [7]. Two parameters α and β

for training LDA model were set to be 50/K and 0.1 accord-
ing to [15]. Fig. 5(d) shows the distribution of the number of
reviews with respect to different topics. From this figure we
can observe that only a few topics are frequently mentioned

(a) (b)

(d)(c)

Fig. 5. Data distributions in the (a)–(d) Top-Free 300 data set.

(a) (b)

(d)(c)

Fig. 6. Data distributions in the (a)–(d) Top-Paid 300 data set.

in reviews. In addition, Fig. 6 shows the similar results of the
Top-Paid 300 data set.

B. Performance of Training PHMM

In this subsection, we demonstrate the performance of train-
ing PHMM. In particular, we treat the data of each day as an
observation record. Therefore, for each observation record of a
specific App, there are one chart ranking, several user ratings
and user reviews (topics).

We first used the approach introduced in Section IV-B for
preclustering popularity observations from all Apps, where the
parameter Smin is empirically set as 0.5. After that, there are
totally 13 and 12 clusters used for assigning initial values of
PHMM parameters in the Top-Free 300 and Top-Paid 300 data
sets, respectively. Fig. 7 shows the value of the Q(	,	(i−1))

of PHMM with initial value assignment of model parameters
randomly, and initial value assignment of model parameters
by preclustering in each iteration with respect to two data
sets. Particularly, both experiments are conducted five times
and the figures show the average values. From these figures,
we can observe that the preclustering approach can generate
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(a) (b)

Fig. 7. Value of the Q(	, 	(i−1)) of PHMM with different initial value
assignment in two data sets. (a) Top-Free 300. (b) Top-Paid 300.

TABLE II
STATE s1 IDENTIFIED IN THE TOP-FREE 300 DATA SET

TABLE III
STATE s6 IDENTIFIED IN THE TOP-FREE 300 DATA SET

higher initial value of the Q(	,	(i−1)), and thus dramati-
cally accelerate the training process of PHMM. Moreover,
we also observe that PHMM with initial value assignment by
the preclustering can achieve the better model fitting, which
indicates the higher likelihood of PHMM.

To further demonstrate the performance of PHMM, we also
show four examples of different identified latent popularity
states from two data sets in Tables II–V. Note that, here we
manually transferred each review topic to semantic description,
and due to the limited space we only show top 2 ranking,
rating, and topic observations which are most probable to
appear in each state. From the tables, we can observe that
the latent popularity states are meaningful. For example, the
states s1 and s6 identified by PHMM in the Top-Free 300 data
set may indicate the Apps are in the states very popular and
out-of-popular, respectively.

In addition, it is interesting to analyze the transition proba-
bility of popularity states, i.e., which kinds of popularity states
are more easily to transit to others? Indeed, this question can
be generalized as the estimation of the dwell time of each pop-
ularity state. The states having a short dwell time will transit
to other states easily, and the popularity trend will stay for a
while at the states having long dwell time. Specifically, it is
easy to prove that the dwell time ωs of the popularity state s is
proportional to the transition probability that state s to itself,
i.e., P(s|s). By inspecting the training results of PHMM, we
observe that the dwell times of the states that have high prob-
ability of emitting high ranking and ratings (e.g., the state
shown in Table II) are usually very short, and vice versa. It

TABLE IV
STATE s2 IDENTIFIED IN THE TOP-PAID 300 DATA SET

TABLE V
STATE s8 IDENTIFIED IN THE TOP-PAID 300 DATA SET

might be due to the fierce competition in the App market,
and most Apps only could be popular for a short period.
Particularly, with the estimation of dwell time, developers can
obtain potential insights on how to promote their Apps. For
example, if an App is identified in a very popular latent state,
whose dwell time is short, the developer can design some
marketing campaigns in advance for keeping the momentum.

C. Effectiveness of PHMM

Indeed, all the potential applications of PHMM introduced
in Section IV are based on the prediction of popularity
observations. Therefore, in this subsection, we validate the
effectiveness of PHMM by evaluating its performance of
predicting rankings, rankings and topics. To reduce the uncer-
tainty of splitting the data into training and test data, in the
experiments we utilized the fivefold cross validation to eval-
uate PHMM, which is widely used for various information
retrieval tasks. To be specific, we first randomly divided all
observation sequences of mobile Apps into five equal parts,
and then used each part as the test data while using other four
parts as the training data in five test rounds. Finally, we eval-
uated the results with different metrics in each test round.
Particularly, for each test sequence, we randomly selected
top T observation records for fitting model, and used the
(T + 1)-st observation record as ground truth for predicting
probable rankings, ratings, and topics. Moreover, in our experi-
ments, we found that the preclustering results of each training
data set are very similar, thus, we set the number of popu-
larity states as 13 for all five PHMMs in the Top-Free 300
data set and 12 for all five PHMMs in the Top-Paid 300 data
set, respectively. Indeed, the cross validation might neglect the
effect of temporality of model training. However, due to the
limitation of our data collection, the data distributions in two
data sets are unbalanced, it is hard to find proper time stamps
for accurately segmenting training and test data. Therefore,
here we use the widely used cross validation for evaluating
the overall performance of popularity prediction.

To our best knowledge, there is no existing work of App
popularity modeling has been reported. Therefore, here we
developed two advanced baselines for evaluating our PHMM,
which are static and sequential approaches, respectively.
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(a) (b) (c)

Fig. 8. Performances of predicting popularity observations by each approach in the Top-Free 300 data set. (a) Ranking prediction. (b) Rating prediction.
(c) Topic prediction.

(a) (b) (c)

Fig. 9. Performances of predicting popularity observations by each approach in the Top-Paid 300 data set. (a) Ranking prediction. (b) Rating prediction.
(c) Topic prediction.

The first baseline CPP stands for preclustering based pop-
ularity prediction, which is a static approach for predicting
popularity observations. To be specific, given a T-length
observation sequence O = {o1, . . . , oT}, we predict the
popularity observation b(T+1) (b = p, r, z) by the proba-
bility P(b(T+1) = b|O) = ∑

i P(b(T+1) = b, Ci|O) ∝∑
i P(b(T+1) = b|Ci)P(Ci|O), where Ci is the ith obser-

vation cluster. Meanwhile, P(b(T+1) = b|Ci) can be esti-
mated by the approach introduced in Section III, and
P(Ci|O) can be computed by P(Ci|O) ∝ P(Ci)

∏T
j=1

∏
k,m,n

P(pj,k|Ci)P(rj,m|Ci)P(zj,n|Ci), where pj,k, rj,m, and zj,n denote
the kth ranking observation, mth rating and nth topic observa-
tions in observation record oj ∈ O, respectively.

The second baseline MPP stands for Markov chain based
popularity prediction, which is a sequential approach with
first order Markov assumption. Specifically, given a T-length
observation sequence O = {o1, . . . , oT}, we predict the pop-
ularity observation b(T+1) (b = p, r, z) by the probability
P(b(T+1) = b|O) = P(b(T+1) = b|oT). We have the probabil-
ity P(b(T+1) = b|oT) ∝ P(b(T+1) = b)

∏
k,m,n P(pT,k|b(T+1) =

b)P(rT,m|b(T+1) = b)P(zT,n|b(T+1) = b), where probabilities

P(b(T+1) = b) and P(b′|b(T+1) = b) (b′ = p, r, z) can
be computed by the MLE method. Specifically, we have
P(b(T+1) = b) = Nb/

∑
b′ Nb′ , and P(b′|b(T+1) = b) =

No
b′,b/No

b , where Nb is the frequency of b in all observation
records. Meanwhile, No

b is the number of observation records
in training data that contain observation b, and No

b′,b is the
number of observation records in training data that contain b,
where the last records contain observation b′.

First, we compared the performance of ranking and rat-
ing prediction by each approach. Indeed, both ranking and
rating are numerical observations, thus, we expect the pre-
diction results should be close to the ground truth values
of observations. Particularly, in our data sets, there are one
ranking observation and several rating observations in each

observation record. Therefore, we can use the ranking observa-
tion and the average rating as ground truth values for evaluation.
Specifically, we evaluate each approach by calculating the
root mean square error (RMSE) with the predicted results
and ground truth values for all test sequences. Take ranking

as an example, we define RMSE =
√

(
∑

Oi
(p∗

i − b�
i )2)/N,

where Oi is the ith test sequence with length Ti, p∗
i =

arg maxp P(p(Ti+1) = p|Oi), p�
i is the ground truth ranking

in the (Ti + 1)-st observation record, and N is the number
of test sequences. Moreover, we can calculate the RMSE
of rating prediction in a similar way. The smaller RMSE
value, the better performance of ranking and rating prediction.
Figs. 8(a) and (b) and 9(a) and (b) show the RMSE results of
the ranking and rating prediction of each approach in the five
test rounds of the two data sets. From this figure, we can
observe that the PHMM has the best RMSE performance,
which means it can predict the most accurate rankings and
ratings for mobile Apps. Moreover, the sequential approach
MPP outperforms static approach CPP, which indicates that
the sequence dependence is an important characteristic of
popularity observation.

Second, we evaluated the performance of predicting topics
by each approach. Different from ranking and rating, review
topic is categorical observation. Therefore, we propose to
exploit the popular metric normalized discounted cumulative
gain (NDCG) for evaluation. Specifically, in the ground truth
observation records, there are several review topics, thus we
define the ground truth relevance of each unique topic z, i.e.,
Rel(z), as its normalized appearance frequency in the record.
Also, each approach can predicate a ranked list, i.e., ϒPR, of
topics for each test sequence Oi with respect to the poste-
rior probability P(z(Ti+1) = z|Oi). After that, we can calculate
the discounted cumulative gain (DCG) of each approach by

DCG = ∑Kz
i=1(2

Rel(zi) − 1)/(log2(1 + i)), where Kz = 20 is
the number of topics, zi is the ith topic in ϒPR, Rel(zi) is the
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(a) (b)

Fig. 10. Performance of the ranking prediction of PHMM with respect
to different model granularity and sequence length in two data sets.
(a) Top-Free 300. (b) Top-Paid 300.

ground truth relevance. The NDCG is the DCG normalized by
the IDCG, which is the DCG value of the ideal ranking list
of the returned results and NDCG = DCG/IDCG.

Finally, we calculate the average NDCG for all test cases.
Indeed, NDCG indicates how well the rank order of topics
is by each approach. The larger NDCG value, the better per-
formance of topic prediction. Figs. 8(c) and 9(c) show the
NDCG results of each approach in the five test rounds of the
two data sets. We can observe that the result trend is similar
as that of ranking and rating prediction, where our PHMM
have the best prediction performance and sequential approach
MPP outperforms CPP.

Based on the above experimental results, we can have two
conclusions as follows. First, our PHMM is an effective approach
to model popularity observations for mobile Apps, since it
can capture the semantic and sequence characteristics of the
popularity observations of mobile Apps. Second, the sequence
characteristic is important for App popularity modeling, thus
we should take consideration of this for related services.

D. Robustness of PHMM

In this subsection, we will further study some impor-
tant model parameters, which might affect the prediction
performance of PHMM.

1) Effects of Granularity and Sequence Length: As men-
tioned in Section III, PHMM allows to aggregate popular-
ity observations with different granularity (e.g., daily and
weekly) for satisfying various needs of popularity modeling.
Meanwhile, it is intuitive that different model granularity will
result in popularity sequences with different length, which may
affect the prediction performance of PHMM. Therefore, it is
important to evaluate the effect of granularity and sequence
length on popularity prediction of mobile Apps. Specifically,
Fig. 10 shows the performance of the ranking prediction of
PHMM with respect to different model granularity and length
of prediction sequence in two data sets. Note that, here we
only demonstrate the results of ranking prediction because the
results of rating/review prediction have the similar statistical
trends. All the results are the average RMSE values obtained
by the fivefold cross validation. From this figure, we can find
that as the granularity and the length of prediction sequence
increase, the RMSE values decrease and almost reach the opti-
mal values after the sequence length is larger than 4. It might
indicate that longer prediction sequence and larger model gran-
ularity contain more information on the popularity dynamics,
and can capture the sequence dependence of popularity more

(a) (b)

Fig. 11. Performance of the ranking prediction of PHMM with respect to
different numbers of popularity states in two data sets. (a) Top-Free 300.
(b) Top-Paid 300.

accurately. Therefore, choosing relatively large model gran-
ularity and long sequence length can improve the prediction
performance of PHMM.

2) Effect of State Number: Indeed, the proposed PHMM
needs a parameter to determine the number of popularity states.
Although our bipartite graph based clustering approach can be
leveraged for estimating this parameter, they are still not clear
whether this approach is robust enough and how is the impact
of the parameter on PHMM. To this end, we also tested the
robustness of PHMM with varying settings of the number of
popularity states. Fig. 11(a) and (b) shows the performance of
the ranking prediction (i.e., average RMSE) of PHMM with
respect to varying number of popularity states in two data sets.
From these figures we can observe that the performance of
ranking prediction is not good with small numbers of popularity
states (i.e., RMSE decreases dramatically with the increase
of parameter), while it becomes stable when the setting of
the number increases. The phenomenon is reasonable, since
small number of popularity states cannot fully capture the
semantics of popularity observations. The results also validates
the effectiveness of our parameter estimation approach.

E. Case Study of Ranking Fraud Detection

As introduced in Section IV, PHMM can be used for
detecting ranking fraud for mobile Apps. Here, we study the
performance of ranking fraud detection based on the prior
knowledge from existing reports. Specifically, as reported by
IBTimes [3], there are eight free Apps which might involve the
ranking fraud. In this paper, we used seven of them in our data
set [33] for evaluation. Particularly, instead of using sliding win-
dow to segment observation sequences, we directly calculated
the anomaly score with respect to all popularity observations
of each sequence. When we ranked all Apps in our data set
with respect their ranking anomaly scores, we found that all
above suspicious Apps are ranked in top 5%, which indicates
PHMM can find these suspicious Apps with high rankings.
Moreover, Fig. 12(a) and (b) shows the ranking records of the
highest-ranked (i.e., most suspicious) Apps in our data set and
one of the seven suspicious Apps. From these figures, we can
find that the Apps contain several impulsive ranking patterns
with high ranking positions. In contrast, the ranking behaviors
of the normal Apps may be completely different. For example,
Fig. 12(c) and (d) shows the ranking records of the lowest-
ranked (i.e., most normal) App in our data set and a popular
App “Angry Birds: Season-Free,” both of which have the clear
popularity trends. In fact, once a normal App is ranked high
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(a) (b) (c) (d)

Fig. 12. Demonstration of the ranking records of four different mobile Apps. (a) App 1. (b) App 2. (c) App 3. (d) App 4.

in the leaderboard, it often owns a lot of honest fans and may
attract more and more users to download. Thus, the popularity
information will not vary dramatically in a short time.

VII. CONCLUSION

In this paper, we presented a sequential approach for mod-
eling the popularity information of mobile Apps. Along this
line, we first proposed a PHMM by learning the sequences
of heterogeneous popularity observations from mobile Apps.
Then, we introduced a bipartite based method to preclus-
ter the popularity observations. This can efficiently learn the
parameters and initial values of PHMM. A unique perspec-
tive of our approach is that it can capture the sequence
dependence and the latent semantics of multiple popularity
observations. Furthermore, we also demonstrated some mobile
App services enabled by PHMM, including trend based App
recommendation, rating and review spam detection, and rank-
ing fraud detection. Finally, the extensive experiments on two
real-world data sets collected from the Apple Appstore clearly
showed the efficiency and effectiveness of our approach.

Indeed, PHMM is a general model for modeling multiple
sequential observations and can be easily extended to other
related domains, such as product modeling in E-commerce.
Thus, in the future, we plan to study more applications of
PHMM in these domains. Moreover, we would like to explore
more potential popularity factors to improve the modeling
performance of PHMM.
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