
KV-Direct: High-Performance In-Memory Key-Value
Store with Programmable NIC

Bojie Li*§† Zhenyuan Ruan*‡† Wencong Xiao•† Yuanwei Lu§†

Yongqiang Xiong† Andrew Putnam† Enhong Chen§ Lintao Zhang†

†Microsoft Research §USTC ‡UCLA •Beihang University

ABSTRACT
Performance of in-memory key-value store (KVS) continues
to be of great importance as modern KVS goes beyond the
traditional object-caching workload and becomes a key in-
frastructure to support distributed main-memory computation
in data centers. Recent years have witnessed a rapid increase
of network bandwidth in data centers, shifting the bottleneck
of most KVS from the network to the CPU. RDMA-capable
NIC partly alleviates the problem, but the primitives provided
by RDMA abstraction are rather limited. Meanwhile, pro-
grammable NICs become available in data centers, enabling
in-network processing. In this paper, we present KV-Direct, a
high performance KVS that leverages programmable NIC to
extend RDMA primitives and enable remote direct key-value
access to the main host memory.

We develop several novel techniques to maximize the through-
put and hide the latency of the PCIe connection between
the NIC and the host memory, which becomes the new bot-
tleneck. Combined, these mechanisms allow a single NIC
KV-Direct to achieve up to 180 M key-value operations per
second, equivalent to the throughput of tens of CPU cores.
Compared with CPU based KVS implementation, KV-Direct
improves power efficiency by 3x, while keeping tail latency
below 10 µs. Moreover, KV-Direct can achieve near linear
scalability with multiple NICs. With 10 programmable NIC
cards in a commodity server, we achieve 1.22 billion KV
operations per second, which is almost an order-of-magnitude
improvement over existing systems, setting a new milestone
for a general-purpose in-memory key-value store.
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1 INTRODUCTION
In-memory key-value store (KVS) is a key distributed system
component in many data centers. KVS enables access to a
shared key-value hash table among distributed clients. His-
torically, KVS such as Memcached [25] gained popularity
as an object caching system for web services. Large web
service providers such as Amazon [17] and Facebook [3, 57],
have deployed distributed key-value stores at scale. More
recently, as main-memory based computing becomes a major
trend in the data centers [18, 58], KVS starts to go beyond
caching and becomes an infrastructure to store shared data
structure in a distributed system. Many data structures can
be expressed in a key-value hash table, e.g., data indexes in
NoSQL databases [12], model parameters in machine learn-
ing [46], nodes and edges in graph computing [67, 74] and
sequencers in distributed synchronization [37]. For most of
these applications, the performance of the KVS is the key
factor that directly determines the system efficiency. Due to
its importance, over the years significant amount of research
effort has been invested on improving KVS performance.

Earlier key-value systems [17, 25, 57] are built on top
of traditional OS abstractions such as OS lock and TCP/IP
stack. This puts considerable stress on the performance of
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Figure 1: Design space of KVS data path and processing device. Line indicates data path. One KV operation (thin line)
may require multiple address-based memory accesses (thick line). Black box indicates where KV processing takes place.

the OS, especially the networking stack. The bottleneck is
exacerbated by the fact that physical network transport speed
has seen huge improvements in the last decade due to heavy
bandwidth demand from data center applications.

More recently, as both the single core frequency scaling
and multi-core architecture scaling are slowing down [21, 69],
a new research trend in distributed systems is to leverage Re-
mote Direct Memory Access (RDMA) technology on NIC to
reduce network processing cost. One line of research [36, 37]
uses two-sided RDMA to accelerate communication (Fig-
ure 1a). KVS built with this approach are bounded by CPU
performance of the KVS servers. Another line of research
uses one-sided RDMA to bypass remote CPU and shift KV
processing workload to clients [18, 55] (Figure 1b). This
approach achieves better GET performance but degrades per-
formance for PUT operations due to high communication
and synchronization overhead. Due to lack of transactional
support, the abstraction provided by RDMA is not a perfect
fit for building efficient KVS.

In the meantime, another trend is emerging in data center
hardware evolution. More and more servers in data centers
are now equipped with programmable NICs [10, 27, 64]. At
the heart of a programmable NIC is a field-programmable
gate array (FPGA) with an embedded NIC chip to connect
to the network and a PCIe connector to attach to the server.
Programmable NIC is initially designed to enable network
virtualization [24, 44]. However, many found that FPGA
resources can be used to offload some workloads of CPU and
significantly reduce CPU resource usage [14, 30, 52, 60]. Our
work takes this general approach.

We present KV-Direct, a new in-memory key-value system
that takes advantage of programmable NIC in data center. KV-
Direct, as its name implies, directly fetches data and applies
updates in the host memory to serve KV requests, bypass-
ing host CPU (Figure 1c). KV-Direct extends the RDMA
primitives from memory operations (READ and WRITE) to
key-value operations (GET, PUT, DELETE and ATOMIC
ops). Compared with one-sided RDMA based systems, KV-
Direct deals with the consistency and synchronization issues
at server-side, thus removes computation overhead in client

and reduces network traffic. In addition, to support vector-
based operations and reduce network traffic, KV-Direct also
provides new vector primitives UPDATE, REDUCE, and
FILTER, allowing users to define active messages [19] and
delegate certain computation to programmable NIC for effi-
ciency.

Since the key-value operations are offloaded to the pro-
grammable NIC, we focus our design on optimizing the PCIe
traffic between the NIC and host memory. KV-Direct adopts
a series of optimizations to fully utilize PCIe bandwidth and
hide latency. Firstly, we design a new hash table and mem-
ory allocator to leverage parallelism available in FPGA and
minimize the number of PCIe DMA requests. On average,
KV-Direct achieves close to one PCIe DMA per READ oper-
ation and two PCIe DMAs per WRITE operation. Secondly,
to guarantee consistency among dependent KV operations,
KV-Direct includes an out-of-order execution engine to track
operation dependencies while maximizing the throughput of
independent requests. Thirdly, KV-Direct exploits on-board
DRAM buffer available on programmable NIC by implement-
ing a hardware-based load dispatcher and caching component
in FPGA to fully utilize on-board DRAM bandwidth and
capacity.

A single NIC KV-Direct is able to achieve up to 180 M KV
operations per second (Ops), equivalent to the throughput of
36 CPU cores [47]. Compared with state-of-art CPU KVS
implementations, KV-Direct reduces tail latency to as low as
10 µs while achieving a 3x improvement on power efficiency.
Moreover, KV-Direct can achieve near linear scalability with
multiple NICs. With 10 programmable NIC cards in a server,
we achieve 1.22 billion KV operations per second in a single
commodity server, which is more than an order of magnitude
improvement over existing systems.

KV-Direct supports general atomic operations up to 180 Mops,
equal to normal KV operation and significantly outperforms
the number reported in state-of-art RDMA-based system:
2.24 Mops [36]. The atomic operation agnostic performance
is mainly a result of our out-of-order execution engine that
can efficiently track the dependency among KV operations
without explicitly stalling the pipeline.

138



KV-Direct SOSP ’17, October 28, 2017, Shanghai, China

2 BACKGROUND
2.1 Workload Shift in KVS
Historically, KVS such as Memcached [25] gained popular-
ity as an object caching system for web services. In the
era of in-memory computation, KVS goes beyond caching
and becomes an infrastructure service to store shared data
structure in a distributed system. Many data structures can
be expressed in a key-value hash table, e.g., data indexes in
NoSQL databases [12], model parameters in machine learn-
ing [46], nodes and edges in graph computing [67, 74] and
sequencers in distributed synchronization [37, 45].

The workload shifts from object cache to generic data
structure store implies several design goals for KVS.

High batch throughput for small KV. In-memory compu-
tations typically access small key-value pairs in large batches,
e.g., sparse parameters in linear regression [48, 74] or all
neighbor nodes in graph traversal [67], therefore a KVS
should be able to benefit from batching and pipelining.

Predictable low latency. For many data-parallel compu-
tation tasks, the latency of an iteration is determined by the
slowest operations [59]. Therefore, it is important to control
the tail latency of KVS. CPU based implementations often
have large fluctuations under heavy load due to scheduling
irregularities and inflated buffering.

High efficiency under write-intensive workload. For
cache workloads, KVS often has much more reads than
writes [3], but it is no longer the case for distributed compu-
tation workloads such as graph computation [61], parameter
servers [46]. These workloads favor hash table structures that
can handle both read and write operations efficiently.

Fast atomic operations. Atomic operations on several
extremely popular keys appear in applications such as central-
ized schedulers [63], sequencers [37, 45], counters [76] and
short-term values in web applications [3]. This requires high
throughput on single-key atomics.

Support vector-type operations. Machine learning and
graph computing workloads [46, 67, 74] often require oper-
ating on every element in a vector, e.g., incrementing every
element in a vector with a scalar or reducing a vector into the
sum of its elements. KVS without vector support requires
the client to either issue one KVS operation per element, or
retrieve the vector back to the client and perform the opera-
tion. Supporting vector data type and operations in KVS can
greatly reduce network communication and CPU computation
overhead.

2.2 Achilles’ Heel of High-Performance KVS
Systems

Building a high performance KVS is a non-trivial exercise of
optimizing various software and hardware components in a
computer system. Characterized by where the KV processing

takes place, state-of-the-art high-performance KVS systems
basically falls into three categories: on the CPU of KVS server
(Figure 1a), on KVS clients (Figure 1b) or on a hardware
accelerator (Figure 1c).

When pushed to the limit, in high performance KVS sys-
tems the throughput bottleneck can be attributed to the com-
putation in KV operation and the latency in random memory
access. CPU-based KVS needs to spend CPU cycles for key
comparison and hash slot computation. Moreover, KVS hash
table is orders of magnitude larger than the CPU cache, there-
fore the memory access latency is dominated by cache miss
latency for practical access patterns.

By our measurement, a 64-byte random read latency for a
contemporary computer is ∼110 ns. A CPU core can issue
several memory access instructions concurrently when they
fall in the instruction window, limited by the number of load-
store units in a core (measured to be 3∼4 in our CPU) [26, 28,
75]. In our CPU, we measure a max throughput of 29.3 M
random 64B access per second per core. On the other hand,
an operation to access 64-byte KV pair typically requires
∼100 ns computation or ∼500 instructions, which is too large
to fit in the instruction window (measured to be 100∼200).
When interleaved with computation, the performance of a
CPU core degrades to only 5.5 M KV operations per second
(Mops). An optimization is to batch memory accesses in a
KV store by clustering the computation for several operations
together before issuing the memory access all at once [47, 56].
This improves the per-core throughput to 7.9 MOps in our
CPU, which is still far less than the random 64B throughput
of host DRAM.

Observing the limited capacity of CPU in KV processing,
recent work [18, 55, 70] leverage one-sided RDMA to of-
fload KV processing to clients and effectively using the KVS
server as a shared memory pool. Despite the high message
rate (8∼150 Mops [37]) provided by RDMA NICs, it is chal-
lenging to find an efficient match between RDMA primitives
and key-value operations. For a write (PUT or atomic) op-
eration, multiple network round-trips and multiple memory
accesses may be required to query the hash index, handle
hash collisions and allocate variable-size memory. RDMA
does not support transactions. Clients must synchronize with
each other to ensure consistency using RDMA atomics or dis-
tributed atomic broadcast [70], both incurring communication
overhead and synchronization latency [18, 55]. Therefore,
most RDMA-based KVS [18, 36, 55] recommend using one-
sided RDMA for GET operations only. For PUT operations,
they fall back to the server CPU. The throughput of write-
intensive workload is still bottlenecked by CPU cores.

2.3 Programmable NIC with FPGA
Ten years ago, processor frequency scaling slowed down and
people turned to multi-core and concurrency [69]. Nowadays,
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Figure 2: Programmable NIC with FPGA.
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Figure 3: PCIe random DMA performance.

power ceiling implies that multi-core scaling has also met
difficulties [22]. People are now turning to domain-specific
architectures (DSAs) for better performance.

Due to the increasing mismatch of network speed and
CPU network processing capacity, programmable NICs with
FPGA [10, 24, 27, 44] now witness large-scale deployment
in datacenters. As shown in Figure 2, the heart of the pro-
grammable NIC we use is an FPGA, with an embedded NIC
chip to connect to the network. Programmable NICs typically
come with on-board DRAM as packet buffers and runtime
memory for NIC firmware [44], but the DRAM is typically
not large enough to hold the entire key-value store.

2.4 Challenges for Remote Direct Key-Value
Access

KV-Direct moves KV processing from the CPU to the pro-
grammable NIC in the server (Figure 1c). Same as RDMA,
the KV-Direct NIC accesses host memory via PCIe. PCIe is
a packet switched network with ∼500 ns round-trip latency
and 7.87 GB/s theoretical bandwidth per Gen3 x8 endpoint.
On the latency side, for our programmable NIC, the cached
PCIe DMA read latency is 800 ns due to additional processing
delay in FPGA. For random non-cached DMA read, there
is an additional 250 ns average latency (Figure 3b) due to
DRAM access, DRAM refresh and PCIe response reordering
in PCIe DMA engine. On the throughput side, each DMA
read or write operation needs a PCIe transport-layer packet
(TLP) with 26-byte header and padding for 64-bit addressing.
For a PCIe Gen3 x8 NIC to access host memory in 64-byte
granularity, the theoretical throughput is therefore 5.6 GB/s,
or 87 Mops.

To saturate PCIe Gen3 x8 with 64-byte DMA requests,
92 concurrent DMA requests are needed considering our
latency of 1050 ns. In practice, two factors further limit the
concurrency of DMA requests. First, PCIe credit-based flow
control constrains the number of in-flight requests for each
DMA type. The PCIe root complex in our server advertises
88 TLP posted header credits for DMA write and 84 TLP
non-posted header credits for DMA read. Second, DMA
read requires assigning a unique PCIe tag to identify DMA
responses which may come out of order. The DMA engine
in our FPGA only support 64 PCIe tags, further limiting
our DMA read concurrency to 64 requests, which renders
a throughput of 60 Mops as shown in Figure 3a. On the
other hand, with 40 Gbps network and 64-byte KV pairs, the
throughput ceiling is 78 Mops with client-side batching. In
order to saturate the network with GET operations, the KVS
on NIC must make full use of PCIe bandwidth and achieve
close to one average memory access per GET. This boils
down to three challenges:

Minimize DMA requests per KV operation. Hash table
and memory allocation are two major components in KVS
that require random memory access. Previous works pro-
pose hash tables [9, 18] with close to 1 memory access per
GET operation even under high load factors. However, un-
der higher than 50% load factor, these tables need multiple
memory accesses per PUT operation on average with large
variance. This not only consumes PCIe throughput, but also
leads to latency variations for write-intensive workloads.

In addition to hash table lookup, dynamic memory alloca-
tion is required to store variable-length KVs that cannot be
inlined in the hash table. Minimizing hash table lookups per
KV operation and memory accesses per memory allocation
is essential for matching PCIe and network throughput under
write-intensive, small-KV workloads.

Hide PCIe latency while maintaining consistency. An
efficient KVS on NIC must pipeline KV operations and DMA
requests to hide the PCIe latency. However, KV operations
may have dependencies. A GET following PUT on a same
key needs to return the updated value. This requires tracking
KV operations being processed and stall the pipeline on data
hazard, or better, design an out-of-order executor to resolve
data dependency without explicitly stalling the pipeline.

Dispatch load between NIC DRAM and host memory.
An obvious idea is to use the DRAM on NIC as a cache
for host memory, but in our NIC, the DRAM throughput
(12.8 GB/s) is on par with the achievable throughput (13.2 GB/s)
of two PCIe Gen3 x8 endpoints. It is more desirable to dis-
tribute memory access between DRAM and host memory in
order to utilize both of their bandwidths. However, the on-
board DRAM is small (4 GiB) compared to the host memory
(64 GiB), calling for a hybrid caching and load-dispatching
approach.
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Table 1: KV-Direct operations.

get (k)→ v Get the value of key k.

put (k,v)→ bool Insert or replace a (k,v) pair.

delete (k)→ bool Delete key k.

update scalar2scalar
(k,∆, λ(v,∆) → v)
→ v

Atomically update the value of key k
using function λ on scalar ∆, and return
the original value.

update scalar2vector
(k,∆, λ(v,∆) → v)
→ [v]

Atomically update all elements in vec-
tor k using function λ and scalar ∆, and
return the original vector.

update vector2vector
(k, [∆], λ(v,∆) → v)
→ [v]

Atomically update each element in vec-
tor k using function λ on the correspond-
ing element in vector [∆], and return the
original vector.

reduce
(k, Σ, λ(v, Σ) → Σ)
→ Σ

Reduce vector k to a scalar using func-
tion λ on initial value, and return the
reduction result Σ.

filter (k, λ(v) → bool)
→ [v]

Filter elements in a vector k by func-
tion λ, and return the filtered vector.

In the following, we will present KV-Direct, a novel FPGA-
based key-value store that satisfies all aforementioned goals
and describe how we address the challenges.

3 DESIGN
3.1 System Architecture
KV-Direct enables remote direct key-value access. Clients
send KV-Direct operations (§3.2) to KVS server while the
programmable NIC processes the requests and sending back
results, bypassing the CPU. The programmable NIC on KVS
server is an FPGA reconfigured as a KV processor (§3.3).
Figure 2 shows the architecture of KV-Direct.

3.2 KV-Direct Operations
KV-Direct extends one-sided RDMA operations to key-value
operations, as summarized in Table 1. In addition to stan-
dard KVS operations as shown in the top part of Table 1,
KV-Direct supports two types of vector operations: Sending a
scalar to the NIC on the server and the NIC applies the update
to each element in the vector; or send a vector to the server
and the NIC updates the original vector element-by-element.
Furthermore, KV-Direct supports user-defined update func-
tions as a generalization to atomic operations. The update
function needs to be pre-registered and compiled to hardware
logic before executing. KV operations with user-defined up-
date functions are similar to active messages [19], saving
communication and synchronization cost.

Figure 4: KV processor architecture.

When a vector operation update, reduce or filter is operated
on a key, its value is treated as an array of fixed-bit-width ele-
ments. Each function λ operates on one element in the vector,
a client-specified parameter ∆, and/or an initial value Σ for
reduction. The KV-Direct development toolchain duplicates
the λ several times to leverage parallelism in FPGA and match
computation throughput with PCIe throughput, then compiles
it into reconfigurable hardware logic using an high-level syn-
thesis (HLS) tool [2]. The HLS tool automatically extracts
data dependencies in the duplicated function and generates a
fully pipelined programmable logic.

Update operations with user-defined functions are capable
of general stream processing on a vector value. For example,
a network processing application may interpret the vector as
a stream of packets for network functions [44] or a bunch
of states for packet transactions [68]. Single-object trans-
action processing completely in the programmable NIC is
also possible, e.g., wrapping around S QUANTITY in TPC-C
benchmark [16]. Vector reduce operation supports neighbor
weight accumulation in PageRank [61]. Non-zero values in a
sparse vector can be fetched with vector filter operation.

3.3 KV Processor
As shown in Figure 4, the KV processor in FPGA receives
packets from the network, decodes vector operations and
buffers KV operations in the reservation station (§3.3.3).
Next, the out-of-order engine (§3.3.3) issues independent
KV operations from reservation station into the operation
decoder. Depending on the operation type, the KV processor
looks up the hash table (§3.3.1) and executes the correspond-
ing operations. To minimize the number of memory accesses,
small KV pairs are stored inline in the hash table, others
are stored in dynamically allocated memory from the slab
memory allocator (§3.3.2). Both the hash index and the slab-
allocated memory are managed by a unified memory access
engine (§3.3.4), which accesses the host memory via PCIe
DMA and caches a portion of host memory in NIC DRAM.
After the KV operation completes, the result is sent back to
the out-of-order execution engine (§3.3.3) to find and execute
matching KV operations in reservation station.
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Figure 5: Hash index structure. Each line is a hash
bucket containing 10 hash slots, 3 bits of slab memory
type per hash slot, one bitmap marking the beginning
and end of inline KV pairs and a pointer to the next
chained bucket on hash collision.

As discussed in §2.4, the scarcity of PCIe operation through-
put requires the KV processor to be frugal on DMA accesses.
For GET operation, at least one memory read is required. For
PUT or DELETE operation, one read and one write are min-
imal for hash tables. Log-based data structures can achieve
one write per PUT, but it sacrifices GET performance. KV-
Direct carefully designs the hash table to achieve close to
ideal DMA accesses per lookup and insertion, as well as the
memory allocator to achieve < 0.1 amortized DMA opera-
tions per dynamic memory allocation.

3.3.1 Hash Table. To store variable-sized KVs, the KV
storage is partitioned into two parts. The first part is a hash
index (Figure 5), which consists a fixed number of hash buck-
ets. Each hash bucket contains several hash slots and some
metadata. The rest of the memory is dynamically allocated,
and managed by a slab allocator (§3.3.2). A hash index ratio
configured at initialization time determines the percentage
of the memory allocated for hash index. The choice of hash
index ratio will be discussed in §5.1.1.

Each hash slot includes a pointer to the KV data in dynam-
ically allocated memory and a secondary hash. Secondary
hash is an optimization that enables parallel inline checking.
The key is always checked to ensure correctness, at the cost
of one additional memory access. Assuming a 64 GiB KV
storage in host memory and 32-byte allocation granularity (a
trade-off between internal fragmentation and allocation meta-
data overhead), the pointer requires 31 bits. A secondary hash
of 9 bits gives a 1/512 false positive probability. Cumulatively,
the hash slot size is 5 bytes. To determine the hash bucket
size, we need to trade-off between the number of hash slots
per bucket and the DMA throughput. Figure 3a shows that
the DMA read throughput below 64B granularity is bound by
PCIe latency and parallelism in the DMA engine. A bucket
size less than 64B is suboptimal due to increased possibility
of hash collision. On the other hand, increasing the bucket
size above 64B would decrease hash lookup throughput. So
we choose the bucket size to be 64 bytes.

KV size is the combined size of key and value. KVs smaller
than a threshold are stored inline in the hash index to save the
additional memory access to fetch KV data. An inline KV
may span multiple hash slots, whose pointer and secondary
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hash fields are re-purposed for storing KV data. It might not
be optimal to inline all KVs that can fit in a bucket. To mini-
mize average access time, assuming that smaller and larger
keys are equally likely to be accessed, it is more desirable
to inline KVs smaller than an inline threshold. To quantify
the portion of used buckets in all buckets, we use memory
utilization instead of load factor, because it relates more to the
number of KVs that can fit in a fixed amount of memory. As
shown in Figure 6, for a certain inline threshold, the average
memory access count increases with memory utilization, due
to more hash collisions. Higher inline threshold shows a more
steep growth curve of memory access count, so an optimal
inline threshold can be found to minimize memory accesses
under a given memory utilization. As with hash index ratio,
the inline threshold can also be configured at initialization
time.

When all slots in a bucket are filled up, there are several
solutions to resolve hash collisions. Cuckoo hashing [62] and
hopscotch hashing [29] guarantee constant-time lookup by
moving occupied slots during insertion. However, in write-
intensive workload, the memory access time under high load
factor would experience large fluctuations. Linear probing
may suffer from primary clustering, therefore its performance
is sensitive to the uniformity of hash function. We choose
chaining to resolve hash conflicts, which balances lookup and
insertion, while being more robust to hash clustering.

3.3.2 Slab Memory Allocator. Chained hash slots and
non-inline KVs need dynamic memory allocation. We choose
slab memory allocator [7] to achieve O(1) average memory
access per allocation and deallocation. The main slab allo-
cator logic runs on host CPU and communicates with the
KV-processor through PCIe. Slab allocator rounds up allo-
cation size to the nearest power of two, called slab size. It
maintains a free slab pool for each possible slab size (32,
64, . . . , 512 bytes), and a global allocation bitmap to help to
merge small free slabs back to larger slabs. Each free slab
pool is an array of slab entries consisting of an address field
and a slab type field indicating the size of the slab entry. The
free slab pool can be cached on the NIC. The cache syncs
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with the host memory in batches of slab entries. Amortized
by batching, less than 0.07 DMA operation is needed per
allocation or deallocation. When a small slab pool is almost
empty, larger slabs need to be split. Because the slab type is
already included in a slab entry, in slab splitting, slab entries
are simply copied from the larger pool to the smaller pool,
without the need for computation. Including slab type in the
slab entry also saves communication cost because one slab
entry may contain multiple slots.

On deallocation, the slab allocator needs to check whether
the freed slab can be merged with its neighbor, requiring at
least one read and write to the allocation bitmap. Inspired by
garbage collection, we propose lazy slab merging to merge
free slabs in batch when a slab pool is almost empty and no
larger slab pools have enough slabs to split.

3.3.3 Out-of-Order Execution Engine. Dependency
between two KV operations with the same key in the KV
processor will lead to data hazard and pipeline stall. This
problem is magnified in single-key atomics where all opera-
tions are dependent, thus limiting the atomics throughput. We
borrow the concept of dynamic scheduling from computer
architecture and implement a reservation station to track all
in-flight KV operations and their execution context. To sat-
urate PCIe, DRAM and the processing pipeline, up to 256
in-flight KV operations are needed. However, comparing 256
16-byte keys in parallel would take 40% logic resource of
our FPGA. Instead, we store the KV operations in a small
hash table in on-chip BRAM, indexed by the hash of the key.
To simplify hash collision resolution, we regard KV opera-
tions with the same hash as dependent, so there may be false
positives, but it will never miss a dependency. Operations
with the same hash are organized in a chain and examined
sequentially. Hash collision would degrade the efficiency of
chain examination, so the reservation station contains 1024
hash slots to make hash collision probability below 25%.

The reservation station not only holds pending operations,
but also caches their latest values for data forwarding. When
a KV operation is completed by the main processing pipeline,
its result is returned to the client, and the latest value is for-
warded to the reservation station. Pending operations in the
same hash slot are checked one by one, and operations with
matching key are executed immediately and removed from
the reservation station. For atomic operations, the computa-
tion is performed in a dedicated execution engine. For write
operations, the cached value is updated. The execution result
is returned to the client directly. After scanning through the
chain of dependent operations, if the cached value is updated,
a PUT operation is issued to the main processing pipeline for
cache write back. This data forwarding and fast execution
path enable single-key atomics to be processed one operation
per clock cycle (180 Mops), eliminate head-of-line blocking

Figure 7: DRAM load dispatcher.
under workload with popular keys, and ensure consistency
because no two operations on the same key can be in the main
processing pipeline simultaneously.

3.3.4 DRAM Load Dispatcher. To further save the bur-
den on PCIe, we dispatch memory accesses between PCIe and
the NIC on-board DRAM. Our NIC DRAM has 4 GiB size
and 12.8 GB/s throughput, which is an order of magnitude
smaller than the KVS storage on host DRAM (64 GiB) and
slightly slower than the PCIe link (14 GB/s). One approach
is to put a fixed portion of the KVS in NIC DRAM. However,
the NIC DRAM is too small to carry a significant portion
of memory accesses. The other approach is to use the NIC
DRAM as a cache for host memory, the throughput would
degrade due to the limited throughput of our NIC DRAM.

We adopt a hybrid solution to use the DRAM as a cache
for a fixed portion of the KVS in host memory, as shown in
Figure 7. The cache-able part is determined by the hash of
memory address, in granularity of 64 bytes. The hash function
is selected so that a bucket in hash index and a dynamically
allocated slab have an equal probability of being cache-able.
The portion of cache-able part in entire host memory is called
load dispatch ratio (l). Assume the cache hit probability is
h(l). To balance load on PCIe and NIC DRAM, the load
dispatch ratio l should be optimized so that:

l

tputDRAM
=
(1 − l) + l · (1 − h(l))

tputPCIe

let k be the ratio of NIC memory size and host mem-
ory size. Under uniform workload, cache hit probability
h(l) = NIC memory size

cache-able corpus size =
k
l when k ≤ l . Caching under

uniform workload is not efficient. Under long-tail workload
with Zipf distribution, assume n is the total number of KVs,
approximately h(l) = log(NIC memory size)

log(cache-able corpus size) =
log(kn)
log(ln) when

k ≤ l . Under long-tail workload, the cache hit probability is
as high as 0.7 with 1M cache in 1G corpus. An optimal l can
be solved numerically, as discussed in §6.3.1.

4 IMPLEMENTATION
Our hardware platform is built on an Intel Stratix V FPGA
based programmable NIC (§2.3). The programmable NIC
is attached to the server through two PCIe Gen3 x8 links in
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Figure 8: Slab memory allocator.

a bifurcated x16 physical connector, and contains 4 GiB of
on-board DRAM with a single DDR3-1600 channel.

For development efficiency, we use Intel FPGA SDK for
OpenCL [2] to synthesize hardware logic from OpenCL. Our
KV processor is implemented in 11K lines of OpenCL code
and all kernels are fully pipelined, i.e., the throughput is one
operation per clock cycle. With 180 MHz clock frequency,
our design can process KV operations at 180 M op/s if not
bottlenecked by network, DRAM or PCIe.

Below highlights several implementation details.
Slab Memory Allocator. As shown in Figure 8, for each

slab size, the slab cache on the NIC is synchronized with
host DRAM using two double-ended stacks. For the NIC-
side double-ended stack (left side in Figure 8), the left end is
popped and pushed by the allocator and deallocator, and the
right end is synchronized with the left end of the correspond-
ing host-side stack via DMA. The NIC monitors the size of
NIC stack and synchronizes to or from the host stack accord-
ing to high and low watermarks. Host daemon periodically
checks the size of host-side double-ended stack. If it grows
above a high watermark, slab merging is triggered; when
it drops below a low watermark, slab splitting is triggered.
Because each end of a stack is either accessed by the NIC or
the host, and the data is accessed prior to moving pointers,
race conditions would not occur.

DRAM Load Dispatcher. One technical challenge is the
storage of metadata in DRAM cache, which requires addi-
tional 4 address bits and one dirty flag per 64-byte cache
line. Cache valid bit is not needed because all KVS storage is
accessed exclusively by the NIC. To store the 5 metadata bits
per cache line, extending the cache line to 65 bytes would re-
duce DRAM performance due to unaligned access; saving the
metadata elsewhere will double memory accesses. Instead,
we leverage spare bits in ECC DRAM for metadata storage.
ECC DRAM typically has 8 ECC bits per 64 bits of data. For
Hamming code to correct one bit of error in 64 bits of data,
only 7 additional bits are required. The 8th ECC bit is a parity
bit for detecting double-bit errors. As we access DRAM in
64-byte granularity and alignment, there are 8 parity bits per
64B data. We increase the parity checking granularity from
64 data bits to 256 data bits, so double-bit errors can still be
detected. This allows us to have 6 extra bits which can save
our address bits and dirty flag.
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Figure 9: Memory access count under different memory uti-
lizations or hash index ratio.

Vector Operation Decoder. Compared with PCIe, net-
work is a more scarce resource with lower bandwidth (5 GB/s)
and higher latency (2 µs). An RDMA write packet over Eth-
ernet has 88 bytes of header and padding overhead, while a
PCIe TLP packet has only 26 bytes of overhead. This is why
previous FPGA-based key-value stores [5, 6] have not satu-
rated the PCIe bandwidth, although their hash table designs
are less efficient than KV-Direct. This calls for client-side
batching in two aspects: batching multiple KV operations
in one packet and supporting vector operations for a more
compact representation. Towards this end, we implement a
decoder in the KV-engine to unpack multiple KV operations
from a single RDMA packet. Observing that many KVs have
a same size or repetitive values, the KV format includes two
flag bits to allow copying key and value size, or the value of
the previous KV in the packet. Fortunately, many significant
workloads (e.g. graph traversal, parameter server) can issue
KV operations in batches. Looking forward, batching would
be unnecessary if higher-bandwidth network is available.

5 EVALUATION
In this section, we first take a reductionist perspective to
support our design choices with microbenchmarks of key
components, then switch to a holistic approach to demonstrate
the overall performance of KV-Direct in system benchmark.

We evaluate KV-Direct in a testbed of eight servers and
one Arista DCS-7060CX-32S switch. Each server equips
two 8 core Xeon E5-2650 v2 CPUs with hyper-threading
disabled, forming two NUMA nodes connected through QPI
Link. Each NUMA node is populated with 8 DIMMs of
8 GiB Samsung DDR3-1333 ECC RAM, resulting a total of
128 GiB of host memory on each server. A programmable
NIC [10] is connected to the PCIe root complex of CPU
0, and its 40 Gbps Ethernet port is connected to the switch.
The programmable NIC has two PCIe Gen3 x8 links in a
bifurcated Gen3 x16 physical connector. The tested server
equips SuperMicro X9DRG-QF motherboard and one 120 GB
SATA SSD running Archlinux (kernel 4.11.9-1).

For system benchmark, we use YCSB workload [15]. For
skewed Zipf workload, we choose skewness 0.99 and refer it
as long-tail workload.

144



KV-Direct SOSP ’17, October 28, 2017, Shanghai, China

Figure 10: Determine the optimal hash index ratio for a
required memory utilization and KV size.
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(a) 10B GET.
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(b) 10B PUT.
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(c) 254B GET.
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Figure 11: Memory accesses per KV operation.

5.1 Microbenchmarks
5.1.1 Hash Table. There are two free parameters in our

hash table design: (1) inline threshold, (2) the ratio of hash
index in the entire memory space. As shown in Figure 9a,
when hash index ratio grows, more KV pairs can be stored in-
line, yielding a lower average memory access time. Figure 9b
shows the increase of memory accesses as more memory is
utilized. As shown in Figure 10, the maximal achievable
memory utilization drops under higher hash index ratio, be-
cause less memory is available for dynamic allocation. Conse-
quently, aiming to accommodate the entire corpus in a given
memory size, the hash index ratio has an upper bound. We
choose this upper bound and get a minimal average memory
access times, shown as the dashed line in Figure 10.

In Figure 11, we plot the number of memory accesses per
GET and PUT operation for three possible hash table designs:
chaining in KV-Direct, bucket cuckoo hashing in MemC3 [23]
and chain-associative hopscotch hashing in FaRM [18]. For
KV-Direct, we make the optimal choice of inline threshold
and hash index ratio for the given KV size and memory uti-
lization requirement. For cuckoo and hopscotch hashing, we
assume that keys are inlined and can be compared in parallel,
while the values are stored in dynamically allocated slabs.
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Figure 12: Execution time of merging 4 billion slab slots.

Since the hash table of MemC3 and FaRM cannot support
more than 55% memory utilization for 10B KV size, the three
rightmost bars in Figure 11a and Figure 11b only show the
performance of KV-Direct.

For inline KVs, KV-Direct has close to 1 memory access
per GET and close to 2 memory accesses per PUT under
non-extreme memory utilizations. GET and PUT for non-
inline KVs have one additional memory access. Comparing
KV-Direct and chained hopscotch hashing under high mem-
ory utilization, hopscotch hashing performs better in GET,
but significantly worse in PUT. Although KV-Direct cannot
guarantee worst case DMA accesses, we strike for a balance
between GET and PUT. Cuckoo hashing needs to access up to
two hash slots on GET, therefore has more memory accesses
than KV-Direct under most memory utilizations. Under high
memory utilization, cuckoo hashing incurs large fluctuations
in memory access times per PUT.

5.1.2 Slab Memory Allocator. The communication over-
head of slab memory allocator comes from the NIC accessing
available slab queues in host memory. To sustain the maximal
throughput of 180M operations per second, in the worst case,
180M slab slots need to be transferred, consuming 720 MB/s
PCIe throughput, i.e., 5% of total PCIe throughput of our
NIC.

The computation overhead of slab memory allocator comes
from slab splitting and merging on host CPU. Fortunately,
they are not frequently invoked. For workloads with stable
KV size distributions, newly freed slab slots are reused by
subsequent allocations, therefore does not trigger splitting
and merging.

Slab splitting requires moving continuous slab entries from
one slab queue to another. When the workload shifts from
large KV to small KV, in the worst case the CPU needs to
move 90M slab entries per second, which only utilizes 10%
of a core because it is simply continuous memory copy.

Merging free slab slots to larger slots is rather a time-
consuming task, because it involves filling the allocation
bitmap with potentially random offsets and thus requiring
random memory accesses. To sort the addresses of free slabs
and merge continuous ones, radix sort [66] scales better to
multiple cores than simple bitmap. As shown in Figure 12,
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Figure 13: Effectiveness of out-of-order execution engine.

merging all 4 billion free slab slots in a 16 GiB vector requires
30 seconds on a single core, or only 1.8 seconds on 32 cores
using radix sort [66]. Although garbage collecting free slab
slots takes seconds, it runs in background without stalling
the slab allocator, and practically only triggered when the
workload shifts from small KV to large KV.

5.1.3 Out-of-Order Execution Engine. We evaluate
the effectiveness of out-of-order execution by comparing the
throughput with the simple approach that stalls the pipeline
on key conflict, under atomics and long-tail workload. One-
sided RDMA and two-sided RDMA [37] throughputs are also
shown as baselines.

Without this engine, an atomic operation needs to wait
for PCIe latency and processing delay in the NIC, during
which subsequent atomic operations on the same key cannot
be executed. This renders a single-key atomics throughput of
0.94 Mops in Figure 13a, consistent with 2.24 Mops measured
from an RDMA NIC [37]. The higher throughput of RDMA
NIC can be attributed to its higher clock frequency and lower
processing delay. With out-of-order execution, single-key
atomic operations in KV-Direct can be processed at peak
throughput, i.e., one operation per clock cycle. In MICA [51],
single-key atomics throughput cannot scale beyond a single
core. Atomic fetch-and-add can be spread to multiple cores
in [37], but it relies on the commutativity among the atomics
and therefore does not apply to non-commutative atomics
such as compare-and-swap.

With out-of-order execution, single-key atomics through-
put improves by 191x and reaches the clock frequency bound
of 180 Mops. When the atomic operations spread uniformly
among multiple keys, the throughput of one-sided RDMA,
two-sided RDMA and KV-Direct without out-of-order execu-
tion grow linearly with the number of keys, but still far from
the optimal throughput of KV-Direct.

Figure 13b shows the throughput under the long-tail work-
load. Recall that the pipeline is stalled when a PUT operation
finds any in-flight operation with the same key. The long-tail
workload has multiple extremely popular keys, so it is likely
that two operations with the same popular key arrive closely
in time. With higher PUT ratio, it is more likely that at least
one of the two operations is a PUT, therefore triggering a
pipeline stall.
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Figure 14: DMA throughput with load dispatch (load dis-
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Vector Size (B) 64 128 256 512 1024
Vector update with return 11.52 11.52 11.52 11.52 11.52
Vector update without return 4.37 4.53 4.62 4.66 4.68
One key per element 2.09 2.09 2.09 2.09 2.09
Fetch to client 0.03 0.06 0.12 0.24 0.46

Table 2: Throughput (GB/s) of vector operations with
vector update or alternatives.
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Figure 15: Efficiency of network batching.

5.1.4 DRAM Load Dispatcher. Figure 14 shows the
throughput improvement of DRAM load dispatch over the
baseline of using PCIe only. Under uniform workload, the
caching effect of DRAM is negligible because its size is only
6% of host KVS memory. Under long-tail workload, ∼30% of
memory accesses are served by the DRAM cache. Overall, the
memory access throughput for 95% and 100% GET achieves
the 180 Mops clock frequency bound. However, if DRAM is
simply used as a cache, the throughput would be adversely
impacted because the DRAM throughput is lower than PCIe
throughput.

5.1.5 Vector Operation Decoder. To evaluate the effi-
ciency of vector operations in KV-Direct, Table 2 compares
the throughput of atomic vector increment with two alterna-
tive approaches: (1) If each element is stored as a unique
key, the bottleneck is the network to transfer the KV oper-
ations. (2) If the vector is stored as a large opaque value,
retrieving the vector to the client also overwhelms the net-
work. Additionally, the two alternatives in Table 2 do not
ensure consistency within the vector. Adding synchronization
would incur further overhead.

KV-Direct client packs KV operations in network packets
to mitigate packet header overhead. Figure 15 shows that
network batching increases network throughput by up to 4x,
while keeping networking latency below 3.5 µs.
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Figure 16: Throughput of KV-Direct under YCSB work-
load.

5.2 System Benchmark
5.2.1 Methodology. Before each benchmark, we tune

hash index ratio, inline threshold and load dispatch ratio ac-
cording to the KV size, access pattern and target memory
utilization. Then we generate random KV pairs with a given
size. The key size in a given inline KV size is irrelevant to
the performance of KV-Direct, because the key is padded to
the longest possible inline KV size during processing. To
test inline case, we use KV size that is a multiple of slot size
(when size ≤ 50, i.e. 10 slots). To test non-inline case, we use
KV size that is a power of two minus 2 bytes (for metadata).
As the last step of preparation, we issue PUT operations to
insert the KV pairs into an idle KVS until 50% memory uti-
lization. The performance under other memory utilizations
can be derived from Figure 11.

During benchmark, we use an FPGA-based packet genera-
tor [44] in the same ToR to generate batched KV operations,
send them to the KV server, receive completions and measure
sustainable throughput and latency. The processing delay of
the packet generator is pre-calibrated via direct loop-back and
removed from latency measurements. Error bars represent
the 5th and 95th percentile.

5.2.2 Throughput. Figure 16 shows the throughput of
KV-Direct under YCSB uniform and long-tail (skewed Zipf)
workload. Three factors may be the bottleneck of KV-Direct:
clock frequency, network and PCIe/DRAM. For 5B∼15B
KVs inlined in the hash index, most GETs require one PCIe/-
DRAM access and PUTs require two PCIe/DRAM accesses.
Such tiny KVs are prevalent in many systems. In PageRank,
the KV size for an edge is 8B. In sparse logistic regression,
the KV size is typically 8B-16B. For sequencers and locks in
distributed systems, the KV size is 8B.

Under same memory utilization, larger inline KVs have
lower throughput, due to a higher probability of hash colli-
sion. 62B and larger KVs are not inlined, so they require an
additional memory access. Long-tail workload has higher
throughput than uniform workload and able to reach the clock
frequency bound of 180 Mops under read-intensive workload,
or reach the network throughput bound for ≥62B KV sizes.
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Figure 17: Latency of KV-Direct under peak throughput
of YCSB workload.
Under long-tail workload, the out-of-order execution engine
merges up to ∼15% operations on the most popular keys, and
the NIC DRAM has ∼60% cache hit rate under 60% load
dispatch ratio, which collectively lead to up to 2x throughput
as uniform workload. As shown in Table 3, the throughput of
a KV-Direct NIC is on-par with a state-of-the-art KVS server
with tens of CPU cores.

5.2.3 Power efficiency. When the KV-Direct server is at
peak throughput, the system power is 121.4 watts (measured
on the wall). Compared with state-of-the-art KVS systems in
Table 3, KV-Direct is 3x more power efficient than other sys-
tems, being the first general-purpose KVS system to achieve
1 million KV operations per watt on commodity servers.

When the KV-Direct NIC is unplugged, an idle server
consumes 87.0 watts power, therefore the combined power
consumption of programmable NIC, PCIe, host memory and
the daemon process on CPU is only 34 watts. The measured
power difference is justified since the CPU is almost idle
and the server can run other workloads when KV-Direct is
operating (we use the same criterion for one-sided RDMA,
shown at parentheses of Table 3). In this regard, KV-Direct is
10x more power efficient than CPU-based systems.

5.2.4 Latency. Figure 17 shows the latency of KV-Direct
under the peak throughput of YCSB workload. Without net-
work batching, the tail latency ranges from 3∼9 µs depending
on KV size, operation type and key distribution. PUT has
higher latency than GET due to additional memory access.
Skewed workload has lower latency than uniform due to more
likelihood of being cached in NIC DRAM. Larger KV has
higher latency due to additional network and PCIe transmis-
sion delay. Network batching adds less than 1 µs latency than
non-batched operations, but significantly improves through-
put, which has been evaluated in Figure 15.

5.2.5 Impact on CPU performance. KV-Direct is de-
signed to bypass the server CPU and uses only a portion of
host memory for KV storage. Therefore, the CPU can still
run other applications. Our measurements find a minimal
impact on other workloads on the server when a single NIC
KV-Direct is at peak load. Table 4 quantifies this impact at the
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KVS Comment Bottleneck Tput (Mops) Power Efficiency (Kops/W) Avg Delay (µs)
GET PUT GET PUT GET PUT

Memcached [25] Traditional Core synchronization 1.5 1.5 ∼5 ∼5 ∼50 ∼50
MemC3 [23] Traditional OS network stack 4.3 4.3 ∼14 ∼14 ∼50 ∼50
RAMCloud [59] Kernel bypass Dispatch thread 6 1 ∼20 ∼3.3 5 14
MICA [51] Kernel bypass, 24 cores, 12 NIC ports CPU KV processing 137 135 342 337 81 81
FaRM [18] One-sided RDMA for GET RDMA NIC 6 3 ∼30 (261) ∼15 4.5 ∼10
DrTM-KV [72] One-sided RDMA and HTM RDMA NIC 115.2 14.3 ∼500 (3972) ∼60 3.4 6.3
HERD’16 [37] Two-sided RDMA, 12 cores PCIe 98.3 ∼60 ∼490 ∼300 5 5
Xilinx’13 [5] FPGA (with host) Network 13 13 106 106 3.5 4.5
Mega-KV [75] GPU (4 GiB on-board RAM) GPU KV processing 166 80 ∼330 ∼160 280 280

KV-Direct (1 NIC) Programmable NIC, two Gen3 x8 PCIe & DRAM 180 114 1487 (5454) 942 (3454) 4.3 5.4
KV-Direct (10 NICs) Programmable NIC, one Gen3 x8 each PCIe & DRAM 1220 610 3417 (4518) 1708 (2259) 4.3 5.4

Table 3: Comparison of KV-Direct with other KVS systems under long-tail (skewed Zipf) workload of 10B tiny KVs.
For metrics not reported in the papers, we emulate the systems using similar hardware and report our approximate
measurements. For CPU-bypass systems, numbers in parentheses report power difference under peak load and idle.

KV-Direct status→ Idle Busy

Random
Latency

CPU0-0 82.2 ns 83.5 ns
CPU0-1 129.3 ns 129.9 ns
CPU1-0 122.3 ns 122.2 ns
CPU1-1 84.2 ns 84.3 ns

Sequential
Throughput

CPU0-0 60.3 GB/s 55.8 GB/s
CPU0-1 25.7 GB/s 25.6 GB/s
CPU1-0 25.5 GB/s 25.9 GB/s
CPU1-1 60.2 GB/s 60.3 GB/s

Random
Throughput

32B read 10.53 GB/s 10.46 GB/s
64B read 14.41 GB/s 14.42 GB/s
32B write 9.01 GB/s 9.04 GB/s
64B write 12.96 GB/s 12.94 GB/s

Table 4: Impact on CPU memory access performance
when KV-Direct is at peak throughput. Measured with
Intel Memory Latency Checker v3.4.

peak throughput of KV-Direct. Except for sequential through-
put of CPU 0 to access its own NUMA memory (the line
marked in bold), the latency and throughput of CPU memory
accesses are mostly unaffected. This is because 8 channels of
host memory can provide far higher random access through-
put than all CPU cores could consume, while the CPU can
indeed stress the sequential throughput of the DRAM chan-
nels. The impact of the host daemon process is minimal
when the distribution of KV sizes is relatively stable, because
the garbage collector is invoked only when the number of
available slots for different slab sizes are imbalanced.

6 EXTENSIONS
6.1 CPU-based Scatter-Gather DMA
PCIe has 29% TLP header and padding overhead for 64B
DMA operations (§2.4) and the DMA engine may not have
enough parallelism to saturate the PCIe bandwidth-delay prod-
uct with small TLPs (§4). Larger DMA operations with up to
256-byte TLP payload is supported by the PCIe root complex
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Figure 18: Scatter-gather performance.

in our system. In this case, the TLP head and padding over-
head is only 9%, and the DMA engine has enough parallelism
(64) to saturate the PCIe link with 27 in-flight DMA reads.
To batch the DMA operations on PCIe link, we can leverage
the CPU to perform scatter-gather (Figure 19). First, the NIC
DMAs addresses to a request queue in host memory. The
host CPU polls the request queue, performs random memory
access, put the data in response queue and writes MMIO door-
bell to the NIC. The NIC then fetches the data from response
queue via DMA.

Figure 18 shows that CPU-based scatter-gather DMA has
up to 79% throughput improvement compared to the CPU-
bypassing approach. In addition to the CPU overhead, the
primary drawback of CPU-based scatter-gather is the addi-
tional latency. To save MMIOs from the CPU to the NIC, we
batch 256 DMA operations per doorbell, which requires 10 µs
to complete. The overall latency for the NIC to access host
memory using CPU-based scatter-gather is ∼20 µs, almost
20x higher than direct DMA.

6.2 Multiple NICs per Server
In some cases, it may be desirable to build a dedicated key-
value store with maximal throughput per server. Through
simulation, [47] showed the possibility of achieving a billion
KV op/s in a single server with four (currently unavailable)
60-core CPUs. As shown in Table 3, with 10 KV-Direct NICs
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Figure 19: Scatter-gather
architecture.
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Figure 20: Performance of
multiple NICs per server.

1/1024 1/256 1/64 1/16 1/4 1
1/2 0.366 0.358 0.350 0.342 0.335 0.327
1 0.583 0.562 0.543 0.525 0.508 0.492
2 0.830 0.789 0.752 0.718 0.687 0.658
4 1 0.991 0.933 0.881 0.835 0.793
8 1 1 1 0.995 0.937 0.885

Table 5: Optimal load dispatch ratio for long-tail work-
load under different NIC DRAM/PCIe throughput ratio
(vertical) and NIC/host memory size ratio (horizontal).

on a server, the one billion KV op/s performance is readily
achievable with a commodity server. The KV-Direct server
consumes 357 watts power (measured on the wall) to achieve
1.22 Gop/s GET or 0.61 Gop/s PUT.

In order to saturate the 80 PCIe Gen3 lanes of two Xeon E5
CPUs, we replace the motherboard of the benchmarked server
(Sec. 5) with a SuperMicro X9DRX+-F motherboard with
10 PCIe Gen3 x8 slots. We use PCIe x16 to x8 converters
to connect 10 programmable NICs on each of the slots, and
only one PCIe Gen3 x8 link is enabled on each NIC, so the
throughput per NIC is lower than Figure 16. Each NIC owns
an exclusive memory region in host memory and serves a
disjoint partition of keys. Multiple NICs suffer the same
load imbalance problem as a multi-core KVS implementation.
Fortunately, for a small number of partitions (e.g. 10), the
load imbalance is not significant [47, 51]. Under YCSB long-
tail workload, the highest-loaded NIC has 1.5x load of the
average, and the added load from extremely popular keys
is served by the out-of-order execution engine (Sec. 3.3.3).
Figure 20 shows that KV-Direct throughput scales almost
linearly with the number of NICs on a server.

6.3 Discussion
6.3.1 NIC hardware with different capacity. The goal

of KV-Direct is to leverage existing hardware in data centers
to offload an important workload (KV access), instead of
designing a special hardware to achieve maximal KVS perfor-
mance. We use programmable NICs, which usually contain
limited amount of DRAM for buffering and connection-state
tracking. Large DRAMs are expensive in both die size and
power consumption.

Even if future NICs have faster or larger on-board memory,
under long-tail workload, our load dispatch design (Sec. 3.3.4)

1/1024 1/256 1/64 1/16 1/4 1
1/2 1.36 1.39 1.40 1.37 1.19 1.02
1 1.71 1.77 1.81 1.79 1.57 1.01
2 2.40 2.52 2.62 2.62 2.33 1.52
4 3.99 4.02 4.22 4.27 3.83 2.52
8 7.99 7.97 7.87 7.56 6.83 4.52

Table 6: Relative throughput of load dispatch compared
to simple partitioning. Column titles are same as Table 5.

still shows performance gain over the simple design of parti-
tioning the keys uniformly according to NIC and host memory
capacity. Table 5 shows the optimal load dispatch ratio for
long-tail workload with a corpus of 1 billion keys, under
different ratio of NIC DRAM and PCIe throughput and dif-
ferent ratio of NIC and host memory size. If a NIC has faster
DRAM, more load will be dispatched to the NIC. A load
dispatch ratio of 1 means the NIC memory behaves exactly
like a cache of host memory. If a NIC has larger DRAM, a
slightly less portion of load will be dispatched to the NIC. As
shown in Table 6, even when the size of NIC DRAM is a tiny
fraction of host memory, the throughput gain is significant.

The hash table and slab allocator design (Sec. 3.3.1) is
generally applicable to hash-based storage systems that need
to be frugal of random accesses for both lookup and insertion.

The out-of-order execution engine (Sec. 3.3.3) can be ap-
plied to all kinds of applications in need of latency hiding,
and we hope future RDMA NICs to support that for atomics.

In 40 Gbps networks, network bandwidth bounds non-
batched KV throughput, so we use client-side batching (Sec.4).
With higher network bandwidth, batch size can be reduced,
thus reducing latency. In a 200 Gbps network, a KV-Direct
NIC could achieve 180 Mop/s without batching.

KV-Direct leverages widely-deployed programmable NICs
with FPGAs [10, 64]. FlexNIC [40, 41] is another promising
architecture for programmable NICs with Reconfigurable
Match-action Tables (RMT) [8]. NetCache [35] implements
a KV cache in RMT-based programmable switches, showing
potential for building KV-Direct in an RMT-based NIC.

6.3.2 Implications for real-world applications. Back-
of-the-envelope calculations show potential performance gains
when KV-Direct is applied in end-to-end applications. In
PageRank [61], because each edge traversal can be imple-
mented with one KV operation, KV-Direct supports 1.22G
TEPS on a server with 10 programmable NICs. In compari-
son, GRAM [73] supports 250M TEPS per server, bound by
interleaved computation and random memory access.

KV-Direct supports user-defined functions and vector op-
erations (Table 1) that can further optimize PageRank by
offloading client computation to hardware. Similar arguments
hold for parameter server [46]. We expect future work to
leverage hardware-accelerated key-value stores to improve
distributed application performance.
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7 RELATED WORK
As an important infrastructure, the research and development
of distributed key-value store systems have been driven by
performance. A large body of distributed KVS are based
on CPU. To reduce the computation cost, Masstree [53],
MemC3 [23] and libcuckoo [48] optimize locking, caching,
hashing and memory allocation algorithms, while KV-Direct
comes with a new hash table and memory management mech-
anism specially designed for FPGA to minimize the PCIe
traffic. MICA [51] partitions the hash table to each core thus
completely avoids synchronization. This approach, however,
introduces core imbalance for skewed workloads.

To get rid of the OS kernel overhead, [31, 65] directly poll
network packets from NIC and [34, 54] process them with
the user space lightweight network stack. Key-value store
systems [39, 47, 51, 58, 59] benefit from such optimizations
for high performance. As a further step towards this direction,
recent works [1, 36, 36, 37, 37] leverage the hardware-based
network stack of RDMA NIC, using two-sided RDMA as an
RPC mechanism between KVS client and server to further
improve per-core throughput and reduce latency. Still, these
systems are CPU bound (§2.2).

Another different approach is to leverage one-sided RDMA.
Pilaf [55] and FaRM [18] adopt one-sided RDMA read for
GET operation and FaRM achieves throughput that saturates
the network. Nessie [70], DrTM [72], DrTM+R [13] and
FaSST [38] leverage distributed transactions to implement
both GET and PUT with one-sided RDMA. However, the
performance of PUT operation suffer from unavoidable syn-
chronization overhead for consistency guarantee, limited by
RDMA primitives [37]. Moreover, client-side CPU is in-
volved in KV processing, limiting per-core throughput to
∼10 Mops on the client side. In contrast, KV-Direct extends
the RDMA primitives to key-value operations while guaran-
tees the consistency in server side, leaving the KVS client
totally transparent while achieving high throughput and low
latency even for PUT operation.

As a flexible and customizable hardware, FPGA is now
widely deployed in datacenter-scale [10, 64] and greatly im-
proved for programmability [4, 44]. Several early works have
explored building KVS on FPGA. But some of them are not
practical by limiting the data storage in on-chip (about several
MB memory) [50] or on-board DRAM (typically 8GB mem-
ory) [11, 32, 33]. [6] focuses on improving system capacity
rather than throughput, and adopts SSD as the secondary stor-
age out of on-board DRAM. [11, 50] limit their usage in fixed
size key-value pairs, which can only work for the special pur-
pose rather than a general key-value store. [5, 43] uses host
DRAM to store the hash table, and [71] uses NIC DRAM as
a cache of host DRAM, but they did not optimize for network
and PCIe DMA bandwidth, resulting in poor performance.
KV-Direct fully utilizes both NIC DRAM and host DRAM,

making our FPGA-based key-value store system general and
capable of large-scale deployment. Furthermore, our careful
hardware and software co-design, together with optimizations
for PCIe and networking push the performance to the physical
limitation, advancing state-of-art solutions.

Secondary index is an important feature to retrieve data by
keys other than the primary key in data storage system [20,
42]. SLIK [42] supports multiple secondary keys using a
B+ tree algorithm in key-value store system. It would be
interesting to explore how to support secondary index to
help KV-Direct step towards a general data storage system.
SwitchKV [49] leverages content-based routing to route re-
quests to backend nodes based on cached keys, and Net-
Cache [35] takes a further step to cache KV in the switches.
Such load balancing and caching will also benefit our system.
Eris [45] leverages network sequencers to achieve efficient
distributed transactions, which may give a new life to the
one-sided RDMA approach with client synchronization.

8 CONCLUSION
In this paper, we describe the design and evaluation of KV-
Direct, a high performance in-memory key-value store. Fol-
lowing a long history in computer system design, KV-Direct
is another exercise in leveraging reconfigurable hardware to
accelerate an important workload. KV-Direct is able to obtain
superior performance by carefully co-designing hardware and
software in order to remove bottlenecks in the system and
achieve performance that is close to the physical limits of the
underlying hardware.

After years of broken promises, FPGA-based reconfig-
urable hardware finally becomes widely available in main
stream data centers. Many significant workloads will be scru-
tinized to see whether they can benefit from reconfigurable
hardware, and we expect much more fruitful work in this
general direction.
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