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a b s t r a c t 

Online karaoke allows users to practice singing and distribute recordings. Different from traditional mu- 

sic recommendation, online karaoke need to consider users’ vocal competence besides their tastes. In this 

paper, we develop a karaoke recommender system by taking into account vocal competence. Alone this 

line, we propose a joint modeling method named MKLA by adopting bregman divergence as the regu- 

larizer in the formulation of multiple kernel learning. Specially, we first extract users’ vocal ratings from 

their singing recordings. Due to an ever-increasing number of recordings, the evaluations in large-scale 

kernel matrix may cost lots of time and internal storage. Therefore, we propose a sample compression 

method to eliminate users’ vocal ratings, exploit an MKL method, and learn the latent features of the 

vocal ratings. These latent features are simultaneously fed into a bregman divergence and then we use 

the trained classifier to predict the overall rating of a user with respect to a song. Enhanced by this 

new formulation, we develop the SMO method for optimizing the MKLA dual and present a theoretical 

analysis to show the lower bound of our method. With the estimated model, we compute the matching 

degree of users and songs in terms of pitch, volume and rhythm and recommend songs to users. Finally, 

we conduct extensive experiments with online karaoke data. The results demonstrate the effectiveness of 

our method. 

© 2017 Elsevier B.V. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

u  

t  

t  

r  

c  

o  

v  

k  

w  

t  

a

 

n  

d  

t  
1. Introduction 

Online karaoke has become a hybrid media form designed to

integrate popular music, video, images and the live musical perfor-

mance of users. Nowadays, users can access online karaoke service

with only a microphone and a computer connected to the internet.

Thus, karaoke recommendation is importance because it can help

users identify appropriate karaoke songs, receive high ratings, and

improve karaoke experience. 

Unlike classic music recommendation, online karaoke has

unique characteristics. For example, if one receives a high rating

on a karaoke song, he/she may not just favors this song but also

has vocal competence to sing the song well. Therefore, users usu-

ally care about whether their vocal competence meets the vo-

cal requirements of songs when they choose karaoke songs. These
∗ Corresponding authors. 
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nique characteristics of online karaoke provide us an opportunity

o enhance karaoke recommendation. However, this is a non-trivial

ask. There are three major challenges. First, since historical song

ecordings encode the information about users’ vocal competence,

areful methods need to be designed to learn the representations

f users vocal competence. Second, as the representations of users’

ocal competence will be utilized to predict the overall ratings of

araokes, it is very difficult to find the optimal representations

hich can help enhance the prediction of overall ratings. Finally,

he modeling method needs to be robust and enable to produce

ccurate recommendations in practice. 

Indeed, in the decision process of choosing karaoke songs, users

ot only take the style and content of songs, but also consider the

egree of matching requirements of songs to their vocal compe-

ence. In this way, they can sing the chosen songs well and re-

eive high scores. With the development of computational acoustic

nalysis, we can extract multiple-aspect vocal ratings (e.g. ratings

f pitch,volume and rhythm) by analyzing their karaoke singing

ecordings. Specially, after preprocessing the karaoke records, we

btain audio records encoding users’ vocal performance and then

http://dx.doi.org/10.1016/j.neucom.2016.10.083
http://www.ScienceDirect.com
http://www.elsevier.com/locate/neucom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2016.10.083&domain=pdf
mailto:guanchu@mail.ustc.edu.cn
mailto:fuyan@mst.edu
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o

xtract ratings of pitch, volume and rhythm. Later, we exploit a

ultiple kernel learning to model the generative process of vocal

atings. Therefor, we can learn the latent features of users’ vocal

ompetence. 

To tackle the first challenge, a multiple kernel learning is em-

loyed to examine the multi-aspect vocal ratings and estimate the

atent features of vocal competence of users. In recent years, mul-

iple kernel learning (MKL) based methods have been proposed

o consider multiple kernels or the combination of kernels rather

han a single fixed kernel [16] [19] . Kernel methods can easily han-

le the data with non-linear structure by mapping data into a

igh-dimensional space (known as feature space ). Since MKL con-

iders multiple kernels, it can characterize the geometrical struc-

ure of different aspect for the vocal rating data. However, eval-

ations in MKL may cost lots of time and internal storage and

here are many variables to be learned in optimization. For exam-

le, given n karaoke recordings and m overall ratings, the kernel

atrix is n × m which suggests that a computational complexity

s at least O ( n × m ). To reduce the computational complexity, we

resent a joint modeling method which incorporates bregman di-

ergence as a regularization in the formulation of multiple kernel

earning. Furthermore, to efficiently optimize the proposed algo-

ithm, we develop SMO method to optimize the MKLA dual rather

han the intermediate saddle point problem on which all state-of-

he-art MKL solvers are based [18,42] . 

To this end, in this paper, we develop a song recommender sys-

em for online karaoke by mining the correlations among overall

atings given by a karaoke machine and multi-aspect vocal ratings

iven by acoustic analysis. Alone this line, we propose a joint mod-

ling method to provide accurate and personalized recommenda-

ions. Specially, we first define and extract the multi-aspect vocal

i.e., pitch, volume, and rhythm) ratings of a user for a song based

n their karaoke recordings using acoustic analysis. We then ex-

loit an MKL method to model the generative process of vocal rat-

ngs. Moreover, we employ breman divergence as a regularization

erm to reduce the computational complexity, to enhance the op-

imization efficiency thus can recommend songs for each user. In

ddition, we solve this objective via a developed SMO method for

arameter estimation. Finally, we conduct extensive experiments

ith real world online karaoke data. The results demonstrate the

ffectiveness of the proposed method. 

. Preliminaries 

In this section, we first formalize the problem of karaoke songs

ecommendation, then introduce the definitions and collections

f multi-aspect vocal ratings given by acoustic analysis and over-

ll ratings given by a karaoke machine, and finally illustrate the

verview of the Multiple Kernel Learning Approximation, named

KLA. 

.1. Problem statement 

In this paper, we aim at developing a karaoke recommender

ystem by modeling the impact of users vocal competence on

hoosing a karaoke song. Formally, given a user, the developed rec-

mmender system should return a ranked list of karaoke songs for

im/her, such that the ranked song list can help to maximize the

xpectation or probability of receiving highest overall ratings of the

araoke performance. Essentially, the central tasks are (1) to learn

nd extract the vocal competence of users and vocal requirements

f songs, and (2) to incorporate the degree of matching users vocal

ompetence to songs vocal requirements for karaoke recommenda-

ion. 
.2. Multi-aspect vocal ratings and overall rating 

We first introduce multi-aspect vocal ratings. The karaoke

inging record of a user for a song is associated with users and

udio signal. Therefore, we can model such user-audio relations

sing a kernel matrix, with each element representing a single-

spect vocal rating of a user for a song. In particular, we denote

he matrix as X . Then, x ij in X denotes the rating of the vocal fea-

ure j sung by the user i . For example, the rhythm rating of user

 1 for song # 2 is 88. 

Assume that an online karaoke service uses a binary rating sys-

em and rates a karaoke record as good (+1) or bad (-1). Let { X, y }

enote the observed data, where X is the matrix of multi-aspect

ocal ratings of users’ recordings, and y i = { +1 , −1 } denotes the

inary overall ratings of karaoke performance. 

Mathematically, we use an MKL framework, which involves

 linear combination of m pre-define base kernels { κp (·, ·) } m 

p=1 
,

hich induce the feature mapping to take the form �(·) =
�� 

1 , �
� 
2 , . . . , �

� 
m 

] � . In MKL, we look for a decision function f (x ) ∈
 p where H is the RKHS associated with combination of kernels .

n order to learn such function f ( x ), a solution is to solve the fol-

owing MKL problem [32] : 

min 

 ω p } m p=1 
,b,ξ

1 

2 

( 
m ∑ 

p=1 

‖ ω p ‖ H p 
) 2 + C 

n ∑ 

i =1 

ξi 

.t. y i 

( 

m ∑ 

p=1 

ω 

� 
p �p ( x i ) + b 

) 

≥ 1 − ξi , ξi ≥ 0 , ∀ i (1) 

here { x i , y i } is the set of karaoke recordings, w p and H p denotes

he weight and corresponding feature space for p th kernel, ξ and

 present the slack variables and bias term and C is the regulariza-

ion parameter. 

.3. The Overview of our model 

Fig. 1 shows that our proposed method consists of three major

teps as follows: 

Extracting Multi-Aspect Vocal Ratings: Given a group of users,

e first collect their historical karaoke recordings. Then, in order

o characterize users singing competence, we extract the features

f pitch, volume, and rhythm as multi-aspect ratings while remov-

ng the background music. Furthermore, the recommended songs

hould be a binary vector, thus, we adopt a pre-defined threshold

o determine such songs. 

Learning Users Vocal Competence: We propose a sample com-

ression method to select most representative vocal ratings and

reat these ratings of pitch, volume and rhythm of users for songs

s a matrix. Then, we map the ratings into a high-dimensional

pace and learn the latent representations of users competence si-

ultaneously. 

Exploiting the Matching Degree between Users and Songs for

araoke Recommendation: While mapping the singing ratings into

 high-dimensional space, the selected kernels can characterize the

eometrical structure of different aspect for users’ vocal compe-

ence. Therefore, we jointly combine the multiple kernel learning

nd bregman divergence as an unified objective. In addition, an ef-

cient optimization approach is developed to solve this formula-

ion. Finally, we can predict the overall ratings with respect to the

earned factor matrices. The top- n songs with highest ratings are

ecommended. 

. Real-time karaoke song recommendation 

In this section, we introduce the Real-time Karaoke Song rec-

mmendation via multiple kernel learning approximation. 
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Fig. 1. The framework of multiple kernel learning approximation. 
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3.1. Multi-aspect vocal ratings acquisition 

To obtain a user’s multi-aspect vocal ratings, we first convert

the waveform of a singing record to a sequence of MIDI notes.

A typical MIDI file contains both the singing melody and its ac-

companiment. Most melodies are not on the same tune with the

ground-truth music scores [38] . For example, the largest value of

a MIDI note may not associated with the singer, but the instru-

ments. In practice, a MIDI note τ is converted from Hertz, i.e.,

τ = � 12 × log 2 
(

Hz 
440 

)
+ 69 . 5 	 . Then we perform a cleaning proce-

dure to remove the background music and obtain users’ singing

characteristics. Here, we adopt the strategy in [38] which uses the

original acoustic sound to measure the correctness of a singing

performance of pitch, volume and rhythm. Formally, given a cover

version c and the original version c ′ , we let Seq (c) = { τ1 , τ2 , . . . , τK }
and Seq (c ′ ) = { τ ′ 

1 
, τ ′ 

2 
, . . . , τ ′ 

K 
} be the MIDI note sequences of c and

c ′ , respectively. 

Pitch-based ratings. In analysis of singing performance, the

pitch is related to the degree of highness or lowness of a tone.

In other words, to achieve a high score, users should sing a se-

quence of correct notes with appropriate duration. The notes of

background accompaniment are often above or below the singing

record so that the mixture of the background accompaniment and

the vocal sound is harmonic. Based on this observation, a sequence

of MIDI notes can be adjusted by shifting the suspect notes several

octaves up or down, so that the range of adjusted notes conforms

to the normal range. For a MIDI note τ t in Seq ( c ), if τ t is abnor-

mal, then we adjust it as τ ′ 
t = τt − � τt − τ̄ + 6 | τ | 	 , where τ̄ is the

average value of MIDI notes in Seq ( c ) and | τ | is the normal range

of the sung notes in a sequence and | τ | = 24 in practice. The ad-

justed sequence is denoted as ˜ Seq (c) which is used for pitch-based

ratings, i.e., 

R 

pitch = 

˜ Seq (c) . (2)

Volume-based ratings. Volume refers to the intensity of sound

in a piece of music. A simple strategy for extracting volume-based

ratings is to compare a cover version with the original version.

After adjusting abnormal elements of Seq ( c ) and Seq ( c ′ ) by using

Eq. (2) , we have two adjusted sequences of MIDI notes ˜ Seq (c) and
˜ Seq (c ′ ) . Then a volume-based rating of c is computed by: 

R 

v olume = I × exp 

[
sim 

(
˜ Seq (c) , ˜ Seq (c ′ ) 

)]
, (3)
here sim( ·) is used to measure the similarity between 

˜ Seq (c) and
˜ eq (c ′ ) . I is associated with the range of a rating. For example, if

 pitch-based rating is between 0 and 100, then I = 100 . 

Rhythm-based ratings. Rhythm represents the onset and dura-

ion of successive notes and rests performed by a user. Profes-

ional singers sometimes elicit emotional response from the au-

ience during the liberty of the time. However, in the scenario of

araoke, users have to follow the flow of the accompaniment be-

ause of the prerecorded accompaniment. Thus, the strategy of ex-

racting rhythm-based ratings is based on the comparison of the

nsets of notes sung in cover versions and original versions. In this

ork, we adopt Dynamic Time Warping (DTW) [4] which can cal-

ulate the similarity between two time series based on finding an

ptimal match between them even if they are not identical in size.

or two sequence ˜ Seq (c) and 

˜ Seq (c ′ ) , we have the DTW distance

etween them, i.e., Sim DT W 

( ˜ Seq (c) , ˜ Seq (c ′ ))) . Then 

 

rhythm = I × exp 

[
Sim DT W 

(
˜ Seq (c) , ˜ Seq (c ′ ) 

)]
, (4)

here I is configured with the same setting adopted in Eq. (3) , i.e.

 = 100 . 

.2. Automatic selection of representative vocal ratings 

To eliminate redundant vocal ratings, we first select a set of

epresentative vocal ratings for each user. Our selection strategy

s mainly based on Bernstein’s inequality, which have been proven

o be effective in many machine learning algorithms. By taking the

nformation of sample variance into account [6,14] , Bernstein’s in-

quality is as follows: 

Bernstein’s inequality. Let x 1 , x 2 , . . . , x m 

∈ [0 , 1] be independent

andom variables where m > 5, then for δ ∈ (0, 1) with probability

t least 1 − δ, we have 

1 

m 

m ∑ 

i =1 

E[ x i ] −
1 

m 

m ∑ 

i =1 

x i 

∣∣∣∣∣ ≤
√ 

2 ̂

 V m 

ln (2 /δ) 

m 

+ 

7 ln 2 /δ

3 m 

(5)

here ˆ V m 

is the sample variance, i.e., ˆ V m 

= 

∑ 

i � = j ( x i − x j ) 
2 / 2 m (m −

) . Our sampling strategy aims to draw vocal ratings with low vari-

nce and the number of drawn samples should be proportional to

he size of the sample space. 

Stopping criterion. To determinate when to stop sampling, we

eed to construct a sequence d t which is used to set the confi-

ence parameter δ. In this paper, we make d t = 

1 
p t 

δ(p−1) 
p , where



C. Guan et al. / Neurocomputing 254 (2017) 22–32 25 

p  

p  

1

c

a  

m  

r  

t  

B

 

i  

t

|  

H  

e

A

I
O

 

 

a  

e

3

 

m  

g  

t  

w  

i  

i

 

t  

b

{

s

w  

a  

s  

b  

t

 

M  

e  

m  

p

 

p  

u  

c

 

f  

u  

t  

e  

i  

d  

p  

r

 

i  

t  

f  

d

D  

T  

t  

r

 

f

F  

w  

c  

w  

m

 

e  

t

I  

O  

l

L  

∇
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i 1 1  
 > 1, because it can merely ensure that 
∑ ∞ 

t=1 d t ≤ δ. Given t sam-

les, we define c t as the empirical bound with a half width of

 − d t confidence interval 

 t = 

√ 

2 ̂

 V m 

ln (2 /δ) 

m 

+ 

7 ln 2 /δ

3 m 

, (6) 

nd define the event ε as ε = 

⋂ 

t≥1 {| x t − μ| ≤ c t } , where x t is the

ean of the t samples available. We construct the stopping crite-

ion that the event ε holds with probability 1 − δ at least. In the

 th iteration, we draw x t and set B t 
le f t 

← max (B t−1 
le f t 

, | x | − c t ) and

 

t 
right 

← min (B t−1 
right 

, | ̄x | + c t ) . 

The confidence interval for | x t | is not wider than the confidence

nterval for | μ|. It implies that | | x t | − | μ| | ≤ c t , and it is easy to see

hat 

 

| x t | − | μ| | ≤ c t ≤ ε(| x t | − c t ) ≤ ε| μ| (7)

ence, we stop sampling when | x t | is close to | μ| within relative

rror ε. The sampling process is contained in Algorithm 1 . 

lgorithm 1 The learning process of MKLA. 

nput: { x i , y i } N i =1 
; m candidate kernels K k (x i , x j ) 

m 

k =1 

utput: the weight vectors ω l , l = 1 , . . . , m 

1: Initialize ξ > 0 , { ω k } m 

k =1 
; B le f t = 0 , B right = ∞ ; iteration

index t = 1 ; 
2: while (1 + ε) B le f t < (1 − ε) B right do 

3: Obtain ov erlineX t ; 
4: B 

t 
le f t 

← max (B 

t−1 
le f t 

, | X t | − c t ) ; 

5: B 

t 
right 

← max (B 

t−1 
right 

, | X t | + c t ) ; 

6: end while 

7: for t = 1 , . . . , T do 

8: Compute ∇ d L B , g k (α, γ ) and θ (α, γ ) 
9: for k = 1 , . . . , m do 

10: Compute the gradient (Hessian) of MKLA dual 
11: Update ∇ αD and ∇ 

2 
αD 

12: end for 
13: end for 

To this end, for user i , we extract the three aspect ratings and

ggregate them into a vector, i.e., x i = { R pitch 
i 

, R v olume 
i 

, R 
rhythm 

i 
} . After

xtracting users’ vocal ratings, we aggregate them as a matrix x . 

.3. Multiple kernel learning approximation 

We introduce the proposed joint model which combines the

odelings of multiple kernel learning and bregman divergence to-

ether. By solving this joint optimization problem, we can learn

he optimized latent representations of pitch, volume and rhythm

hich preserve the structural information of the multi-aspect rat-

ng matrix while effectively discriminate the karaoke overall rat-

ngs. 

The Modeling of MKL. Given a matrix of multi-aspect ratings X ,

he formulation of multiple kernel learning in Eq. (1) is proven to

e equivalent to 

min 

 ω p } m p=1 
,b,ξ ,γ ∈ 

1 

2 

( 
∑ m 

p=1 ‖ ω p ‖ H p 
) 2 

γp 
+ C 

n ∑ 

i =1 

ξi 

.t. y i 

( 

m ∑ 

p=1 

ω 

� 
p �p ( x i ) + b 

) 

≥ 1 − ξi , ξi ≥ 0 , ∀ i (8) 

here  = { γ : 
∑ m 

p=1 γp = 1 , γp ≥ 0 , ∀ p} and the choice of p usu-

lly enforces the kernel combination to be sparse (p = 1) or non-

parse ( p > 1). The rest variables { γp } m 

p=1 
, b and ξ can be obtained
y solving the corresponding dual problem where the kernel ma-

rix is a fixed combination of kernels. 

Then we aim to reduce the computational complexity of

KL which can be measured by a variety of formal approaches,

.g., Vapnik–Chervonenkis dimension, covering number and Rade-

archer complexity. In this paper, we choose Rademarcher com-

lexity, because it is particularly amenable in experiment [12] . 

According to the theorem present in [3] , the Rademacher com-

lexity of kernel classes can be described in terms of the eigenval-

es of the gram matrix. If λ ≥ 1 ,then for every r ≥ 1 
n , there is a

ertain constant c such that 

2 √ 

n 

∞ ∑ 

i =0 

min (r, λi ) ≤ E [ R (H; r)] 

Here, we can clearly find out that the Rademacher complexity

or kernel classes can be bounded by the tail sum of the eigenval-

es. To learn a low-rank combination of kernels, a straight idea is

hat to constrain the kernel by a tail sum of the eigenvalues. How-

ver, it may lost much information of kernel classes and lead to an

naccurate classification performance. Instead of optimizing kernel

irectly over a cut-off point of the tail sum of the eigenvalues, we

ropose an approximate algorithm of MKL which preserves both

epresentative and structural information of the kernel matrix. 

The Modeling of MKLA. To achieve greater generalized discrim-

nating power, our optimization problem also intends to capture

he structural information of vocal ratings in the high-dimensional

eature space. Let D � be a Bregman divergence which defines the

istance between two kernel matrix K and K 0 : 

 �(K, K 0 ) = tr(K K 

−1 
0 ) − log det (K K 

−1 
0 ) − N. (9)

he Bregman divergence is not symmetric and does not obey the

riangle inequality [20] . Here, we impose Bregman divergence as a

egulariser in MKLA. 

Then we can incorporate Bregman Divergence into the objective

unction. Here, we first present the dual formulation of Eq. (8) : 

 = min 

γ ∈ 
max 

α
−1 

2 

(α ◦ y ) � 

( 

m ∑ 

p=1 

γp K p 

) 

(α ◦ y ) + αe , (10)

here α is the vector of Lagrange multipliers, α◦y presents the

omponent-wise multiplication and e is a one-dimensional vector

ith 1 elements. Consider the gradient of F is f = ∇F , the Breg-

an divergence generated by F is given by r F (d ) = F (d ) − F (d 0 ) −
( d − d 0 ) 

t f (d 0 ) and its gradient is ∇ = f (d ) = f (d 0 ) . Then we gen-

ralize the Bregman divergence as the squared p -norm and have

he objective function of MKLA: 

 B = min 

d ≥0 
max 
α∈A 

1 

t α − 1 

2 

∑ 

k 

d k α
t H k α + λr F (d ) (11)

ur primal objective leads to the intermediate saddle point prob-

em and Lagrangian. 

 B = 1 

t α −
∑ 

k 

d k (γk + 

1 

2 

αt H k α) + λr F (d ) (12)

 d L B = 0 ⇒ f (d ) − f ( d 0 ) = g(α, γ ) /λ

⇒ d = f −1 ( f ( d 0 ) + g(α, γ ) /λ) = f −1 (θ (α, γ )) (13) 

here H k = Y K k Y, g is a vector whose entries g k (α, γ ) = γk +
1 
2 α

t H k α and θ (α, γ ) = f (d 0 ) + g(α, γ ) /λ. By using an optimiza-

ion algorithm, the optimal value of γ turns out to be zero and

hen the optimisation can be carried out. 

SMO-MKLA Optimization. We develop the SMO method for op-

imizing the MKLA dual which is mainly built around the Lib-

VM code [9] . We repeatedly choose two variables and optimiz-

ng them while holding all other variables constant. If α ← α + �
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and α2 ← α2 + s � , the dual simplifies to 

� 

∗ = arg max 
L ≤�≤U 

(1 − y 1 y 2 ) � − 1 

8 λ

( ∑ 

k 

(a k � 

2 + 2 b k � + c k ) 
q 

) 

2 
q 

. 

(14)

Here, a k = H 11 k + H 22 k + 2 sH 12 k , b k = αt (H :1 k + sH :2 k ) and c k =
αt H k α. If y 1 y 2 = 1 , then L = max (−α1 , α2 − C) and U = min (C −
α1 , α2 ) , otherwise, L = max (−α1 , −α2 ) and U = min (C − α1 , C −
α2 ) . Note that � 

∗ can not be learnt for arbitrary, but we can still

find the global optimum using a variety of methods. Here, we

adopt Brent’s algorithm but the Newton–Raphson method to com-

pute the gradient (Hessian) of the dual. 

∇ αD = 1 −
∑ 

k 

d k H k α = 1 − Hα (15)

∇ 

2 
αD = −H − 1 

λ

∑ 

k 

∇ θk 
f −1 (θ )(H k α)(H k α) t (16)

where H k = Y K k Y, ∇ θk 
f −1 (θ ) = (2 − q ) θ2 −2 q 

q θ2 q −q 

k 
+ (q −

1) θ2 −q 
q θq −2 

k 
and θk = 

1 
2 λ

αt H k α Instead of computing the gra-

dient ∇D repeatedly, we speed up variable selection and change

α for each kernel H k α separately. This involves O ( M ) work in all

where M is the number of kernels. The learning process of MKLA

is shown in Algorithm 1 . 

3.4. Top-n song recommendation 

In the recommendation stage, we use the learnt latent factor

matrices to predict overall ratings of songs and recommend top-

n songs the learnt kernel matrix K 

∗. Note that the distance be-

tween two recordings �( x i ) and �( x j ) in training set can be di-

rectly computed as K(i, i ) + K( j, j) − 2 K(i, j) . We now consider the

problem of computing the distance between two new recordings

�( z i ) and �( z j ). The optimal solution to the kernel learning prob-

lem is K 

∗ = X � W 

X , where W 

∗ = I + X MX � . Then the Mahalanobis

distance between �( z i ) and �( z j ) can be computed via inner prod-

ucts entirely: 

�(z i ) 
� W�(z j ) = �(z i ) 

� (I + X MX 

� )�(z j ) 

= �(z i )�(z j ) + �(z i ) 
� X MX 

� �(z j ) 

= κ(z i , z j ) + k 

� 
1 Mk 2 , where k i 

= [ κ( z i , x 1 ) , . . . , κ( z i , x n )] � . (17)

Thus, Eq. (17) can be used to compute the kernelized distances be-

tween recordings with respect to the learnt kernel function. Then

decision score of a recordings according to the optimal parameters

is 

f (z ) = 

n ∑ 

i =1 

αi y i 

( 

m ∑ 

p=1 

γp K p (x i , z ) 

) 

+ b (18)

Therefore, we can recommend top- n songs with the highest overall

ratings and labeled as +1 . 

3.5. Bound analysis 

In this section, our analysis mainly focus on the automatic se-

lection of representative vocal ratings and our regularized multi-

ple kernel learning. To optimizing the MKLA dual, we use sampling

strategy to select the most representative vocal ratings and adopt

approximate projections to speed up convergence. Therefore, we

present the bound analysis of both sampling approximation and

low-rank kernel learning. 
Analysis of vocal ratings selection. Kernel methods typically suf-

er from at least quadratic running-time complexity in the number

f observations n, as this is the complexity of computing the ker-

el matrix. In this work, we propose a selection strategy based on

ernsteins inequality to eliminate redundant vocal ratings. 

While selecting a subset is computational efficient, it may not

ead to the best performance [11] . Given the matrix � ∈ R 

n ×r and a

ubset of { x i } n i =1 
with p elements chosen without replacement. Let

1 , . . . , �n ∈ R 

r be the n row of � , then we have the submatrix of

. Specially, we first define the matrix � ∈ R 

r×r : 

 = 

1 

n 

�� � − 1 

p 
�� 

I �I = 

1 

n 

n ∑ 

i =1 

�i �
� 
i − 1 

p 

∑ 

i ∈ I 
�i �

� 
i . 

s shown in [12] and [32] , we have E  = 0 . Then we extends the

atrix case to the classical result of Hoeffding [29] and have: 

p 
 

j=1 

M j = 

1 

p 

p ∑ 

j=1 

( 

1 

n 

n ∑ 

i =1 

�i �
� 
i −

n ∑ 

i =1 

z j 
i 
�i �

� 
i 

) 

here z j ∈ R 

n is a random element such that P (z 
j 
i 

= 1) = 

1 
n for all

 ∈ 1 , . . . , n and j ∈ 1 , . . . , p . Since E M j = 0 and λmax ( 
1 
n �

� �) /p, we

ave 

max 

( 

p ∑ 

j=1 

E M 

2 
j 

) 

≤ 1 

p 
λmax 

( 

1 

n 

n ∑ 

i =1 

�i �
� 
i �i �

� 
i 

) 

≤ R 

2 

p 
λmax 

(
1 

n 

�� �
)

(19)

pplying the matrix Bernstein inquality [1] , we obtain the proba-

ility bound: 

 exp 

( 

− t 2 / 2 

R 2 

p 

λmax 

(
1 

n 

�� �
)

+ 

1 

p 
λmax 

(
1 

n 

�� �
)

t 

3 

) 

(20)

Along this line, the bound of sampling approximation shows the

elation of the number of the selected vocal ratings and the accu-

acy of song recommendation. 

Bound of Regularized Low-rank Approximation. In the training

tage, we incorporate bregman divergence as a regularization for

ow-rank kernel learning. Therefore, the bound of low-rank ker-

el learning shows that the maximal marginal degrees of freedom

rovides a quantity which, up to logarithmic terms, is sufficient to

cale with, in order to incur no loss of prediction performance. 

Let � ∈ R 

n ×n such that K = ��� . If K had rank r , then we can

nstead choose � ∈ R 

n ×r [11] . We now consider the regularized

ow-rank approximation L γ = �N γ �� , where 

 γ = �� 
I (�I �

� 
I + pγ I) −1 �I = �� 

I �I (�
� 
I �I + pγ I) −1 

= I − γ (�� 
I �I /p + γ I −1 ) (21)

ote that � = �( 1 n �
� � + γ I) −1 / 2 ∈ R 

n ×n , we can rewrite N γ of

q. (21) as 

 γ = I −
(
γ

1 

p 
�� � + γ I 

)−1 

(22)

n order to obtain a lower-bound on N γ , it suffices to have an

pper-bound of the form: 

max 

(
1 

n 

�� � − 1 

p 
�� 

I �I 

)
≤ t (23)

Assume 
γ /λ
1 −t ≤ 1 , and define πt =

 I 

(
λmax 

[
1 
n �

� � − 1 
p �

� 
I 
�I 

]
> t 

)
, then the lower bound is: 

 = πt (1 + R 

2 /λ) + (1 − πt ) 

(
1 − γ /λ

1 − t 

)−2 

(24)
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Fig. 2. The distribution of singing recordings w.r.t average of pitch-based ratings 

and volume-based ratings. 

Table 1 

Statistics of the data set. 

# Users # Positive # Negative # Vocal 

songs songs features 

28,472 669,890 96,761 213 
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The bound of sampling approximation shows the relation of

he number of the selected vocal ratings and the accuracy of

ong recommendation. In the training stage, we incorporate breg-

an divergence as a regularization for low-rank kernel learning.

herefore, the bound of low-rank kernel learning shows that the

aximal marginal degrees of freedom provides a quantity which,

p to logarithmic terms, is sufficient to scale with, in order to

ncur no loss of prediction performance. 

. Experiments 

In this section, we present the experimental results to illustrate

he performance of our method on real-world karaoke data. All

omputations were carried out on a 16-core Intel Xeon machine

ith 16 GB of memory. All the codes were written in Matlab. 

.1. Experiment setup 

Data Description. We evaluate our method on the real world

araoke data from August 2011 to June 2012. To alleviate the spar-

ity problem, we only consider the songs which have been sung

ore than 3 different users and users who have sung more than

0 songs. In the Fig. 2 , we can observe that more than 80% users

an perform an overall rating more than 70. By applying a rat-

ng threshold σ = 70 , the song recommendation is reduced into

 binary classification problem. A song is a positive sample, if the

verall rating is more than σ , otherwise a negative sample. Table 1

resents the statistics of the data used in the experiments. 

Comparison Algorithms. we evaluate the following algorithms. 

• AveKernel [21] : AveKernel is the average combination of the

base kernels. Specifically, the combination coefficients is given

by μ = 

1 
M 

and the maximum margin classifier is learnt by SVM.

• � p -MKL [19] : The classifier and kernel combination coefficients

are optimized under the constraint ‖ μ‖ 2 ≤ 1. 

• SimpleMKL [31] : The classifier and the kernel combination co-

efficients are optimized by solving the � 1 -MKL problem. 

• WEMAREC [10] :WEMAREC is a weighted and ensemble matrix

approximation method for accurate and scalable recommenda-

tion. 
• S-LMKL [17] : S-LMKL is sample-wise alternating optimization

algorithm for training localized multiple kernel learning. 

The regularization parameter C in AveKernel, L p -MKL ( p =
 ) and WEMAREC is chosen from a sufficiently large range

 2 −5 , 2 −3 , . . . , 2 15 } according to [16] by four-fold cross-validation

n each training set. 

The base kernels are the same as those in [35] , which include

en Gaussian kernels with the widths of [0.5, 1, 2, 5, 7, 10, 12, 15,

7, 10] and ten polynomial kernels with degrees of one to ten. For

ur proposed MKLA, we take advantage of variance information of

ifferent kernels. Here, we present the definition of kernel vari-

nce: 

efinition 1 (Kernel Variance) . Consider K μ is the non-negative

inear combination of μ base kernels and a training data set

(x 1 , y 1 ) , (x 2 , y 2 ) , . . . , (x N , y N ) ∈ R 

d × ±1 ,where the first N 1 data be-

ongs to +1 and the following data belongs to −1 . The kernel vari-

nce of K μ is: 

 K μ = 

( 

K 11 

N 1 
0 

0 

K 22 

N 2 

) 

−
(

K 11 

N 
K 12 

N 
K 21 

N 
K 22 

N 

)
, where 

K μ = 

( 

K 11 K 12 

K 21 K 22 

) 

(25) 

Among 50 different base kernels, we select five kernels with the

ighest variance for each data set. To be consistent with previous

orks, the experiments for different MKL algorithms are all based

n the C-SVC formulation. 

.2. Performance comparison 

The results of classification accuracy and corresponding time

ost are listed in Table 3 , where the highest accuracy and those

hose difference from the highest accuracy are not statistically

ignificant are shown in bold for each data set. From these experi-

ental results, we have the following observations. 

(1) Classification accuracy . In Table 2 , proposed MKLA achieves

the overall best classification performance in two data sets.

In addition, as shown in Fig. 4 , with the number of new

rating features increasing, the proposed MKLA method can

achieve better performance. In this way, we can prove the

effectiveness of the new rating features. Then, the sample

sizes of the two data sets are relatively large, so our pro-

posed algorithm takes advantage of the variance information

of samples and is the least affected by the sample compres-

sion. The main difference of these algorithms lies at that our

MKLA is not susceptible to the rank of kernel matrix, over-

fitting, and the size of noise. Our method can further im-

prove the recommendation accuracy than WEMAREC and S-

LMKL, since the appeared ratings of songs are treated more

importantly in the the new low-rank matrix approximation

method. Another significant difference between MKLA and

WEMAREC is the construction of submatrices. In WEMAREC,

each submatrix is constructed by random sampling, while

in MKLA the submatrix is made of selected ratings based

on Bernsteins inequality. In addition, the eigenvalues of the

low-rank kernels in MKLA preserve the structural informa-

tion from the full-rank kernel matrix, while tr( K ) is used in

AveKernel, SimpleMKL and � p -MKL. The aforementioned ex-

perimental results indicate the efficiency of employing Breg-

man divergence in our MKLA to incorporate the structural

information. 

(2) Robustness . Although our algorithm shows degraded classifi-

cation accuracy when C is 2 3 and 2 −1 , the difference from
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Table 2 

Classification accuracy comparison (mean ± Standard Derivation ) on different regularization pa- 

rameters. Result in boldface means the best one. 

Classification accuracy 

AveKernel � 2 -MKL SimpleMKL WEMAREC S-LMKL MKLA 

C = 2 −5 83.6 ± 3.1 68.8 ± 3.7 81.5 ± 7.9 35.6 ± 6.7 51.2 ± 3.1 79.6 ± 4.1 

C = 2 −1 73.6 ± 1.8 75.7 ± 1.3 74.4 ± 1.0 72.6 ± 2.2 56.6 ± 1.0 75.7 ± 1.1 

C = 2 3 70.1 ± 1.8 66.5 ± 2.4 63.1 ± 2.6 67.5 ± 2.3 64.1 ± 2.5 63.2 ± 3.5 

C = 2 7 79.4 ± 3.6 83.9 ± 1.1 81.5 ± 3.1 82.6 ± 2.1 73.5 ± 3.1 80.2 ± 2.7 

C = 2 11 96.3 ± 0.7 76.9 ± 1.3 97.5 ± 0.6 76.3 ± 1.2 93.5 ± 0.6 97.5 ± 2.4 

C = 2 15 87.3 ± 1.6 87.9 ± 1.7 90.1 ± 1.1 76.5 ± 0.4 60.1 ± 2.1 88.2 ± 1.9 

Table 3 

Comparison of the running time of the different kernel learning algorithms using the weighted 

degree kernel. 

Cross-validation/Training time 

AveKernel � 2 -MKL SimpleMKL WEMAREC S-LMKL MKLA 

C = 2 −5 12 .7/0.1 7 .8/2.6 3 .8/0.1 4 .9/0.5 5 .8/0.3 1 .6/0.1 

C = 2 −1 397 .1/0.6 477 .5/42.8 240 .8/14.1 281 .7/14.2 307 .2/17.9 137/20.6 

C = 2 3 58 .2 57 .2/2.1 11 .9/0.5 13 .2/0.8 12 .5/0.7 9 .4/0.3 

C = 2 7 32 .8/0.1 30 .2/0.9 9 .8/0.6 11 .4/0.7 14 .6/0.9 5 .7/0.6 

C = 2 11 83 .8/0.1 75 .7/1.9 42 .7/2.3 48 .6/2.8 51 .4/3.8 32 .3/1.8 

C = 2 15 105 .3/0.2 104 .7/5.1 24 .5/2.0 26 .3/5.1 28 .2/6.0 21 .1/4.7 
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1 http://homepage.tudelft.nl/19j49/t-SNE.html 
the highest accuracy is still not statistically significant. By

assigning automatic selection of vocal ratings, the advan-

tage of variance information is the largest with relatively

high regularization parameter. This is expected because the

samples and outliers may come from different distributions.

Note that our approximation error bound applies to most

kernel functions (Section 3.5 ), and preliminary experimental

results with these kernels have shown the superiority of our

sampling scheme compared with other low-rank approxima-

tion methods in Fig. 6 . Therefore the variance information

can be exploited in a principled manner. 

(3) Computational efficiency. Table 3 includes cross-validation

time and training time, which demonstrates the computa-

tional efficiency of our MKLA. The average time costs by

AveKernel, � 2 -MKL and WEMAREC are about 114.9, 120.4 and

55.6 times longer than those used by MKLA. Comparing with

AveKernel, S-LMKL, � 2 -MKL and SimpleMKL, MKLA is less af-

fected by the outliers and better focused on the structure

of distribution in the data sets. Moreover, comparing with

� 2 -MKL and SimpleMKL, our MKLA utilize SMO method in-

stead of sample-wise optimization and also avoids compute

sparsity kernels in each iteration. These two factors make

our proposed MKLA more computationally efficient than the

other algorithms. 

In sum, the aforementioned experimental results indicate that

our MKLA can handle large size data sets and achieve good perfor-

mance among the algorithms in comparison. In term of classifica-

tion performance to time cost, the proposed MKLA is clearly the

best one. 

Performance of low-rank approximations. In this series of ex-

periments, we compute the rank p which is necessary to achieve a

predictive performance at most 1% than with p = n . The Bregman

divergence is added to all the algorithms as a regulariser, so we

can compute the classical generalization performance. Fig. 5 plots

classification results as the rank of kernel is varied on the data sets.

The trend is the same when we decrease the rank of kernel. We

can find out that the MKLA appears to be relatively stable across

the operating range of p . In most of the cases as expected, the al-

gorithm does not appear to be significantly worse for other values

of p . Therefore, it is hoped that MKLA can be used to learn sparse

kernel combinations as well as non-sparse ones. In addition to its
ow runtime complexity, MKLA is also capable of benefiting from

parse matrix structure. For such matrices, adaptive methods re-

uires the computation of n × n residuals, which may be dense

ven in the case that rating matrix is extremely sparse. In contrast,

KLA requires only the storage of much smaller � × n matrices.

his benefit of MKLA is highly relevant for extremely large datasets

here sparse approximations to similarity matrices are formed us-

ng rating selection algorithms that only store the most significant

ntries in each rating matrix. 

.3. Effectiveness of bregman divergence 

In this subsection, we show the interpretable nature of our pro-

osed method for discriminative analysis in karaoke song recom-

endation. A spectrogram is a visual representation of the spec-

rum of frequencies in a sound Fig. 3 shows several examples of

coustic analysis by spectrogram. Since spectrogram is a visual rep-

esentation of the spectrum of frequencies, we can extract spec-

rogram by applying a 512-point STFT [8] . We observe that our

ethod can preserve the singing spectra structures and the breg-

an divergence enhance the classification performance. It mainly

wes that the best performance of MKLA is not limited to the best

ernel in the candidate set, and can characterize the geometrical

tructure of different aspects for the singing records. Therefore, the

roposed method captures the invariable spectro-temporal struc-

ures in audio signals. 

.4. Effectiveness of latent vocal presentation 

In this subsection, we show the interpretable nature of our pro-

osed method for discriminative analysis in karaoke song recom-

endation. Let K 1 , K 2 , . . . , K p denote p kernel matrices of latent

ocal features learnt from the optimization problem. Here, we se-

ect the kernel matrix with highest weight, i.e., K 1 and present

ome interpretation of K 1 . 

Visualization of latent vocal features. Each row in the rating

atrix K can be treated as vocal features for a user. For exam-

le, K ( j, :) can be viewed as a vector of latent features of j th

ser. To illustrate K 

(1) in a 2-D figure, we adopt t-SNE 1 , which is

http://homepage.tudelft.nl/19j49/t-SNE.html
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Fig. 3. The spectrogram of the singing recordings (in log scale). 

Fig. 4. Average accuracy of additional rating features on the karaoke song record- 

ings. 
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ommonly used for the visualization of high-dimensional data [39] ,

o assist our data analysis. Then K 1 is illustrated in Fig. 7 (a), where

ach circle corresponds to a song and its size is proportional to

he singing frequency in the song dataset. Then, we randomly se-

ect four types of songs and highlight them by orange circles, as

hown in Fig. 7 (b). We observe that the songs of a type are much

ore easily to be concentrated. Therefore, given a set of karaoke

ongs, our method can identify vocal features and simultaneously

lassify the songs of different types (e.g., Rock, Pop and Classic). 

. Related work 

In the literature, a lot of methods have been proposed to ad-

ress song recommendations, such as [27,41] . Traditional song rec-

mmendation systems are proposed for discovering songs which

atisfy users’ listening interest. [5,40] proposes a content-based

odel which uses low level features, such as moods and rhythms,
o represent user’s preference of the songs. In recent years, recom-

ender systems are mainly dominated by content-based and col-

aborative filtering approaches. Content-based (CB) recommender

ystems learn the user’s preference for specific types of songs by

nalyzing the songs’ descriptions. The prediction of the unrated

ongs is based on ratings for similar songs rated by the same user.

n Collaborative Filtering (CF) strategies, the prediction of the un-

ated songs is based on the opinion of users with similar tastes.

ost of the work in recommender systems has focused on recom-

ending the most relevant items to individual users [13] , but the

ircumstance of the user typically is not considered when the rec-

mmendations take place. 

On the other hand, kernel methods are also applied to perform

hese prediction [15,19] . The space and computational complexity

f MKL methods mainly depend on the number of training sam-

les and the computational complexity of the base learner [24] .

xisting MKL algorithms learn the weights of base kernels based

n a training set [8] . Many of the sampling techniques use m ac-

ive data points selected from the training set of size n ( > m ). But

t is impossible to find the optimal subset due to combinatorics.

he active data points could be selected randomly, but in general,

 better performance can be expected if the points are selected ac-

ording some criterion [33] [29] . Instead of choosing all points in

ne single draw before the experiment, adaptive sampling strate-

ies [26] adjust the sampling grid iteratively to the complexity of

ample space. While these sampling algorithms have proven ef-

ective in large-scale data sets, they can be improved by incor-

orating variance information. Alternatively, [25,36] uses sampling

echniques to generate low-rank kernel matrix. Research in this

eld is mainly based on classical theoretical results [26] , which

hows that the error of a subset of k columns approximation can

e bounded by the optimal rank- k matrix. To speed up kernel al-

orithms, a variety of sampling schemes have been used theoret-

cally [8,21,30] . For example, Incomplete Cholesky Decomposition

ssociated with the Nyström, can be viewed as a specific sampling

ethod. As noted in [23] , the Nyström approximation attempts to

omplete a low-rank matrix with its random entries. In this pa-

er, we have access to the underlying approximation function and
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then we can generate desired matrix entries on-the fly. Moreover,

we show how to employ the empirical bounds which is recently

introduced by [1] . 

Low rank techniques are often employed to ease the burden of

memory in a lot of machine learning problems [7] . In addition, in-

complete Cholesky decomposition has been employed in low-rank
ernel representation [2,22] . For example, in [35] [23] , incomplete

holesky decomposition is used for classification and embedding

roblems. Other examples use low-rank decompositions to speed

p kernel learning algorithms such as [21] and [2] . In our paper,

e focus on learning a low-rank kernel matrix by using similarity

nd constrains on distance. In recent work, kernel learning meth-

ds use semi-definite programming. [21] learns kernel matrices

ith the selected given kernels when the labels are given. Previous

ork attempts to recommend songs that is perceptually similar to

hat users have previously listened to, by measure the similarity

etween the audio signals. The similarity metrics are usually

efined ad hoc, by incorporating prior knowledge about music

udio [28] . To assess the required precision in approximating

ernel matrix, a key is to understand the typical predictive per-

ormance of kernel methods. For example, the performance of the

quare loss can be obtained from its bias-variance decomposition.

oreover, the degree of freedom also plays an important role of

n implicit number of parameters [37] . It is applicable to many

on-parametric estimation methods consisting in smoothing the

esponse vector by a linear operator. 

Karaoke singing recommendation is relatively a new area,

ecause users’ singing skills, such as pitch, volume and

hythm should be taken into account in the karaoke song
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ecommendations. However, karaoke songs typically contain back-

round accompaniments and it does not make sense to directly

ompare users’ singing performance with the original song record-

ngs. To tackle this problem, [34] proposed a learning-to-rank

cheme for recommending songs based on an analysis of singer’s

ocal competence. They require a professional recording process

o extract users’ singing characteristics, namely singer profiles, and

uild a learning-to-rank model recommending songs matching

sers’ vocal competence. There are two major drawbacks in this

ystem: one is that it requires a complex vocal competence extrac-

ion process; the other is that it does not consider users’ potential

bility. For example, users’ singing skill will improve even their

erformance scores are not good in the singing history. 

. Conclusion 

In this paper, we proposed a joint modeling method for karaoke

ecommendation by mining history karaoke singing records. Spe-

ially, we first defined and extracted multi-aspect vocal (i.e., pitch,

olume, and rhythm) ratings of users for songs based on their

ecords. Since we need to learn the representations of the vo-

al competence of users, we exploited a multiple kernel learning

ethod to map vocal ratings in a high-dimensional feature space.

esides, to enhance the efficiency of our method, we developed

 sample compression method based on the empirical Bernstein

ound and incorporated the Bregman divergence as a regularizer

n the MKLA formulation. Furthermore, we devised an effective

ethod to solve the joint objective function, to place the empha-

is on optimizing the MKL dual and moreover, to effectively rec-

mmend karaoke songs. Finally, extensive experiments with real-

orld online karaoke data demonstrated the effectiveness of the

roposed method comparing to the state-of-the-art benchmark al-

orithms. 
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