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Abstract—We propose a progressive pseudo-analog video
transmission scheme that simultaneously handles SNR and
bandwidth variations with graceful quality degradation for mobile
video streaming. With the inherited SNR-adaptability from
pseudo-analog transmission, the proposed progressive solution
acquires bandwidth adaptability through an innovative scheduling
algorithm with optimal power allocation. The basic idea is to
aggressively transmit or retransmit important coefficients so
that distortion is minimized at the receiver after each received
packet. We derive the closed-form expression of reduced distortion
for each packet under given transmission power and known
channel conditions, and show that the optimal solution can be
obtained with a water-filling algorithm. We also illustrate through
analyses and simulations that a near-optimal solution can be found
through approximation when only statistical channel information
is available. Simulations show that our solution approaches
the performance upper bound of pseudo-analog transmission
in an additive white Gaussian noise channel and significantly
outperforms existing pseudo-analog solutions in a fast Rayleigh
fading channel. Trace-driven emulations are also carried out to
demonstrate the advantage of the proposed solution over the
state-of-the-art digital and pseudo-analog solutions under a real
dramatically varying wireless environment.

Index Terms—Multimedia communication, radio communi-
cation, streaming media.

I. INTRODUCTION

ACCORDING to the Cisco Visual Networking Index (VNI)
[1], mobile data traffic will increase 10-fold between

2014 and 2019, with video constituting a large portion of it.
In this paper, we address one of the most important mobile
video applications known as mobile video streaming. The two
biggest challenges facing a mobile streaming application are the
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dramatically varying channel conditions and the stringent la-
tency requirements. When a mobile device is downloading and
playing a video, each video frame has a playback deadline. Fail-
ing to transmit a decodable bit stream of a frame before its
playback deadline not only creates unpleasant user experience,
but also wastes precious network bandwidth resources. When
a mobile device is recording and uploading a video, the trans-
mission delay should also remain small to avoid local buffer
overflow. Under such a stringent latency requirement, it is very
challenging to provide a high quality of experience (QoE) under
the time-varying wireless channel.

Contemporary digital video transmission systems adopt sep-
arate source coding and channel coding. Video source is first
compressed into a bit stream through a standard video encoder,
such as the most widely used H.264/AVC [2]. Then, the bit
stream is encoded by a channel encoder before transmission.
At the physical layer, the channel coded bits are mapped into
discrete complex symbols, which are actually transmitted, in a
process called modulation. This separate source channel coding
framework works well when the channel condition is stable, but
when the channel condition varies dramatically, it suffers from
the well-known threshold effect and the leveling off effect. As ex-
plained in [3], [4], when the channel condition gets worse than
a certain threshold, the receiver cannot correctly demodulate
the received complex symbols and the bit error rate goes be-
yond the error correction capability of channel decoding. When
this happens, the entire video stream may be corrupted. This is
called the threshold effect. The leveling-off effect refers to the
fact that no performance gain can be achieved when the actual
channel condition gets better than expected. This is because,
once the source rate and the transmission rate are fixed, the best
achievable performance is determined.

In order to adapt to channel conditions, conventional digital
solutions connect the source encoder and the transmission mod-
ules with a local buffer. The source encoder (e.g. H.264/AVC
[2]) adjusts the source coding rate according to the buffer
fullness. The transmission module, on the other hand, fetches
data from the buffer, performs channel encoding, packetization,
and then chooses the most appropriate modulation rate to
send the packets out. This design has three drawbacks. First,
the basic method of a digital video encoder adjusting the
source rate adjusts the quantization parameter, which is very
coarse and sometimes unpredictable. Second, the efficiency of
adaptive modulation and coding (AMC) relies heavily on the
timeliness and precision of channel feedback, which is hard
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Fig. 1. Illustrating the challenges facing a mobile video streaming application:
varying channel SNR and varying bandwidth share.

to obtain. Third, using a local buffer to connect the source and
the channel creates a difficult engineering tradeoff between the
channel adaptation capability and the amount of induced delay.

Recently, a pseudo-analog video transmission scheme named
SoftCast [5], [6] has attracted much attention. It skips quan-
tization and entropy coding in the conventional digital video
encoder, and directly transmits the power-scaled DCT coef-
ficients through amplitude modulation (amplitude shift key-
ing, to be precise). Although pseudo-analog transmission does
not explicitly perform compression, it achieves a similar effect
through power allocation. Specifically, the result of traditional
compression, which adopts quantization and entropy coding, re-
distributes the bits in a data stream. DCT coefficients with larger
variances are allocated with more bits, while those with smaller
variances are allocated with fewer bits. All bits are treated al-
most equally during transmission in terms of occupied time slots
and transmission power. Thus, the redistribution of bits among
DCT coefficients translates to a redistribution of bandwidth and
power. SoftCast achieves the analogous effect by a direct re-
distribution of power among the DCT coefficients. In addition,
when bandwidth is not sufficient, it will discard the least im-
portant coefficients (i.e. those with the smallest variances) to
achieve bandwidth compaction. In SoftCast transmission, when
channel noise perturbs the transmitted signal samples, the per-
turbation naturally translates into approximation in the original
video pixels. As a result, a receiver can reconstruct the video at
a quality that is commensurate with its channel quality, and the
degradation is graceful with decreased channel SNR.

However, the time-varying characteristic of wireless channels
is reflected in both SNR and bandwidth variations. Fig. 1 shows
the SNR trace we collected in a real wireless environment in
around 160 ms time frame (where five video frames are collected
and to be transmitted) and a possible bandwidth allocation. Note
that the bandwidth variation is prominent in a multi-user system
due to the shared nature of the wireless medium. While pseudo-
analog video transmission is inherently SNR-adaptable, how
does it perform in a bandwidth-varying environment?

Unfortunately, the current design of pseudo-analog video
transmission cannot gracefully handle bandwidth variation, es-
pecially in a low-latency setting. Specifically, the current design
requires that the available bandwidth for each group of picture

(GOP) is known in advance. When the channel bandwidth is
smaller than the source bandwidth, the sender discards the DCT
coefficients with the least importance (or the smallest variances).
Then, the remaining coefficients are power scaled according to
their variances and the total power budget. Since the coefficients
with different variances need dramatically different transmis-
sion power, sometimes by several degrees of magnitude, they
need to be mixed in order to form PHY packets of the same
power. As a result, each packet contains both important and
not-so-important coefficients. During transmission, if the avail-
able bandwidth is smaller than expected, some of the packets
may not have the opportunity to transmit. When this happens,
the important coefficients in these packets are discarded and the
received video quality will be dramatically degraded.

In this paper, we propose a progressive pseudo-analog video
transmission scheme, with the objective of simultaneously han-
dling SNR and bandwidth variations in a timely and graceful
manner. The basic idea is as simple as transmiting the DCT co-
efficients successively according to their importance. However,
the importance of a coefficient is determined by its variance,
which is exactly the transmission power in amplitude modula-
tion. Grouping important coefficients together will create ex-
tremely high-power packets which is impossible for a practical
system to transmit. To address this challenge, we suppress the
transmission power of important coefficients in any single trans-
mission, but allow for re-transmission of these coefficients so
that the power from multiple transmissions can be accumulated.
At the receiver, video reconstruction can be performed at any
moment, and preferably right before the playback deadline of a
GOP. This is in contrast to the digital transmission in which the
receiver has to wait for all the packets belonging to a specific
GOP before it starts decoding. With this feature, the proposed
progressive transmission scheme can operate in a “rebuffer-free”
mode with a much smaller start-up delay than conventional dig-
ital schemes. Then the problem is, whenever there is a trans-
mission opportunity, determining the coefficients (or chunks)
to be included in the packet and their transmission powers so
that the overall distortion is minimized at the receiver when
this packet is received. A scheduling algorithm and a power
allocation algorithm need to be designed to solve this problem.

In our preliminary work [7], we have verified this re-
transmission idea in an additive white Gaussian noise (AWGN)
channel. In this paper, we extend our design to handle fad-
ing channels and propose a fine-grained scheduling algorithm.
We implement the proposed progressive solution and evaluate
the results through extensive simulation and emulation. Sim-
ulations validate that, in the AWGN channel, our progressive
transmission scheme outperforms SoftCast by a notable mar-
gin. It closely approaches the performance upper bound of a
pseudo-analog scheme in which the actual bandwidth is as-
sumed to be known in advance. Simulations also show that, the
proposed scheme achieves the design goal in fast fading chan-
nels, allowing a receiver to recover the video at a quality that is
commensurate with its instantaneous SNR and bandwidth share.
Trace-driven evaluations are also performed based on a soft-
ware defined radio platform SORA [8]. Results show that in a
realistic wireless environment, the proposed scheme outper-
forms SoftCast and a state-of-the-art digital solution (scalable
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Fig. 2. Sender-side flowchart of a pseudo-analog video transmission system named SoftCast [5]. IFFT stands for “inverse fast Fourier transform,” which is used
to perform the orthogonal frequency division multiplexing (OFDM) process and DAC stands for “digital to analog converter.”

video coding + 802.11PHY) in terms of both average and worst-
case performance.

The rest of this paper is organized as follows. Section II re-
views related work, including the digital and pseudo-analog
solutions for mobile video streaming. The overall frame-
work and problem formulation are described in Section III.
Section IV presents our proposed solution. The evaluation re-
sults, in both simulated and real wireless environments, are
presented in Section V. We conclude the paper in Section VI.

II. RELATED WORK

A. Digital Video Coding and Transmission

Most conventional digital video communication systems
adopt a separate source-channel design for implementation con-
venience and optimality. Specifically, source coding is standard-
ized to follow motion estimation, discrete cosine transform,
quantization and entropy coding processes. Currently, H.264
[2] is the most widely used video coding standard although
the newest HEVC standard [9] achieves more bit savings. The
transmission module treats all bits equally and does its best
to ensure error-free transmission. To do so in a time-varying
wireless channel, channel coding is adopted and an appropriate
modulation scheme is selected.

Both the source and the channel provide adaptive and progres-
sive solutions. The source encoder can adjust the source coding
rate by varying the quantization parameter QP . A larger QP
results in a lower rate bit stream, and vice versa. The scalable
video coding (SVC) extension [10] of H.264/AVC further pro-
vides a progressive solution. SVC encodes the source video into
the base layer and several enhancement layers. The base layer
alone is decodable, but more successive enhancement layers will
improve the decoded video quality. In the channel, the adaptive
modulation and coding (AMC) mechanism is standardized in
major physical layer protocols, including IEEE 802.11 [11] and
LTE [12]. Furthermore, the combination of hybrid automatic re-
quest retransmission (HARQ) [13] and rate-compatible channel
codes [14] could provide a better channel adaptation capability
through progressive transmission.

In a video streaming application, the source and channel
should be connected by a buffer and a buffer management mech-
anism is needed. In some previous work [15], [16], the source
encoder adopts adaptive coding, which adjusts the quantiza-
tion parameter QP in order to avoid the buffer from over-
flow or underflow. In another work [17], the source adopts
SVC and the buffer manager is responsible for discarding cer-
tain enhancement layers when the effective transmission rate
is low.

However, these works suffer from some or all of the follow-
ing drawbacks. First, in SVC, there is a tradeoff between source

coding efficiency and granularity of rate adaptation. In adaptive
source coding, there are many ways to adapt to the bandwidth
requirement at the encoder. One commonly used approach is to
adjust the quantization parameter, which is coarse and some-
times unpredictable. Second, the effective rate of digital chan-
nel coding and modulation relies heavily on the timeliness and
precision of channel feedback, which is hard to acquire. When
the actual channel condition is better than expected, no addi-
tional gain can be obtained; when the actual channel condition
is worse, the received wireless symbol is almost useless. The
digital progressive transmission only provides a remedy, not a
cure. Third, if the adaptive source coding approach is adopted
(not SVC), determining the size of the local buffer is very im-
portant to the system performance, but is quite tricky as well. A
long buffer offers better adaptation capability but induces longer
delay, and a short one offers the opposite.

B. Pseudo-analog Video Processing and Transmission

Recently, a new pseudo-analog video transmission paradigm
has emerged. The pioneering work is SoftCast [5] and its sender-
side flowchart is shown in Fig. 2. For each group of pictures
(GOP), three dimensional discrete cosine transform (3D-DCT)
is performed. The transform coefficients are partitioned into
equal-sized chunks (denoted by Xi in Fig. 2) and the variance
for each chunk is computed. The coefficients in each chunk are
treated as instances drawn from the same zero-mean Gaussian
distribution. Normally, chunks belonging to the low frequency
bands have much higher energy (variance) than those belong-
ing to the high frequency bands. If the available bandwidth is
not sufficient for transmitting all the coefficients, chunks with
smaller variances will be discarded.

Then, the power scaling factors (g1 , g2 ...gN in Fig. 2) for the
chunks to be transmitted are computed. According to Jakubczak
and Katabi [5], the optimal power scaling factor for each chunk
that minimizes the overall distortion should be inversely pro-
portional to the square root of the chunk’s standard deviation.
Nevertheless, the scaled coefficients (denoted by C1 , C2 ...CN

in Fig. 2) may still differ by several orders of magnitude. There-
fore, they are whitened by the Hadamard transform before be-
ing transmitted with amplitude modulation (AM)1 over the raw
OFDM channel. At the receiver, a minimum mean square er-
ror (MMSE) decoder is adopted to estimate the coefficients
before inverse 3D-DCT is applied to get the reconstructed
frames.

The pseudo-analog video transmission framework is essen-
tially a joint source-channel design. The basic idea is to skip

1The AM can be implemented by the amplitude shift keying (ASK) using the
digital transceivers, and therefore the scheme is called a pseudo-analog scheme
in some related work.
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quantization and entropy coding in the source encoder, and let
the power scaling operation provide appropriate channel protec-
tion to coefficients of varying importance. As such, the trans-
mitted signal becomes linearly related to the pixels luminance.
When noise perturbs the transmitted signal samples, the pertur-
bation translates into approximation in the original video pixels
[5]. This new video transmission framework allows a receiver
to reconstruct the video with a quality that is commensurate
with its channel noise level. Extensive simulations and emula-
tions have shown that a fine-grained quality adaptation can be
achieved with varying channel SNR.

In virtue of the strong channel adaptation capability, SoftCast
has attracted a lot of attention, and there are many follow-up
works that focus on improving the reconstructed video quality.
Xiong et al. [18] propose an adaptive chunk division method
to provide a better modeling of the coefficients. Cui et al. [19]
modify the framework such that denoising techniques can be
applied to improving the reconstructed video quality. Xiong
et al. [20] and He et al. [4] propose different signal processing
and power allocation schemes to improve the received subjective
visual quality. Liu et al. propose ParCast for video unicast in
a MIMO-OFDM system [21], [22]. HDAVT [23] design the
optimal resource allocation in slow fading channel. However,
these works either optimize performance for AWGN channels
or assume that the precise channel fading parameters can be
obtained, and none of them consider the bandwidth adaptability.

There do exist some efforts to address all kinds of heterogene-
ity in the pseudo-analog transmission framework. In [3], [24],
video is divided into a base layer and enhancement layers to
provide resolution scalability. Fan et al. [25] address bandwidth
heterogeneity by means of layered coset coding. However, it
is designed based on an important assumption that the channel
bandwidth is no less than the source bandwidth. Again, these
works target at a predictable wireless environment. The only
work in literature that potentially handles both fast fading chan-
nel and bandwidth variation is [26], although they do not ex-
plicitly take bandwidth adaptation into consideration. The basic
idea is to retransmit some important chunks to obtain channel
diversity gain and combat fading. While the basic idea of our
proposed scheme is also retransmission, our scheme is designed
and optimized to handle large bandwidth variations, which is
commonly seen in mobile video streaming applications.

III. PROGRESSIVE PSEUDO-ANALOG VIDEO TRANSMISSION

A. Framework Overview

The progressive pseudo-analog video transmission is de-
signed to be both SNR-adaptable and bandwidth-adaptable.
While SNR-adaptability is an inborn trait of pseudo-analog
transmission, bandwidth-adaptability is achieved through the
proposed greedy scheduling algorithm that allows retrans-
mission of important chunks. Fig. 3 illustrates the proposed
framework at the sender. It is a cross-layer design involving the
application layer (APP), the medium access control (MAC) and
the physical layer (PHY). Our unique designs are highlighted
in a bold dashed box in Fig. 3.

Fig. 3. Progressive pseudo-analog video transmission framework.

In APP, a decorrelation transform (e.g. 3D-DCT) is performed
over the input video frames and the transform coefficients are
divided into chunks. Coefficients in one chunk are treated as
instances drawn from the same zero-mean Gaussian distribu-
tion. For simplicity and without loss of generality, we con-
sider equal-sized rectangular-shape chunk division. All chunks
are put into a chunk pool and the variance of each chunk is
computed. Generally speaking, the variance of a chunk reflects
its importance.

The scheduling module is the key module in our design. It
picks K chunks out of the total N chunks to compose a tile. The
size of K is determined such that each tile can fit into a single
PHY packet. The power allocation module serves two purposes.
First, it ensures that the average symbol power of the packet does
not exceed the given power budget. Second, it allocates power
among different chunks to minimize distortion. Both scheduling
and power allocation decisions are made with an objective to
minimize the total mean squared error (MSE) at the receiver
after this packet is received, and by taking the previous channel
feedback into consideration. At the MAC, the sender waits to
access the wireless medium. Once a packet is successfully sent
out, the scheduling model will prepare for the next packet. If the
playback deadline for the current GOP is about to pass (in the
case of downlink streaming) or the next GOP has been recorded
in the buffer (in the case of uplink uploading), the sender will
move to process the next GOP.

Note that, in the proposed framework, an important chunk can
be transmitted multiple times. This never happens in the original
SoftCast system. This is because SoftCast is optimized for an
AWGN channel only. In an AWGN channel model, transmitting
a signal for n times using power P1 , P2 , ... Pn results in the same
MSE as transmitting it once using power

∑n
i=1 Pi . Although the

power allotments for different chunks are dramatically different,
SoftCast mixes instances from different chunks into one packet
to ensure that the average power of each packet satisfies a given
constraint. However, if a sender is not sure whether it has a
chance to transmit one more entire packet for a given GOP,
it should aggressively transmit the important chunks, under the
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power budget of each packet. If later there are more transmission
opportunities, these important chunks should be re-transmitted
so that the power can be accumulated to approach optimal power
allocation. If there are even more transmission opportunities,
some less important chunks can also be transmitted. This is the
basic idea behind our progressive design.

The receiver collects as many copies of each coefficient as
possible for a GOP before its playback deadline or the sender
stops transmitting it. Then, multiple copies of the same coeffi-
cient are merged by maximum ratio combining (MRC) before
minimum mean squared error (MMSE) decoding is performed.
Finally, the inverse transform reconstructs the video frames.

B. System Model and Problem Formulation

Let us consider a video sequence with frame resolution W ×
H , where W and H indicate width and height, respectively.
Assume that a GOP has F frames (F can be as small as 1
when the application does not tolerate any delay). After the
decorrelation transform, the transform coefficients of each frame
are partitioned into M chunks, so that a GOP has N = M × F
chunks in total. The size of each chunk is denoted by L, which is
equal to (W × H)/M . We sort these chunks in descending order
according to their variances and re-index them from 1 to N . The
source chunks are denoted by Si , i = 1...N . Usually, chunks
located in the lower frequency band have larger variances. Let
λi denote the variance of the ith chunk and we have λi1 ≥ λi2 ,
∀i1 ≤ i2 .

Let K be the number of chunks which fit into one PHY
packet, and let Γ be the maximum number of packets that can
be transmitted for a particular GOP. Without loss of generality,
we consider a scenario where Γ = N/K. We use Sc,i to denote
the complex source chunk and it is formed by combining the
odd part Si,o and even part Si,e of Si

Sc,i =
Si,o + jSi,e√

2
, i = 1, 2, ...N. (1)

Suppose after the scheduling process, the ith tile Ti is com-
posed of K chunks whose indexes are Ω(i) = [i1 , i2 , ..., iK ].
The corresponding power scaling factors of Ti are denoted
by Gi = diag{gi1 ,Ri 1

, gi2 ,Ri 2
, ..., giK ,Ri K

}, where Rik
denotes

the total number of times that the ik th chunk has been transmit-
ted. The whitening matrix, denoted by Wi , is a K × K unitary
Hadamard matrix. Since these K chunks are transmitted in the
same packet, we could simply assume that they have the identi-
cal channel gain. Let hi denote the complex channel parameter
that tile Ti experiences. Given the above notations, when there
are Γ0 ≤ Γ tiles transmitted, we can write the received signals
Y in the following matrix form:

Y = HMGQX + V � AX + V (2)

where X = [Sc,1 , Sc,2 ..., Sc,N ]T denotes the source sig-
nal and V is the additive Gaussian channel noise with
power σ2

n . M = blkdiag{W1 ,W2 , ...,WΓ0 } is a block di-
agonal matrix which performs tile-wise whitening, and
G = blkdiag{G1 , G2 , ..., GΓ0 } is the diagonal power scaling
matrix. H = blkdiag{H1 ,H2 , ...,HΓ0 } denotes the channel

parameters, where Hi = hiIK×K and IK×K is the identical
matrix. Q is the scheduling matrix composed of zeros and ones.
For example, if K = 2, N = 8 and the scheduling results are
Ω(1) = [1, 2],Ω(2) = [1, 3],Ω(3) = [2, 4], then

Q =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

and G = diag{g1,1 , g2,1 , g1,2 , g3,1 , g2,2 , g4,1}.
The MMSE decoder C reconstructs the source with minimum

mean square error

X̂ = CY = ΛAH (AΛAH + σ2
nI)−1Y (3)

where Λ = diag{λ1 , λ2 , ..., λN } and (·)H denotes Hermitian
transpose.

In our progressive transmission framework, the scheduling
algorithm picks K chunks at a time to form a tile (packet). For
any integer i in {1, 2, ...,Γ}, in the ith round, the scheduling
task is to find Ω(i) and Gi to minimize the expected MSE
after Ti is received, given the entire sender-side information and
available receiver-side information of the previous i − 1 tiles.
Mathematically, the scheduling objective in the ith round can
be expressed as

min
G,Q

E{(X̂i − X)T (X̂i − X)}

s.t.
K∑

k=1

g2
ik ,Ri k

λik
× L ≤ K × Es × L (4)

where X̂i is the reconstruction of X after tile Ti is received.
Notation E{·} denotes the expectation. The constraint in (4)
means that each tile (packet) is energy constrained, and Es is
the average symbol energy.

IV. THE PROPOSED SOLUTION

In the proposed progressive framework, chunk scheduling
and power allocation are two coupled problems. In this section,
we first derive the optimal power allocation within a tile when
the chunks have been determined, and then present the schedul-
ing algorithm which decides what chunks should be included in
a tile. In addition, when only partial receiver-side information is
known, we discuss the necessary approximations in implement-
ing our algorithm.

A. Power Allocation

Each PHY packet contains one and only one tile, so all tiles
have the same power budget. For each of the K chunks sched-
uled to tile Ti , the power scaling factors gik ,Ri k

should be de-
termined in order to minimize the expected total distortion of
all the N chunks at the receiver. Note that some of the chunks
in tile Ti may have been transmitted in previous packets. There-
fore, the quality of previous transmissions, if available, should
be taken into account.
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First, we derive the distortion of transmitting source Sc,i

with variance λi Ri times when the additive channel noise
power is σ2

n . Suppose the channel parameters it experiences
are H̄i = diag{hi,1 , hi,2 , ..., hi,Ri

}, the received signals are Ri

noisy versions of Sc,i

Yi = H̄iḠiSc,i + Vi (5)

where Vi = [vi,1 , vi,2 , ..., vi,Ri
]T denotes additive noise and

Ḡi = [gi,1 , gi,2 , ..., gi,Ri
]T denotes power scaling factors. To

leverage channel diversity and improve channel quality, max-
imum ratio combining (MRC) is applied before decoding the
source, thus

S̃c,i =
(H̄iḠi)H

‖H̄iḠi‖2 Yi = Sik
+ Ṽi (6)

where Ṽi = (H̄ i Ḡ i )H

‖H̄ i Ḡ i ‖2 V and its variance equals σ2
n/‖H̄iḠi‖2 .

(·)H denotes the Hermitian transpose. MMSE estimation is used
to detect the transmitted signal, as has been derived in [26], the
distortion (or MSE) of transmitting Sc,i Ri times becomes

ζ(Sc,i , Ri) =
λiσ

2
n

∑Ri

l=1 ‖hi,l‖2g2
i,lλi + σ2

n

. (7)

Now we consider the case of transmitting a tile Ti which
consists of chunks Sc,i1 , Sc,i2 , ..., Sc,iK

. Assume that chunk
Sc,ik

has already been transmitted Rik
times in the pre-

vious transmission opportunities, and its previous transmis-
sion state information (PTSI), i.e., gik ,1 , gik ,2 , ..., gik ,Ri k

and
hik ,1 , hik ,2 , ..., hik ,Ri k

are available, according to (7), the dis-
tortion of tile Ti can then be derived as

ζ(Ti) =
K∑

k=1

ζ(Sc,ik
, Rik

+ 1)

=
K∑

k=1

λik
σ2

n(∑Ri k

l=1 ‖hik ,l‖2g2
ik ,lλik

)
+ σ2

n + ‖h‖2g2
ik

λik

(8)

where h is the channel gain that the transmitted tile is to expe-
rience and gik

is the power scaling factor of chunk Sc,ik
which

is to be optimized.
Note that our goal is to minimize the total distortion of all N

chunks such that at the transmission of tile Ti , the receiver can
gain optimal performance. When the PTSI is given and the K
chunks are fixed for composing tile Ti , to minimize the distor-
tion of K chunks is equivalent to minimizing the total distortion.
Therefore, to solve the optimal power allocation problem when
K chunks and their PTSI are given, the objective can be formu-
lated as follows:

min
gi k

K∑

k=1

λik
σ2

n(∑Ri k

l=1 ‖hik ,l‖2g2
ik ,lλik

)
+ σ2

n + ‖h‖2g2
ik

λik

s.t.
K∑

k=1

g2
ik

λik
≤ K ∗ Es. (9)

The solution of this optimization problem can be obtained by the
method of Lagrange multiplier and the water-filling algorithm.
The closed-form expression can be derived as

⎧
⎪⎨

⎪⎩

gik
=

(√
σn√

ν‖h‖2 λi k

− Ai k

‖h‖2 λi k

)+

s.t.
∑K

k=1 g2
ik

λik
≤ K ∗ Es

(10)

where ν is some constant and is chosen to meet the total energy

constraint as shown in (10), Aik
equals

∑Ri k

l=1 ‖hik ,l‖2g2
ik ,lλik

+
σ2

n , and the operator (a)+ is defined as max{0, a}.
In this subsection, in order to derive the power allocation

strategy, we have assumed the availability of channel state in-
formation (CSI), including the channel gain ‖h‖2 and the noise
power σ2

n , of each previous packet. Both parameters can be es-
timated at the receiving station and be feedback to the sending
station through the reverse channel. In practice, both parameters
can be attached to the end of the acknowledgement (ACK) frame
which is sent from the receiving station to the sending station
after each data frame is received. For example, if each channel
parameter is represented by 16 bits, the overhead on the reverse
channel is around 15 kbps, which is quite small. This overhead
can be further reduced if the CSI is reported once every a few
packets or the background noise power is approximated by the
noise of the reverse channel.

B. Scheduling

In the proposed progressive transmission framework, the
transform coefficients of a GOP are divided into equal-sized
chunks which are put into a chunk pool. The scheduling task is
to pick K chunks from the pool to form a tile (packet) for the
next transmission opportunity. We consider a highly dynamic
environment where the sender does not know how many more
packets can be transmitted for the current GOP. Therefore, the
scheduling algorithm adopts a greedy approach. Specifically, it
tries to minimize the receiver-side distortion after the scheduled
packet is received. In other words, the scheduling problem can
be defined as determining what K chunks should be included
in the current tile such that the largest distortion reduction can
be achieved given the past and current channel conditions.

A straightforward way to solve the scheduling problem is to
exhaustively search all possible combinations of K chunks and
compare their expected distortions under the corresponding op-
timal power allocation. However, the total number of possible
combinations is CK

N . It is inefficient to perform power allocation
for each of the combinations, so the challenge is how to reduce
the computational complexity of the scheduling algorithm with-
out breaching its optimality. To address this challenge, we first
present a proposition.

Proposition 1: Let S(1) , S(2) , ..., S(M ) ,K ≤ M ≤ N be
the collection of chunks which have never been transmitted in the
chunk pool and their variances satisfy λ(1) ≥ λ(2) ≥, ..., λ(M ) .
If K chunks are to be chosen from these M chunks to form a
tile, the optimal selection that minimizes the overall distortion
of all N chunks is to choose S(1) , S(2) , ..., S(K ) .
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Proof: To prove that selecting S(1) , S(2) , ..., S(K ) is op-
timal, we only have to prove that substituting any one of
these K chunks by a chunk S(j ) , j > K, the total distor-
tion of S(1) , S(2) , ..., S(M ) will not decrease. Without loss
of generality, we can assume S(K ) is replaced by S(j ) , and
g(1) , g(2) , ..., g(K−1) , g(j ) are the optimal power allocation fac-
tors for transmitting S(1) , S(2) , ..., S(K−1) , S(j ) , note that the
power scaling factors should satisfy that

∑K−1
k=1 (g(k))2λ(k) +

(g(j ))2λ(j ) ≤ KEs , which is the total power constraint.
Then, the distortion of all the M chunks if we transmit

S(1) , S(2) , ..., S(K−1) , S(j ) becomes

D0 =
K−1∑

k=1

λ(k)σ2
n

‖h‖2(g(k))2λ(k) + σ2
n

+
λ(j )σ2

n

‖h‖2(g(j ))2λ(j ) + σ2
n

+
M∑

m=K,m �=j

λ(m ) (11)

where ‖h‖2 is the channel gain of this tile. The first two terms in
(11) denote the distortion of the chunks which will be transmit-
ted and the last term denotes the distortion of the chunks which
are not to be transmitted.

Now, we consider transmitting S(1) , S(2) , ..., S(K ) . We use

the power allocation factors g(1) , g(2) , ..., g(K−1) , ĝ(j ) , where

ĝ(j ) = g ( j )
√

λ( j )√
λ(K )

. In this case, the total power constraint
∑K−1

k=1 (g(k))2λ(k) + (ĝ(j ))2λ(K ) ≤ KEs is met. Please keep
in mind that these power allocation factors are not necessarily
optimal for transmitting S(1) , S(2) , ..., S(K ) . Using D1 to de-
note the distortion of all the M chunks if we optimally allocate
power to these K chunks, and D̂1 to denote the total distortion if

we use g(1) , g(2) , ..., g(K−1) , ĝ(j ) as their corresponding power
scaling factors, by definition we have

D1 ≤ D̂1 (12)

D̂1 =
K−1∑

k=1

λ(k)σ2
n

‖h‖2(g(k))2λ(k) + σ2
n

+
λ(K )σ2

n

‖h‖2
(
ĝ(j )

)2
λ(K ) + σ2

n

+
M∑

m=K +1

λ(m ) . (13)

Combining (11) and (13), the difference of D0 and D̂1 can
be calculated

D̂1 − D0 =
λ(K ) − λ(j )

1 +
‖h‖2

(
ĝ ( j )

)2
λ( j )

σ 2
n

+ λ(j ) − λ(K ) . (14)

Because λ(K ) ≥ λ(j ) ≥ 0, we can conclude that D̂1 − D0 ≤ 0.
Recall that in (12) we get D1 ≤ D0 , meaning Proposition 1 is
true. �

Proposition 1 indicates that we do not need to search all N
chunks to compose a tile. If chunks S1 , ...SU have been trans-
mitted at least once in the previous transmissions, we only need
to consider chunks S1 , ..., SU +K in the current transmission
opportunity and pick K chunks from them.

The fast algorithm is described as follows. First, we ini-
tiate the current tile with K chunks SU +1 , SU +2 , ..., SU +K ,
which have not been transmitted before. Then, we look among
S1 , S2 , ..., SU for a chunk to replace SU +K , if the replacement
can further reduce total distortion. If such a chunk cannot be
found, the process stops. Otherwise, we look for a chunk among
S1 , S2 , ..., SU to replace SU +K−1 . We continue this process
until a replacement cannot be found or all the chunks in the
initial set have been replaced. In the worst case, this fast algo-
rithm needs to evaluate UK combinations to schedule a tile.
The computational complexity is greatly reduced.

Algorithm 1 presents the proposed fast scheduling algorithm.
Based on the variances λi of the chunks, the target noise power
σ2

n , and the average transmission power Es , the algorithm
determines the tile composition for transmission opportunity
i, denoted as Ω(i), i = 1, 2, ...,Γ, and the power allocation
factors. Here, Ω(i) = [i1 , i2 , ..., iK ] is the array of chunk
identifiers for tile Ti . The total distortion of N chunks, denoted
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by εt(GR ,R) is calculated by the following equation:

εt(GR ,R) =
N∑

i=1

λiσ
2
n(∑Ri

l=1 ‖hi,l‖2g2
i,lλi

)
+ σ2

n

(15)

where GR is the set that contains all the gi,l , i = 1, 2, ..., N ; l =
1, 2, ..., Ri , and R = [R1 , R2 , ..., RN ] records the transmission
times of each chunk. hi,l is the channel parameter the ith chunk
experiences in its lth transmission.

C. Approximation

The general progressive solution described in the previous
subsection is derived under the assumption that the PTSI, in-
cluding power scaling factors and channel parameters are all
available. While the power scaling factors are determined by
the sender, the channel parameters need to be measured at the
receiver and the feedback usually has delay. This should not
create a big problem in an AWGN channel or a slow fading
channel, because ‖h‖2 and all ‖hik ,l‖2 can be treated as con-
stants in (9) and (10). However, in a fast fading channel, ‖h‖2

is almost impossible to estimate, while ‖hik ,l‖2 can be ob-
tained from channel feedback of the measured channel state
information.

In order to allocate the power under unknown variables, the
objective function of the optimal power allocation problem is
changed from ζ(Ti) to the expectation of ζ(Ti), denoted by
E{ζ(Ti)}

min
gi k

E{ζ(Ti)}

s.t.
K∑

k=1

g2
ik

λik
≤ K ∗ Es.

(16)

In the expression of ζ(Ti) as given in (8), ‖h‖2 is the unknown
variable. To explicitly show this, we write ζ(Ti) as ζ(Ti)(‖h‖2).
It is extremely difficult to obtain a closed-form expression of
E{ζ(Ti)}, so we propose making the following approximation:

E{ζ(Ti)(‖h‖2)} ≈ ζ(Ti)(E{‖h‖2}). (17)

To demonstrate that (17) is a reasonable and close approxima-
tion, we carry out some experiments for the most challenging
fast Rayleigh fading channel by simulation in Matlab 2014a.
We consider a case where h differs for each packet. The only
information we have is the statistical distribution of the fading
parameter h ∼ CN (0, 1). Now that ‖h‖2 is a random variable
following the Chi-squared distribution, and the probability den-
sity function (PDF) of t = ‖h‖2 is

f(t) =
e−t/2

2
, t ≥ 0. (18)

From (9), the distortion of tile Ti can be written as

ζ(Ti) =
K∑

k=1

1
aik

+ bik
t

(19)

Fig. 4. Plots of Ψ and Δ. (a) Ψ(a, b). (b) Δ(a, b).

where aik
=

∑Ri k

l=1
‖hi k , l ‖2 g 2

i k , l

σ 2
n

+ 1
λi k

and bik
=

g 2
i k

σ 2
n

. Next, we

define

Ψ(a, b) =
∫ +∞

0

1
a + bt

f(t)dt

Ψ̂(a, b) =
1

a + b
∫ +∞

0 tf(t)dt
=

1
a + 2b

, a, b > 0

Δ(a, b) = Ψ − Ψ̂. (20)

If Δ(a, b) is small, we may conclude that (17) provides a close
approximation.

We use the Monte Carlo method to calculate Ψ(a, b). Specif-
ically, we simulate the fast fading channel parameter ‖h‖2 ac-
cording to the Chi-squared distribution in Matlab 2014a on a
64-bit Windows 10 machine. We create 5000 instances of t in
total and calculate the mean value of 1/(a + bt). Fig. 4 plots
Ψ(a, b) and Δ(a, b) for 0 ≤ a, b ≤ 1. When a and b are larger,
the value of Ψ(a, b) gets very small. It is obvious that Δ(a, b) is
quite small in both absolute value and relative value to Ψ(a, b).
Therefore, if we replace ‖h‖2 by its mean value which is 2
in (8), it results in a close approximation of E{ζ(Ti)}. There-
fore, we can obtain the power scaling factors by substituting
‖h‖2 by 2 in (10). In the next section, we will show that the
optimization results obtained with this approximation are very
satisfactory. Till now, we have assumed the accessibility to the
channel feedback of PTSI to obtain ‖hik ,l‖2 . It is possible that
the channel feedback delays for some time and part of ‖hik ,l‖2

are left unknown. We tackle this issue by replacing the unknown
parameters by their mean values 2. In the next section, we will
also evaluate the impact of feedback delay or even no feedback.
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D. Feasibility of Real System Implementation

In fact, pseudo-analog transmission can be easily integrated
into the existing 802.11 PHY layer, as described in [5]. OFDM
divides the wireless spectrum into independent subcarries, some
of which are pilots used for channel tracking and others are
left for data transmission. Pseudo-analog transmission does not
need to modify the 802.11 packet header and the pilots, there-
fore traditional functions of synchronization, carrier frequency
offset estimation, channel estimation and phase tracking are not
affected. We only need to add an option to allow the analog
data to bypass FEC and QAM of PHY and to directly use the
raw OFDM functionality. In addition, it is absolutely fine for
the streaming media application to use the raw OFDM option
while other digital communication applications continue to use
the conventional standard OFDM.

The only possible issue is the input precision of the raw
OFDM module. Usually, the number of input bits per symbol is
limited to 14 or 16, which means that we will have to quantize
the analog coefficients to 14 or 16 bits. In the next section, we
will show quantitatively that the impact of this quantization is
very small.

We would also like to mention that the video processing
modules at both the sender and the receiver are less complex
than the digital video codec H.264. Therefore, it is almost for
certain that the video processing modules can run in real-time
with or without hardware acceleration.

V. EVALUATION

A. Settings

We implement the proposed scheme with the AWGN channel
model and fast fading channel mode respectively in Matlab
2014a. In our implementation, the tile size K is set to 8 and the
DCT coefficients of each frame are divided into 256 chunks. In
the physical layer (PHY) of the OFDM system, the spectrum
band is divided into 64 subcarriers and 48 of them are used to
transmit complex analog symbols. After tile scheduling, power
allocation and whitening within the tile, we pack all analog
coefficients of each tile into one PLCP frame (packet), and then
transmit one packet in one transmission opportunity. We also
perform trace-driven testbed experiments based on the software
defined radio platform SORA [8] to evaluate the progressive
transmission scheme.

Test video source: In order to perform a comprehensive eval-
uation over videos of various contents, we use nine standard test
videos as the source. The monochrome versions of these videos
are used because it is well-known in the video compression
community that the luminance component carries the majority
of energy in a video. Besides, it will allow us to make a fair
comparison with previous pseudo-analog solutions, as they all
report their performances on the monochrome videos. The res-
olution of these video sequences is 720p (1280 × 720) and their
frame rate is 30fps. These test videos are stockholm, parkrun,
city, spincalendar, sheriff,shuttlestart, in-to-tree, shields and jets
and they are available at Xiph test media.2 For 720p video at

2“Xiph test media.” Sep. 2004, Accessed on: Jul. 2014. [Online]. Available:
https://media.xiph.org/

a frame rate of 30fps, there are 1280 × 720 × 30 real valued
coefficients per second to be transmitted. In transmission sys-
tems, every (I,Q) complex symbol can transmit 2 coefficients,
therefore the full source bandwidth is 13.824MHz. In our evalu-
ation, we describe bandwidth consumption as bandwidth ratio,
which is defined as the actual channel bandwidth over full source
bandwidth.

Reference schemes: As SoftCast [5] is the state-of-the-art
pseudo-analog transmission scheme in the AWGN wireless
channel, in our simulation and trace-driven emulation, we
choose SoftCast as one of the reference schemes. However,
SoftCast is originally designed for the AWGN wireless channel.
To compare performance in a fast fading channel, we choose
Cui’s solution [26] as a reference scheme because it is a pseudo-
analog transmission scheme tailored for fast fading channels. We
implement SoftCast in Matlab 2014a according to the descrip-
tions in [5]. The implementation of Cui’s solution is provided
by the author. Given that both SoftCast and Cui’s solution re-
quire bandwidth ratio for their power and bandwidth allocation,
we implement these reference schemes by assuming a known
bandwidth ratio.

As for digital solutions, considering that standard H.264 and
HEVC based solutions cannot offer scalability over either chan-
nel bandwidth or channel noise level, we use a state-of-the-art
digital solution based on the scalable video coding (SVC) exten-
sion of H.264 [10]. The publicly available JSVM SVC reference
Software version 9.19.143 is used. The encoder is configured to
enable inter-layer prediction.

In the implementation of the proposed scheme and all refer-
ence schemes, the GOP size is set to 8. Normally, a larger GOP
size results in higher coding efficiency but longer delay. A GOP
size of 8 strikes a good tradeoff between coding efficiency and
low-delay requirement for video streaming applications.

Performance metric: The well-known peak-signal-noise-
ratio (PSNR) objective metric is used to evaluate the recon-
structed video quality and PSNR is calculated via the MSE
between the received video and the groundtruth, i.e., PSNR =
10 log10

2552

M SE

B. Results in Simulated Environment

1) AWGN Channel: We first evaluate our progressive solu-
tion against SoftCast in the AWGN channel. The signal-noise-
ratio (SNR) is assumed to be known. We vary the bandwidth
ratio, which is defined as the ratio of channel bandwidth to
source bandwidth, from 0.125 to 1, but this information is not
known to the sender in both SoftCast and our solution. SoftCast
simply drops packets when the bandwidth ratio is smaller than
1. We also implement an omniscient scheme based on SoftCast,
which knows the exact bandwidth ratio before the transmission
so that the optimal power allocation and packetization can be
achieved. This omniscient scheme provides the performance
upper bound for pseudo-analog video transmission.

3“JSVM reference software.” Jun. 2011, Accessed on: Apr. 2015. [Online].
Available: http://www.hhi.fraunhofer.de/departments/video-coding-analytics/
research-groups/image-video-coding/research-topics/svc-extension-of-
h264avc/jsvm-refe rence-software.html
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Fig. 5. Average reconstructed video PSNR of different schemes under different channel SNR and bandwidth settings. (a) EsN0 = 5 dB. (b) EsN0 = 15 dB.
(c) EsN0 = 25 dB.

Fig. 5 shows the average received video PSNR on the nine test
video sequences when the channel SNR equals to 5 dB, 15 dB
and 25 dB, respectively. It is clear that SoftCast performs very
poorly when the bandwidth is unknown to the sender. When the
channel bandwidth is much lower than the source bandwidth,
the PSNR drops dramatically. From this experiment, we may
conclude that the bandwidth adaptation capability of SoftCast
is very weak.

In contrast, our proposed solution achieves graceful quality
degradation with the reduced bandwidth ratio, and the perfor-
mance is very close to the upper bound. As shown in Fig. 5(a),
when the channel SNR is 5 dB, the proposed scheme achieves
almost identical performance as the upper bound. We also find
from Fig. 5(b) and 5(c) that when the channel SNR is higher, say
15 dB and 25 dB, the performance gap between the proposed
solution and the upper bound is very small. The gap is more no-
ticeable when the channel condition is good and the bandwidth
ratio is high. This is because our progressive solution ensures the
reception quality of important chunks by sacrificing the trans-
mission opportunity of not-so-important chunks. Nevertheless,
the gap to the upper bound is only 0.96 dB when the bandwidth
ratio is 1 and SNR is 15 dB.

2) Fast Rayleigh Fading Channel: Next we perform the
evaluation in a fast Rayleigh fading channel. For every trans-
mission opportunity (or packet), the fading parameter ‖h‖ is
independently and randomly generated. There are two refer-
ence schemes used for comparison. One is omniscient SoftCast,
for which the bandwidth ratio is known beforehand, so that
it can always perform optimal bandwidth and power alloca-
tion accordingly. The other is Cui’s scheme [26], denoted as
Cui_sln. The original design of Cui’s scheme cannot adapt to
bandwidth variations, so we implement two variations, assum-
ing the bandwidth ratio to be 0.2 and 0.8 and the transmitter op-
timally allocate power and bandwidth accordingly. If the actual
bandwidth ratio is lower than assumed, the sender randomly
drops the packets; if the actual bandwidth ratio is higher, the
sender retransmits randomly selected packets to make full use
of the network resource.

For fairness, we do not assume channel feedback in the imple-
mentation of our solution, because both Cui_sln and SoftCast
do not use channel state information (CSI) at the sender. We
run 100 tests using the test video sequences and averaged the
PSNR metric over all the test runs. Fig. 6 shows the perfor-
mance of all three schemes. The shadows denote the dynamic

Fig. 6. Performance comparisons of difference schemes when channel SNR
Es /σ2

n equals 10 dB. The performance metrics are averaged over test video
sequences, GOP size is 8.

ranges from 10 to 90 percentile performance for every scheme.
It can be observed that our scheme achieves the highest average
PSNR among the three schemes and the PSNR variations are
quite small. Interestingly, our progressive scheme outperforms
the omniscient SoftCast at all bandwidth ratio settings, and the
PSNR gain is up to 1.68 dB. This is because, although the Soft-
Cast sender knows the exact bandwidth information, the power
allocation is optimized for AWGN channels. In a fast fading
channel, if an important coefficient experiences deep fade, the
overall performance will be greatly degraded.

Fig. 6 also shows that the bandwidth adaptation capability
of Cui’s solution [26] is not as good as ours. When the target
bandwidth ratio is 0.2, Cui_sln performs well when the band-
width ratio is relatively low, but it tends to level-off when the
actual bandwidth gets larger. When the target bandwidth is 0.8,
Cui_sln performs well at the high end, but the performance drops
dramatically at the low end. This experiment clearly shows that
the proposed progressive solution (even without channel feed-
back) outperforms state-of-the-art pseudo analog solutions in a
bandwidth-varying fading channel.

C. Trace-Driven Emulation

We next evaluate the proposed scheme under real wireless
environments. Evaluations are carried out using the channel
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Fig. 7. Performance comparisons in dynamic environments. (a) parkrun. (b) intotree.

fading and noise trace obtained from the software radio platform
SORA [8] in a mobile setting. The bandwidth ratio is simulated
by uniformly varying between 0.2 and 0.9. Fig. 7(a)(I) and
7(b)(I) shows the bandwidth ratio and average channel SNR for
each GOP. Three reference schemes are evaluated along with
the proposed scheme. The PSNR of each frame is calculated to
assess the channel SNR and bandwidth adaptation ability as well
as the received video quality of different schemes. As examples,
we show the results for sequences parkrun and intotree in Fig. 7.

As the available bandwidth varies between 20% to 90% of the
full bandwidth, we implement a four layer SVC scheme, with
each source layer using up to 20% of the full bandwidth. All four
layers would take up to 80% of the full bandwidth. Since the

traced channel SNR varies between 7 dB to 14 dB, we only
consider BPSK and QPSK modulation. High-order modula-
tions such as 16-QAM and 64-QAM would increase bandwidth
efficiency, but would incur more transmission failures. Also,
under such poor channel conditions, hierarchical modulation
cannot be used. Therefore, we adopt a rate-1/2 convolutional
code for all source layers. The source coding rate per layer
when QPSK (BPSK) modulation is used is roughly 2.76 Mbps
(1.38 Mbps). While there are other choices to implement an
SVC scheme, it is not practical to evaluate all of them. The
parameter settings in our implementation are general enough
to draw a comparative conclusion between digital and analog
schemes.
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From subfigure (II) in Fig. 7(a) and 7(b), we see that scheme
SVC QPSK 1/2 performs better than SVC BPSK 1/2 most of the
time. This is obvious since using (QPSK 1/2) allows the sender
to transmit the video stream at twice the bit rate of that when
using (BPSK 1/2). However, notice that in the 12th GOP in the
parkrun sequence and the 11th GOP in the intotree sequence,
the performance of SVC QPSK 1/2 decreases dramatically as
the instantaneous channel SNR drops to around 8 dB. This is
the typical cliff effect we often encounter in digital transmis-
sions. If we had used an even higher coding and modulation rate
(e.g. (16QAM 3/4)), such effect would have happen more often.
There is always a trade-off in digital video streaming between
high quality (high bit rate) and smooth experience (no sudden
quality drop). Besides, there is also a trade-off between coding
efficiency and scalability, so the coding efficiency of SVC is
not as high as the standard H.264. In comparison, the proposed
scheme smoothly adapts to both SNR and bandwidth variations
and consistently achieves relatively high performance.

However, we can see from Fig. 7(b) that, in the 6th, 7th,
10th and 12th GOP, the performance of the proposed scheme
is slightly inferior to the SVC-based digital scheme. In the 6th
GOP, the bandwidth ratio is only 0.27. Such a low bandwidth
ratio does not favor pseudo-analog transmission, because too
many coefficients have to be discarded. The digital scheme, on
the other hand, utilizes motion estimation and compensation for
source de-correlation and achieves a high coding efficiency, so
its performance under a low bandwidth ratio does not degrade
too much. In fact, there exist approaches to improve the energy
compaction efficiency of pseudo-analog transmission and in turn
improve performance under low bandwidth ratio. Examples in-
clude the motion-compensated temporal filtering (MCTF) [19],
[22] and hybrid digital analog (HDA) coding [3], [4]. We will
leave the adoption of these techniques to our future work.

In the 7th GOP, the average channel SNR is slightly higher
than 8 dB, which is the threshold SNR for (QPSK 1/2) to achieve
error-free transmission. In the 10th and 12th GOP, the bandwidth
is just enough to support 3 and 2 layers of the SVC stream. We
can find that the digital scheme performs quite well when the
(source and channel) coding and modulation scheme is matched
to the channel condition. Therefore, in a stable wireless envi-
ronment where both channel SNR and bandwidth provisioning
can be precisely estimated, the digital solution is superior to the
analog solution. However, if the channel changes dynamically
and violently, an analog solution has unprecedented advantage
over its digital counterpart.

We implement two variations for both pseudo-analog
schemes (SoftCast and Cui_sln), with the target bandwidth ra-
tios of 0.2 and 0.8. In the previous subsections, simulations
have shown that these two pseudo-analog schemes have inher-
ent SNR-adaptability, but cannot gracefully handle bandwidth
variations. We can draw similar conclusions in the emulated en-
vironment, as shown in subfigures (III) and (IV) in Fig. 7(a) and
7(b). For both schemes, the implementation with a bandwidth
ratio of 0.8 performs better when the bandwidth is sufficient,
but performs much worse otherwise. The proposed progressive
solution consistently outperforms SoftCast and Cui’s solution
for various channel conditions.

TABLE I
RUNNING TIME OF SCHEDULING A TILE

Time in Sec. BW ratio 0.25 BW ratio 0.5 BW Ratio 1

real-time requirement 0.004 0.002 0.001
w/o speedup 0.008 0.013 0.015
w/speedup 0.002 0.001 0.001

D. Benchmark Evaluation

We first evaluate the running time of our scheduling and power
allocation algorithm as described in Algorithm 1, whose worse
case running time is O(UK). We implement a single-thread
version with C++ on a Windows 10 PC equipped with 3.4GHz
Intel i7-3770 CPU. We set the GOP size to 8, and each frame
consists of 256 chunks. There are 256 tiles to be scheduled in
total. We perform ten independent runs and the average running
time of scheduling a tile, denoted as ts , is listed in Table I.
In order to run in real-time, the following condition needs to
be satisfied: ts × 256 × BWratio < 8/30. We see from the
table that the original algorithm is 2x to 15x slower than the
real-time requirement. Although adopting multi-threading and
more powerful hardware will make the algorithm run faster,
we implement and test a speedup version of Algorithm 1 as
follows: instead of scheduling a tile in the per-chunk granularity,
it schedules a tile in the granularity of 2 successive chunks, 4
successive chunks and 8 successive chunks for the first 25%, the
following 25% and the rest 50% tiles, respectively. This simple
speed-up can satisfy the real-time requirement, as shown in
Table I. The performance loss is small compared to the original
version. For example, when the channel SNR is 15 dB, the
performance degrades from 35.56 dB to 35.41 dB, 38.72 to
38.07 dB and 43.38 to 42.37 dB, when the bandwidth ratio is
0.25, 0.5 and 1, respectively. Therefore, our algorithm is ready
for real-time implementation.

We also carry out an experiment to evaluate the impact of
channel feedback delay d. For comparison, we set d to 0, 2 and
+∞which means immediate feedback, feedback after 2 packets
and no feedback, respectively. When the GOP has N chunks,
the maximum number of packets to be transmitted for each
GOP is Γ = N/K (corresponding to the bandwidth ratio of 1).
We carry out 200 test runs, and evaluate the performance when
25%, 50%, 75% and 100% of packets have been transmitted and
received. Fig. 8 shows the average PSNR as well as the 10 and
90 percentile performances for the three delay settings.

It can be observed that, although the average PSNR degrades
with the increased delay d, the performance loss is quite lim-
ited. In most of settings, the PSNR difference is less than 1 dB
between cases where immediate feedback is available and no
feedback is available. This experiment justifies our approxi-
mation proposed in Section IV-C and demonstrates that our
scheme is applicable to scenarios where no channel feedback is
available. Therefore, our solution is ready for multicast scenar-
ios where channel feedback from each receiver is not usually
possible.

Lastly, given that the input of the raw OFDM module of cur-
rent digital 802.11 PHY has a limited bit length, representing



1906 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 19, NO. 8, AUGUST 2017

Fig. 8. Performance comparisons of difference schemes when channel SNR
is 10 dB. The video sequences used are City and Jets. (a) City. (b) Jets.

TABLE II
AVERAGE RECEIVED PSNR WHEN CHANNEL SNR = 25 DB

BW ratio 0.25 BW ratio 0.5 BW Ratio 1

Float OFDM input 37.0966 dB 41.0149 dB 52.0925 dB
16 Bits OFDM input 37.0964 dB 41.0147 dB 52.0914 dB

the analog coefficients in limited bit length will introduce some
quantization error when integrating our progressive pseudo-
analog transmission into current 802.11 PHY. Following the
design of SORA [8], whose bit length of OFDM input is 16,
we represent the absolute value of analog coefficients using the
lowest 14 bits by quantization, the highest one is used as the sign
bit and leaves the remaining bits reserved. We then evaluate the
quantization loss over the 9 test videos. The smaller the chan-
nel noise power, the more difference the quantization loss will
make. When channel SNR is as high as 25 dB, from Table II,
we can see that quantization loss is negligible. Therefore, inte-
grating pseudo-analog transmission into current 802.11 PHY is
possible.

VI. CONCLUSION

In this paper, we propose a progressive pseudo-analog so-
lution for bandwidth-adaptive and SNR-adaptive mobile video
streaming. Through solving an optimization problem, we ensure
that the receiver-side distortion is minimized after each packet is
received. The solution for the optimal power allocation problem
is derived and a low-complexity scheduling algorithm is pre-
sented. Evaluations in both simulated and real wireless environ-
ments show that the proposed scheme successfully achieves the
design goal and outperforms state-of-the-art digital and pseudo-
analog schemes by a notable margin in dramatically varying
wireless environments.
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