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Abstract—With recent advances in mobile and sensor technologies, a large amount of efforts have beenmade on developing intelligent

applications for taxi drivers, which provide beneficial guidance for improving the profit and work efficiency. However, limited scopes focus

on the latent social interactions within cab drivers, and corresponding social learningmechanism to share driving behavior patterns has

been largely ignored. To that end, in this paper, we propose a comprehensive study to discover how social learning affects taxi drivers’

driving behaviors. To be specific, by leveraging the classic social influence theory, we develop a two-stage framework for quantitatively

measuring the latent propagation of driving patterns within taxi drivers. Validations on a real-word data set collected fromNewYork City

clearly verify the effectiveness of our proposed framework with better explanation of future taxi driving pattern evolution, which prove the

hypothesis that social factors indeed improve the predictability of taxi driving behaviors, and further reveal some interesting rules on

social learningmechanism.

Index Terms—Behavior analysis, mobile data mining, social network

Ç

1 INTRODUCTION

RECENT years have witnessed the growing interests on
data-driven technologies for developing new paradigms

of taxi business. Let’s take a look at the dramatic expansion of
urban areas and population, for instance, the population of
Beijing increases nearly 35 percent during the last decade,
while on the contrary, the amount of taxis keeps almost the
same. This phenomenon not only raises the novel business
mode of taxi services like Uber and Didi in China, but also
urges the demand of more efficient and intelligent taxi serv-
ices, which cannot be solved by simply increasing the amount
of cabs or drivers.

At the same time, thanks to the rapid development of
wireless sensor technologies in mobile environments, such
as GPS, Wi-Fi and RFID, the abundant real-time trajectories
could be promptly collected [2] to support the deep analysis
of taxi trajectory records. Along this line, a variety of intelli-
gent services can be enabled for extracting effective trans-
portation patterns, e.g., the fastest driving route like [3]
and [4], sequence of pick-up points [5] or passengers within
the shortest driving distance [6]. Usually, these techniques
will lead to the improvement of work efficiency and profit
of taxi drivers. However, in some cases, they might be

inadequate with ignoring the subtle differences between
two types of taxi services. Generally, in most regions of
America and Europe, taxis pick up passengers via app-
ointments, which could be easily controlled by the cen-
tralized command center. But, in Asia like China or
Japan, or huge cities in USA like New York, taxis wan-
der along the streets to search and pick up the next pas-
sengers. In these cases, driving routes could be more
random and personalized, thus intelligent services may
fail to control the situation.

Moreover, prior arts may suffer some defects as follows.
First, the case-by-case recommendations are sensitive to the
current context, thus frequent update is required, which
results in heavy burden of computation. Second, it will be
difficult to distribute the cabs for keeping regional balances.
Last but not least, predictability of taxi routemight be limited
due to personalized habits. Different from the algorithms with
unified optimization task, e.g., maximal benefit or shortest
distance, taxi drivers, especially those experienced ones,
usually hold their own driving habits. For example, Fig. 1
illustrates the driving routes of one taxi driver, which is a
snapshot extracted from a visualization app for New York
City taxi services.1 Interestingly, we find this driver tend to
drive just around the central park. In these cases, if recom-
mender system designs faraway routes without considering
personalized habits, the drivers may tend to refuse even
with higher benefits.

To formulate the personalized driving habits, intuitively,
we would like to reveal how these habits emerge and evolve.
Generally, on the one hand, those experienced drivers,
who are sensitive to the routes and rules, could effectively
summarize the patterns and regulate the routes by
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themselves. On the other hand, for those inexperienced ones
or newcomers, thanks to rapid development of social net-
work services (SNS), not only offline gatherings (e.g., refuel-
ing or lunching), but also online communications (e.g.,
forums, or SNS platforms) are now available, where driving
experience could be sharedwithin drivers, namely the “social
learning” mechanism of driving behaviors. A motivating
example demonstrated in Fig. 2 may intuitively illustrate
this phenomenon, in which questions from a new taxi driver
in New York City have been replied by experienced drivers
with comprehensive suggestions, e.g., some detailed time
and trajectories, or even specific locations to pick up certain
type of passengers for more benefits. Based on these sugges-
tions, newcomers could now adjust their driving patterns to
improvework efficiency.

If we review the above example in the “social” perspec-
tive, taxi drivers here could be treated as “mobile social agent”
in the latent vehicle-to-vehicle social network, and the driv-
ing patterns are “propagated” within them. Correspondingly,
with simulating the function of “social propagation” in the
driving pattern evolution, the predictability of taxi routes
may be improved, especially for those who wander through
the street and randomly pick up passengers. Along this line,
some social-oriented taxi services, e.g., “tutors” or pattern
recommendations for taxi drivers with “People’s Choice”
could be further supported.

Unfortunately, due to the constraint of user privacy, there
is no exposed signal for social interactions to be observed. To
deal with this task, we aim at exploring latent connections
among taxi drivers based on the analysis of their driving
behaviors. To be specific, we propose a partial-ranking
framework, to capture the latent propagation of driving pat-
terns. Specifically, we realize that some common driving pat-
terns are sharedwithin taxi drivers, e.g., some popular routes
with high benefits. However, different drivers may hold dif-
ferent habits on these driving patterns, which lead to person-
alized proportions of patterns. Moreover, preferences may
change due to “social influence” from experienced drivers,
which lead to the varying proportions of patterns. Thus, we
intuitively assume that the increasing proportion of driving
patternsmay be caused by stronger influence, and vice versa.

Validations on a real-word data set clearly validate the effec-
tiveness of our proposed framework with better explanation
of future taxi driving pattern evolution, which prove the
hypothesis that social factors indeed improve the predictabil-
ity of taxi driving behaviors, and further reveal some interest-
ing rules on social learning mechanism. To the best of our
knowledge, we are among the first ones who discuss the
“social learning” mechanism among taxi drivers, and then
investigate the impact of social factors for modeling taxi driv-
ing patterns evolution.

Overview. The rest of this paper is organized as fol-
lows. We summarize related works in Section 2, and
then propose our technical solution for analyzing driving
pattern propagation with integrating social factors and
various constraints in Section 3. Afterwards, we evaluate
the performance with extensive validations in Section 4,
and conduct more comprehensive discussions on social
learning mechanism in Section 5. Finally, in Section 6,
we conclude the paper.

2 RELATED WORK

In this paper, we target at revealing the “social factors”
within taxi driving behaviors. Thus, three types of prior arts
are related to our research, namely traditional studies on taxi
business, social-related techniques, as well as researches on
urban-based social network.

Indeed, plenty of efforts have beenmade on the intelligent
taxi services, e.g., recommending hotspots to pick up passen-
gers quickly [7], planning practically fastest route [8] or an
optimal sequence of pick-up points [6], and even scheduling
taxi in a multi-source data fusion perspective [9]. At the same
time, for taxi passengers, prior arts may also list locations to
easily achieve vacant taxi [7], or support them to share taxi
with optimal candidates [10]. Besides, some other prior arts
focus on different aspects of taxi analysis. For instance, [11]
effectively achieved the optimal route for mobile sequential
recommendation to empty taxi cabs, while [12] studied the
strategy to pick up passengers with creating decision trees.
Moreover, some applications based on taxi driving records

Fig. 1. A toy example of personalized driving behavior patterns.

Fig. 2. Example of social sharing with detailed driving patterns.
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were designed, e.g., isolated trajectories detection [13], traffic
jams detection [14], road capacity design [15] and nightly bus
routes design [16]. However, few of them studied the taxi
driving behaviors in the social perspective, and the latent
vehicle-to-vehicle network with experience sharing has been
largely ignored.

Another related topic is the social analysis. Since social
factors were analyzed for marketing in [17], the “word-of-
mouth” effect has become one of the hottest issue in recent
years, and several prior arts, e.g., [18] and [19] were pro-
posed to model represent the step-by-step dynamics of influ-
ence. Among them, Independent Cascade (IC) model [20] is
widely-studied due to intuitive simulation, which motivated
several linear approximation like [21], as well as some
extended frameworks like [22] for more general application.
Along this line, some related works targeted at estimating
the influence strength, like [23] discussed several heuristic
method to reveal link strength, [24] predicted diffusion prob-
abilities by using the EM algorithm, and [25] investigated the
topic-sensitive interactions via re-producing the information
propagation process. Besides, more issues were discussed
on evolving social network, e.g., [26] studied on how to
model the implicit social diffusion with time decay, and [27]
attempted to rapidly extract the topic-sensitive subgraphs
within evolving graph streams.

With combining social analysis with urban computing
issues, prior arts mainly focused on the correlations between
social factors in cyber network and human behaviors in
physical world. For instance, [28] revealed that 10-30 percent
of human mobility could be explained by social factors,
and [29] announced that more cohesive communities will be
found for offline event-driven social networks. Correspond-
ingly, mobility patterns or even context-aware mobility pref-
erence [30], in return, shape and impact social connections
like [31] and [32]. As connections revealed, some prior arts
attempted to analyze the social effects in offline social net-
work, e.g., [33] discussed about the homogeneity and influ-
ence in LBSN, [34] recommended offline geo-friends based
on heterogeneous network analysis, [35] discussed the
dynamic social influence for event participation, and [36]
further formulated this task under conflicting situations.
Recently, vehicular social networks has been analyzed in the
perspective of Internet of Vehicles (IoVs) to support applica-
tions of smart cities like [37] and [38]. However, they mainly
focused on global trend with crowd sensing, but not behav-
ior modeling for individual drivers.

Different from these prior arts, to the best of our knowl-
edge, we are among the first ones who analyze the latent
vehicle-to-vehicle network within taxi drivers, and then dis-
cuss the “social learning” mechanism with investigating the
impact on driving behaviors evolution of taxi drivers, which
could be novel compared with related works.

3 TECHNICAL SOLUTION: SIMULATING DRIVING

PATTERNS PROPAGATION

In this section, we will introduce how we reveal and lever-
age the latent social factors within taxi driving behaviors, in
which the technical solution for social influence modeling,
optimization task, and extended framework with compre-
hensive constraints will be explained in detail.

3.1 Preliminary Statement

Asmentioned above, we target at discovering the latent social
factors within taxi driving behaviors. Thus, in this paper, we
mainly focus on the “social factors” to explain the evolution of
driving patterns. For the other factors, e.g., the profit, traffic
status or unexpected incidents that may also influence the
routes, we will study parts of them in the following discus-
sions, and conduct more comprehensive researches in future
works.

First of all, as mentioned above, we realize that some com-
mon driving patterns are shared by taxi drivers.Moreover, dif-
ferent drivers may hold different preference on these
patterns, which lead to the different proportion of each pat-
tern. To be specific, ifK patterns are extracted in total, corre-
spondingly, we could define the K-dimensional vector si to
describe the driving behaviors of a taxi driver ui, in which
each si;k indicates the proportion of kth pattern in ui’s driving
behaviors. Definitely, the vector is normalized by

P
k si;k ¼ 1.

Along this line, since driving patterns may evolve as time
flies, we further enrich the pattern vector with introducing
the timestamp as sti, which indicates the driving behavior of
driver ui in tth round. More details for the driving pattern
definitions will be explained in validation part in Section 4.1.

Then, to describe “social learning” mechanism, i.e., social
propagation of driving patterns within taxi drivers, we for-
mally define the vehicle-to-vehicle network as follow:

Definition 3.1 (Vehicle-to-Vehicle Network). Similar with
social network, a Vehicle-to-Vehicle Network could be formulated
as G ¼ hV;E;W i, where ui 2 V denotes the taxi drivers, and
eij 2 E indicates the connection from ui to uj. Finally, we have
wij 2 W which corresponds to eij to indicate the edge weight, or
the influential strength to propagate the driving patterns.

What should be noted is that the Vehicle-to-Vehicle Net-
work could be asymmetric and all edges are directional.
Afterwards, we have Ni to present the social “neighbors” of
driver ui, and uj 2 Ni if eij exists, which also means that ui’s
driving patterns may be influenced by uj. In this case, Ni

could be treated as “tutors” of ui. Moreover, to integrate driv-
ers’ own opinions, i.e., some drivers tend to insist their own
patterns. Thus, we treat each driver as tutor of itself, i.e.,
ui 2 Ni with wii exists. Obviously, higher wii indicates less
propagation andmore persistence, and vice versa. Themath-
ematical notations are summarized in Table 1.

Finally, considering that usually no exposed signal for
social interactions could be observed, thus, we target at
revealing the latent vehicle-to-vehicle connections via model-
ing the social propagation of driving patterns. Along this line,
we define the overall problem as follow:

Definition 3.2 (Overall Problem). Given the set of drivers
V ¼ fuig, as well as their driving behavior records sti during a
period t ¼ 1; 2. . .T , we target at revealing the vehicle-to-vehicle
network G ¼ hV;E;Wi, so that latent social learning will be
captured for better understanding their driving behaviors.

3.2 Loss Function for Partial Ranking

With preliminaries introduced and notations summarized,
now we turn to simulate the social propagation of driving
patterns. Specifically, as introduced above that driving pref-
erences may change due to “social influence” from other
experienced drivers, which lead to the varying proportions
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of patterns. Thus, we attempt to reveal the social influence pti;k
of kth pattern to driver ui, while the detailed formulation of
pt will be explained in next section.

As we mainly focus on the social factors which affect the
evolution of driving patterns, as mentioned above, we intui-
tively assume that the increasing proportion of driving pat-
terns may be caused by stronger influence, and vice versa.
Thus, for a taxi driver ui, if kth pattern holds an increasing
proportion in round tþ 1, we conclude that the social influ-
ence pti;k could be relatively higher, and vice versa. Follow-
ing this assumption, intuitively, the increasing/decreasing
trend of different driving patterns may reflect the partial
ranking of social influence.

To be specific, if we define the set of increasing patterns
in time t as Rt

i, i.e., 8r 2 Rt
i;Ds

tþ1
i;r ¼ stþ1

i;r � sti;r > 0. Simi-
larly, Dt

i presents set of decreased patterns. Then, for each
pair of patterns like 8hr; dii;t where r 2 Rt

i and d 2 Dt
i, since

increasing proportion may indicate stronger influence, and
vice versa, we may obtain pairwise ranking of correspond-
ing social influence, i.e., pti;d < pti;r.

With the assumption above, we realize that the latent
social connections could be accurately estimated with opti-
mally reveal the partial ranking of social influence fpti;kg.
Thus, the task of revealing latent social connections wij will
be summarized as a partial ranking problem as follows:

Definition 3.3 (Ranking Objective). Revealing appropriate
wij, so that for 8hr; dii;t where r 2 Rt

i, we will have p
t
i;d < pti;r.

To deal with this task, we formulate the loss function of
pairwise ranking problem as follows:

minwFðwÞ ¼
X
i;t

X
r2Rt

i
;d2Dt

i

h
�
pti;d � pti;r

�
; (1)

where hðgrdÞ is a loss function to assign a non-negative pen-
alty based on the partial ranking of social influence, in which
grd ¼ pti;d � pti;r. Usually, we have hðgrdÞ ¼ 0 when pti;d � pti;r,
i.e., correct ranking.When pti;d > pti;r, i.e., wrong ranking, we
have hðgrdÞ > 0 as penalty.

To ease the computation, “squared loss function” iswidely
utilized to estimate the penalty as follow:

hðxÞ ¼ maxfx; bg2: (2)

In squared loss function, usually we have a soft margin
parameter b to tolerate a tiny error. Here we simply treat
b ¼ 0 to present no tolerance to the error, thus hðxÞ of given
ui and t could be re-formulated as

X
r2Rt

i
;d2Dt

i

h
�
pti;d � pti;r

� ¼ X
r;d:pt

i;d
> pt

i;r

�
pti;d � pti;r

�2
: (3)

3.3 Social Propagation Simulation and Optimization

Then, we turn to formulate the social influence within taxi
drivers. To simulate the propagation process, here we adapt
the Steady State Spread (SSS) model [19], which follows the
basic format of IC model [20] and could be replaced by other
social influence simulation model if needed. Specifically, in
the SSS model, all the nodes attempt to influence their neigh-
bors, and then influence will be measured not only by con-
nection strength, but also their current status. Thus, the
social influence could be formulated as follow:

pti;k ¼ 1�
Y
j2Ni

�
1� wji � dt�1

i;j;k

�
; (4)

in which dt�1
i;j;k presents the current status of influential node,

i.e., the social “tutor”. Here, we design this parameter to
present the pattern-sensitive strength of social influence,
which is different from the overall strength wji. Intuitively,
when a driver learn from a social “tutor”, those patterns hold
by the “tutor” will generate social influence on this driver to
develop a new driving pattern or enhance existing patterns.
And definitely, the more significant difference on proportion
between driver and “tutor”, namely stj;k � sti;k, lead to the
stronger influence on the corresponding pattern. Therefore,
the current status of social “tutor” on kth pattern could be
utilized tomeasure the difference of proportion, which could
be formulated as the Sigmoid function as follow:

dti;j;k ¼
1

1þ e
�
�
st
j;k

�st
i;k

� : (5)

Based on the formulation, dt�1
i;j;k will be controlled within

[0, 1], and the relation between stj;k and sti;k will affect the
influence, i.e., if stj;k > sti;k, we will have dt�1

i;j;k near 1 to
enhance the influence,while for stj;k < sti;k, the pairwise influ-
encewill be impaired.

Finally, we could now optimize the loss function Equa-
tion (1) to estimate latent social connection strengthwij. To be
specific, gradient descent methods will be introduced to
achieve the approximated wji with minimizing FðwÞ. Spe-
cially, with defining grd ¼ pti;d � pti;r, we have the derivative

ofFðwÞwith respect towji as follow:

@FðwÞ
@wji

¼
X
t

X
r2Rt

i
;d2Dt

i

@hðgrdÞ
@grd

@pti;d
@wji

� @pti;r
@wji

 !
; (6)

where h0ðxÞ could be easily achieved as derivation of square
loss function, while for the social influence part, we have

@pti;k
@wji

¼
Y

l2Nt
i
;l 6¼j

�
1� wli � dt�1

i;l;k

� � dt�1
i;j;k: (7)

According to the formulations, finally gradient descentmeth-
ods could be exploited to deal with the optimization task.
The data stream of proposed framework and optimization
task is summarized in Algorithm 1.

TABLE 1
Mathematical Notations

Symbol Description

U ¼ fuig the set of taxi drivers
wij social connection strength from ui to uj

sti pattern frequency vector of ui in time t

sti;k proportion of kth pattern in time t

pti;k social influence of kth pattern in time t

Ni social neighbors of driver ui

Rt
i the pattern of ui that raise in time t

Dt
i the pattern of ui that decrease in time t
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Algorithm 1. Optimization for Ranking Task.

Input: A set of taxi drivers U ¼ fuig, corresponding driving
transactions records E, and time lag T ;
Store: Driving pattern si;t for each ui 2 U in time t;
Output: Social connections between drivers fwijg
1: for ui 2 U, t ¼ 1; 2; . . . ; T
2: extract si;t from E;
3: if t > 1 then

4: if s
ðt�1Þ
i;k < sti;k

5: then Rt
i ¼ Rt

i

S
k;

6: else Dt
i ¼ Dt

i

S
k;

7: end if
8: end if
9: end for
10: Iteration = True;
11: while (Iteration)
12: Iteration = False;
13: for ui; uj 2 U, t ¼ 2; . . . ; T
14: for r 2 Rt

i, d 2 Dt
i

15: update wij based on Equation (7);
16: update hpi; hi;0i and fwijg until convergency;
17: if wij changed more than threshold Iteration = True;
18: end if
19: end for
20: end while
21: return fwijg;

3.4 Extended Framework with Constraints

Finally, we turn to extend our framework with comprehen-
sive constraints, thus social impacts will be enhanced by
other factors, e.g., location, skills and so on. Along this line,
we could also discover which factor may urge the birth of, or
hold high correlationwith latent social connections.

3.4.1 Extended Loss Function

Specifically, to constrain the social influence and refine the
loss function of proposed framework, we intuitively assume
that the strength of social connections should be proportional
to the integrated factors. Thus, considering that different fac-
tors may suffer different orders of magnitude, to present the
proportional relationship, similar with loss function in Equa-
tion (1), we introduce the pairwise ranking method, i.e.,
higher score (which may indicate stronger social influence)
leads to stronger social connection. Then, the loss function
will be extended as follow:

minwFðwÞ ¼
X
i;t

X
r2Rt

i
;d2Dt

i

hðpti;d � pti;rÞ

þ �
X
i

X
j;k;8scorei;j < scorei;k

maxðwji � wki; 0Þ:

(8)

Here scorei;k presents the measure of constraint-oriented
factors, while maxðÞ indeed presents the penalty to ensure
that ranking relationship between hscorei;j; scorei;ki and
hwji; wkii should be the same. Also, � here actually means the
weight of constraints, and a higher weight leads to a more
solid constraint on pairwise ranking. Correspondingly, the
gradient function could be extended as follow:

@FðwÞ
@wji

¼
X
t

X
r2Rt

i
;d2Dt

i

@hðgrdÞ
@grd

@pti;d
@wji

� @pti;r
@wji

 !

þ
X

k;8k 6¼i;j

hðIðscorei;k � scorei;jÞ � Iðwji � wkiÞÞ:

(9)
As we targets at ensuring the same partial order of rank-

ing, the penalty function hðÞ in the loss function 1 is also bor-
rowed, i.e., if hscorei;j; scorei;ki and hwji; wkii hold the
different pairwise ranking, the product inside hðÞ should be
1, which result in a penalty as 1. On the contrary, the same
ranking relationship will lead to no penalty (as 0). Also, IðÞ
here means the symbolic function to achieve the sign of dif-
ference. With this extended framework, comprehensive con-
straints, even those without detailed value but only pairwise
ranking relationship, could be adopted now to refine the
latent social network.

3.4.2 Different Types of Constraints

With optimizing the extended loss function above, we could
now reveal the relation between social connection strength
and comprehensive factors. To be specific, three types of fac-
tor are selected as follows:

1. Counts of co-occurrence
Co-occurrence has been widely studied and utilized in

researches on location-based social network, e.g., [39]
and [34], as a heuristic method to describe the latent so- cial
connections. With GPS records, co-occurrence could be eas-
ily estimated, while if there is no GPS coordinates, similarly,
we counts the frequency of “co-destinations” to approxi-
mate the coefficient.

For instance, if two cabs arrive the same destinations at
almost the same time, and stay during a period (e.g., 10
minutes) without picking up another passenger, they may
possibly communicate after drop-off, and share driving
experience. It is only a rough approximation as no interaction
could be ensured. However, usually more co-occurrences
may indicatemore chances for social learning.

2. Homogeneity between drivers
Homogeneity also means the similarity of driving behav-

iors vectors. Intuitively, following the traditional assump-
tion of social connection that friends usually hold similar
preference, more similar driving behaviors may lead to
stronger connection, and then stronger social influence.

3. Levels of different skills
It could be easily understood as top drivers on certain

skills could be the more attractive to the rest. To be specific,
four skills are considered as follows:

� Amount of transactions, which indicates the work
effectiveness (i.e., more business).

� Average driving speed, which indicates the efficiency
(i.e., faster trip).

� Total income, which indicates the financial profit (i.e.,
higher rate of return).

� Number of followers, which measures the level of
social-oriented skill.

As the framework extended, more constraints could be
added in future work, if more comprehensive data sets are
available. We will discuss and compare these constraints in
validation part in Section 4.5.
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4 VALIDATIONS: PREDICTABILITY OF DRIVING

PATTERN EVOLUTION

As we target at revealing and leveraging the latent social
factors to better explain the evolution of taxi driving behav-
iors, in this section, we will conduct extensive validations
on a real-world data set to verify our hypothesis.

4.1 Data Set Description

First of all, we will briefly introduce the data set we extracted
for validation, as well as the details of pre-processing for
driving patterns.

4.1.1 Brief Introduction to Data

We conduct our study on a real-world data set collected from
the taxi driving transactions in New York City during the
whole year of 2013, which is published by NYC Taxi and
Limousine Commission (NYC TLC). This is a large-scale
data set which totally consists of more than 169million trans-
action records of 43,191 drivers in 14,144 cabs. For each trans-
action, we have the spatial and temporal information for
both pick-up and drop-off, as well as fares including tip and
toll. The statistical details of data set are shown in Table 2,
and the distribution of transaction amount for each driver is
shown in Fig. 3. Clearly, we find that transactions amount
suffers the long tail effect, thus, to ensure the performance
and prevent the interference of data sparsity, we have to
remove some drivers based on their transaction amounts.

4.1.2 Data Set Pre-Processing

Then, we turn to introduce the details of data pre-processing,
i.e., the extractions of driving patterns. Recently, prior arts
may enrich the mobile patterns with specific track and con-
textual information [40]. However, due to the limitation of

the NYC TLC data set, the GPS coordinates are not included,
thus patterns considering specific track could not be
achieved. Instead, we define a driving pattern as a triple
which contains the pick-up area, drop-off area and the pick-up
time, e.g., we have (World Trade Center, Wall Street,
7:00 AM-9:00 AM) as a pattern. The rest information, e.g., the
driving speed or fare will be treated as features, and dis-
cussed later in Section 5.

For the pick-up / drop-off area, we first collected all the
pick-up and drop-off locations in the historical transaction
records. Along this line, we conducted a bottom-up hierar-
chical clustering with minimum variance criterion until only
30 clusters were kept. The clustering result is shown in
Fig. 4, and the sensitiveness of cluster amounts will be dis-
cussed in Section 4.6 as a parameter.

According to the statistical analysis on pattern extraction,
we realize that the distribution of patterns could be imbal-
anced, i.e., most of the taxi transactions happened in a few hot
routes. For instance, as shown in Fig. 5 which summarizes the
most frequent patterns appear around 8:00 AM as the peak of
the morning rush hour, we can see many passengers take taxi
fromWTC station to the downtown for work, or return home
from JFK Airport after the long-time international flight. On
the contrary, in Fig. 6, which indicates the most frequent pat-
terns around 6:00 PM, passengers return home inQueens and
Brooklyn after one day’s work. Along this line, we general-
ized the patternswith divided period as long as every 2 hours,
e.g., 7:00 AM to 9:00 AM, and then 24 hours lead to 12 inter-
vals. As mentioned above, due to the imbalance distribution
of transaction amount with respect to different areas, only the
most frequent patterns are considered in order to reduce the

TABLE 2
Data Set Description

Data Statistic

Number of Taxis 14,144
Number of Drivers 43,191
Average Num. of Transactions 3,928.86
Average Num. of Passengers 1.68
Average Trip Time 15.05 min
Average Trip Distance 8.86 miles
Average Trip Fare $15.39

Fig. 3. The overall distribution of transaction amount for each driver.

Fig. 4. Clustering results of New York City Locations.

Fig. 5. Frequent patterns in NYC taxi driving around 8:00 AM.
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interference of data sparsity. The sensitiveness of pattern
amountwill be also discussed in Section 4.6.

4.2 Validation Settings

As data set described above, in this section, we will intro-
duce the validation settings, including the two-stage frame-
work, selected baselines, and the evaluating metrics.

4.2.1 Two-Stage Framework for Validation

According to our intuitive assumption in Section 3.2, if we
optimally reveal the partial ranking of social influence fpti;kg,
we will accurately reveal the latent social connections among
taxi drivers. Correspondingly, more precise estimation of
latent social connectionswill lead to better prediction of driv-
ers future behaviors. Along this line, we design the valida-
tion as a two-stage framework as follows:

Training Stage.Given a group of taxi drivers V ¼ fuig and
their driving pattern vectors sti during the period t ¼ 1; 2;
. . . ; T , in the training stage, we aim at inferring the latent
vehicle-to-vehicle network G ¼ hV;E;Wi, which achieve the
best explanation for the partial ranking of driving pattern
evolutionDsTþ1

i .
Test Stage. After obtaining the latent vehicle-to-vehicle

network G ¼ hV;E;Wi, in the test stage, given the taxi driv-
ers group V ¼ fuig with their pattern vectors sti during the
p-time lag as t ¼ T � pþ 1; . . . ; T � 1; T , we aim at predicting
the driving behavior vector fluctuation DsTþ1

i with accurate
sign and ranking.

With the definitions above, latent social connections
revealed in the first stage will be leveraged for predicting
drivers pattern evolution, and the performance of prediction
task will be measured to validate the effectiveness of our
framework. The framework is summarized in Fig. 7, which
illustrates the three steps (two steps for two-stage framework,
aswell as one step for data pre-processing) of our validations,
where blue arrows indicate thework flow, and red arrowsmean
the data flow.

4.2.2 Tasks and Evaluating Metrics

As the precise estimation of driving patterns evolution could
be a tough task, we design two tasks to measure the perfor-
mance in different perspective, i.e., the binary classification to
distinguish the trend (incresing / decresing) of pattern evo-
lution, and then ranking the patterns with respect to their
increments. For each task, related metrics will be selected to
measure the performance.

For the binary classification task, typically, we select the
common used Precision and Recall rates for validation.

For the ranking task, similarwith the state-of-the-art learn-
ing to rank problems, Normalized Discounted cumulative

gain (NDCG) and Mean Average Precision (MAP) are
selected. Specially, we get NDCG following the equation DCG

iDCG

, in which iDCG presents the ideal results of DCG with all
rank- ings are correctly estimated, and DCG will be calcu-
lated based on the formulation as below:

DCG ¼
X
i

2ri � 1

log ð1þ iÞ ; (10)

where ri denotes the relevance of result, which is set as
reversal order of correct ranking in our validation. Further-
more, when calculating MAPs, we treat the top 10 patterns
in ground truths as “expected results”, and the score will be
calculated based on their ranks in the result list.

4.2.3 Selected Baselines

Generally, in this paper, we attempt to discover the evolution
of taxi driving patterns. To study the effects of “social
learning”mechanism, we select baseline which mainly focus
on the temporal evolution, or time-series analysis. Thus, here
we exploit three baselines as follows:

1. Personalized Average (Ave). As the basic time-series
analytical tool, we follow the simple assumption that
driving patterns may evolve just around the average
value. Thus, this baseline uses the average value of
previous p intervals to predict the evolution of pat-
tern frequency in next round.

2. Overall Popularity (Pop). Another heuristic assump-
tion is that drivers will follow the overall popularity
to update their own patterns. Based on this assump-
tion, we intuitively rank the overall popularity for
ranking task. For the binary classification, we com-
pare the ranking of last time interval to distinguish
the increasing / decreasing trend.

3. Vector Autoregression (VAR) [41]. Classical economet-
ric model to capture the linear interdependencies
amongmultiple time series, which suits modeling the
auto regression for more than one evolving variable.
As we analyze the evolution of multiple patterns
simultaneously, it will be proper to utilize the VAR
model. What should be noted is that there will be one
personalized VAR model trained for one driver, and
the estimation results will also be normalized.

In summary, two baselines, i.e., personalized average and
VAR model are selected based on time-series estimation,

Fig. 6. Frequent patterns in NYC taxi driving around 18:00 PM.

Fig. 7. Framework designed for the validations with three steps.
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while onemore baseline is chosen to reflect the overall popu-
larity, which follows the similar assumption of our frame-
work that taxi drivers tend to follow suggestions from
external information source. Along this line, comprehensive
analysis with different assumptions will be achieved.

4.3 Overall Results

As all the validation settings are introduced, we now show
the overall prediction performance of our SPC (Social-aware
Pattern-Change prediction) approach and baselines. To be
specific, the top 300 patterns were studied and the time lag
was set as 5 months (i.e., we have transactions in 5 months as
training data to predict the evolution of 6th month). The
parameter sensitiveness of 300 patterns will be discussed
later. Similarly, to ensure the data quality with reducing
sparsity, we selected top 100 taxi drivers with the most
records in our validations, which could be extended if
needed. Besides, we label the top 20 percent of results in
ranking list as increasing for the binary classification task,
while the detailed P-R curve will be studied at the end of this
section.

The overall results are shown in Table 3, inwhich p-Values
are listed tomeasure howour SPCmethod significant outper-
formed the baselines. Specifically, if p-Value is less than 0.05,
the advantage of our method could be significant. According
to the results, we realize that driving patterns of taxi drivers
could be largely random, as all the performance are relatively
poor. However, generally our approach outperforms the
other baselines in most cases with dramatic margin, even 20
times better. These results highly support our assumption
that social factors may better explain evolution of driving
behaviors. The conclusion could also be partially supported
by the comparison between overall popularity and personal-
ized average, which indicate that taxi drivers will be glad to
follow the social trend.

Another interesting finding is that for VAR model, it per-
forms truly great in ranking task, but terribly fails in binary
classification task. With deeply checking of the VAR output,
we realize that usually VAR predicts the proportion as 0 or
negative, not only for those patterns that the drivers never
try (i.e., no training data), but also for the patterns that driv-
ers tried for once but never reappear. Combined with the
terrible performance on binary classification, we conclude
that the ranking list of VAR might be meaningless as it fails

to reveal the real pattern but only maintains the outmoded
ones. In other words, due to the features of auto-regression,
VAR model tend to “refused” the change, which impair its
performance.

According to the results, we may finally draw the conclu-
sion that the heuristic methods might not be appropriate to
estimate driving patterns of taxi drivers if without consider-
ing additional factors, like financial benefits or running
speed. This phenomenon might further explains why our
model could outperforms the baselines, as we don’t try to
“teach the model” how to predict the evolution, but intuitively
“simulate the social learning mechanism”, which is finally
proved as effective. Clearly, except for those intellectual
services, taxi drivers themselves could be the “best learner”.

4.4 Results for Prediction with Various Intervals

Then, we target at discovering the effectiveness of our SPC
approach with different time intervals. Basically, we conduct
validations on training data to predict drivers’ behavior in
following period, e.g., we train the model with driving
records within the period [January, June] to predict the driv-
ing pattern evolution in July. However, since till now we
only validate the performance on the next month, we would
like to discover whether SPC is adequate for further predic-
tion with a longer time interval, i.e., following several
months. Under this validation, the robustness of our frame-
work could be somehow verified.

To that end, we design an additional validation, in which
the time lag is set as 4, and different time intervals are chosen
as 1-4. For instance, given the interval set as 4 (months), the
SPC model based on records during [January, April] will be
used to reveal the patterns in May, June, July and August,
separately. For each time interval, we conducted 5 sets of
validations to achieve the average performance.

The results are shown in Table 4 withmean value (short as
M) and standard deviation (short as SD). Generally, we real-
ize that even with longer interval like 4 months, our SPC
approach still performswell, better thanmost of the baselines
shown in Table 3. These results may also proves that social
connections might keep relatively stable within a short
period, like sereval months. At the same time, according to
the results, we find that the performance generally becomes
worse with longer intervals, and standard deviations usally
keep incresing which means that results tend to be more
unstable. This phenomenon could be reasonable as parts of
connectionsmay change as time goes by, thus outdated social
factors may mislead the prediction. In summary, balance

TABLE 3
Overall Performance (SPC Indicates Our Method)

SPC Ave Pop VAR

NDCG 0.3502 0.1603 0.2211 0.3619
Improve (%) - +118.46 +58.39 -3.23
p-Value - < 0.001 < 0.001 0.755

MAP@10 0.2128 0.0254 0.1042 0.2018
Improve (%) - +737.79 +104.22 +5.45
p-Value - < 0.001 < 0.001 0.472

Precision 0.1579 0.0134 0.0474 0.0192
Improve (%) - +1078.35 +233.12 +722.39
p-Value - < 0.001 < 0.001 < 0.001

Recall 0.6892 0.0298 0.4151 0.0875
Improve (%) - +2212.75 +66.03 +687.66
p-Value - < 0.001 < 0.001 < 0.001

TABLE 4
Performance with Various Intervals

Interval Length (Months) 1 2 3 4

NDCG M 0.3499 0.3442 0.3421 0.3393
SD 0.0116 0.0181 0.0194 0.0213

MAP10 M 0.2127 0.2104 0.2101 0.2082
SD 0.0113 0.0148 0.0165 0.0184

Precision M 0.1579 0.1552 0.1543 0.1565
SD 0.0092 0.0138 0.0151 0.0166

Recall M 0.6870 0.6794 0.6723 0.6679
SD 0.0262 0.0381 0.0371 0.0420
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could be carefully achieved between prediction accuracy and
forecasting advance.

4.5 Results with Comprehensive Constraints

After that, we turn to analyze the performance with con-
straints. The comparisons are shown in Table 5, in which
the parameters are kept the same with overall performance
in the former section, and � is intuitively set as 1. Further, to
discuss the sensitiveness of �, we also conduct two more
sets of validations on different � as 0.1 and 10, which are
shown in Fig. 8. Here we only list the trend of homogeneity
constraint and skill constraint with income level, with
NDCG (MAP could be similar), Precision and Recall met-
rics, while the rest of constraints share the similar trend.

Generally, we realize that for the results with pairwise
constraints, e.g, co-occurrence and homogeneity outperform
the original ones. Considering that when � ¼ 0:1, the perfor-
mance will be even further improved, we conclude that the
pairwise constraints could indeed refine the trained social
connection strength. Since both co-occurrence and homoge-
neity may indicate higher probability of direct interactions,
and more interactions definitely mean stronger social influ-
ence, they could be reasonable to enhance the social-based
prediction.

On the contrary, the global constraints, namely the skill
levels may impair the performance instead. Though it might
be true that a few top drivers who are expert in certain skills
indeed attract followers with strong influence, for the major-
ity of drivers, their connections might not highly correlate
with their skill levels. In summary, pairwise constraints with
direct influence could be a better choice to refine the pro-
posed framework.

Besides, we realize that the performance generally
degrades with increasing �. As we proved that constraints
could indeed improve the performance, we may conclude
that an appropriate value of � should be carefully selected,
as a too much larger � may overly highlight the constraints
and conceal the original loss function, which disturb the opti-
mization task of partial ranking.

4.6 Parameter Robustness and P-R Curve

As the performance has been extensively validated, in this
part, we will discuss the sensitiveness of parameters. To be
specific, three parameters are concerned, i.e., the number of
clustering, the amount of pattern and transactions, as well
as the time lag. Besides, the P-R curve will be also disucssed.

4.6.1 Number of Clustering

First, we conduct validations on our SPC approach with 10,
20, 30, 40 or 50 clusters respectively, compared with all the

baselines. The results of NDCG metric are shown in Fig. 9,
and the rest three metrics share the similar trend. According
to the results, we realize that the performance keeps almost
stable, and 30 clusters, which are chosen for overall test,
even performs the worst.

Indeed, we select 30 mainly due to it could better distin-
guish the zones in Manhattan properly, neither roughly nor
too much thoroughly divided. For instance, if we have only
10 clusters, there will be a huge block in Manhattan contain-
ingmore than 80 percent of transactions, which will improve
the performance as driving behaviors within one zone could
be easily predicted, however, fewer interesting rules will be
revealed. In summary, those less clusters may lead to better
performance, the results may indeed mislead us with some
meaningless patterns. In the future, we will study how to
automatically cluster the areas based on their geographic [42]
and functional features.

4.6.2 Amount of Patterns

Then, for the amount of pattern, we conducted validations
on four sets with different sizes, which contain the top 200,

TABLE 5
Performance with Comprehensive Constraints

NDCG MAP@10 Precision Recall

Original 0.3502 0.2128 0.1579 0.6892
+Co-occurrence 0.3577 0.2180 0.1564 0.6840
+Homogeneity 0.3626 0.2013 0.1372 0.6007
+Skill-Trans 0.3232 0.1718 0.1297 0.5659
+Skill-Speed 0.3077 0.1689 0.1274 0.5520
+Skill-Income 0.3175 0.1596 0.1201 0.5244
+Skill-Social 0.3214 0.1666 0.1200 0.5259

Fig. 8. The performance with constraints on different � , (a) NDCG,
(b)Precision, and (c) Recall.
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300, 500 and 800 patterns separately. The results are shown
in Fig. 10. We realize that for the ranking task, the metrics
become worse with more patterns, which may be due to the
data sparsity. Obviously, more patterns lead to sparser data
set, which definitely impair the performance, especially
when those unpopular patterns are studied.

Interestingly, we find that for the overall popularity
method, the performance dramatically deteriorates when
the amount of patterns increases from 200 to 300. Usually,
drivers will be glad to follow the popular trend. However, if
drivers face to more patterns with sparser records, and
these patterns could be hardly distinguished via popularity,
it will be extremely difficult to predict selection. On the con-
trary, data sparsity may not severely disturb the binary clas-
sification. After all, majority of patterns will be never
selected, thus the precision and recall rates keep relatively
stable with more patterns.

4.6.3 Amount of Transactions

Third, we would like to reveal how the amount of transac-
tions may affect the social activities of taxi drivers, and then
the model performance. As mentioned above, in the overall
experiments, we selected the top 100 taxi drivers with the
most transactions to prevent interference of data sparsity. For
more comprehensive analysis, here we further selected the
top 10,000 taxi drivers, and then divided them in order into 3
groups, labeled as “top”, “middle” and “bottom”, separately.
Here “top” means the drivers with most transactions, and
“bottom” means the drivers with least transactions. Along
this line, for each group, we sampled 100 drivers for our
experiments, and repeated the sampling for 5 times to
achieve the average performance.

The results are summarized in Table 6. Generally, with less
transactions, performance of our SPC framework become

worse, and the standard deviation increased, which indicates
more unstable results. Under this situation, we may guess that
driving behaviors for those inactive drivers (with less transac-
tions) could be less socially motivated, thus the social learning
mechanism will be weaken, which impairs the predictability of
their driving behaviors and results inworse performance.

Along this line, we would like to know whether the per-
formance of different groups are significant different. Here
we took the NDCGmetric as an example. As samples follow
the normal distribution which is ensured by AD Test, we
conducted a one-way ANOVA test to check the significance.
According to the results, we realize that the differences
among these three groups are insignificant (with p-Value as
0.085). Indeed, when reviewing the details, we found that
the “top” group performed much better, while value ranges
of the rest two groups are almost overlapped. Similar trend
also appeared on other metrics, which may indicate that top
drivers could bemore “socially” active.

4.6.4 Time Lag

Fourth, for the time lag, similarly, we conduct four sets of
validations with lag as 3, 4, 5 and 6 (months). The results are
shown in Fig. 11. It seems that for our approach as well as
overall popularity, the time lag does not reflect significant
effect. However, for personalized average and the VAR
model, which focus on the time-series estimation, they per-
form worse with increasing time lags. Usually, longer lag
should be beneficial for time-series analysis, as they could
better capture the latent trend for more accurate estimation.
However, as shown before, the driving patterns of taxi driv-
ers could be largely random, thus time-dependent rules may
bemisled by the over-fitting problem.

4.6.5 P-R Curve

Finally, we discuss about the P-R curve of our approach. In
former validations, we treated the top 20 percent of ranking
list as increasing patterns. Here we conducted validations

Fig. 9. Performance with different numbers of location clustering.

Fig. 10. The verification on robustness with different set of patterns in terms of different metrics, (a) NDCG, (b) MAP@10, (c) Precision, and (d) Recall.

TABLE 6
Performance with Different Amount of Transactions

NDCG MAP@10 Precision Recall

Top M 0.3248 0.1583 0.1111 0.6611
SD 0.0247 0.0177 0.0101 0.0350

Middle M 0.3118 0.1364 0.0870 0.6097
SD 0.0245 0.0118 0.0106 0.0457

Bottom M 0.3089 0.1420 0.0852 0.6006
SD 0.0271 0.0267 0.0155 0.0482
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with different proportions as 10 to 70 percent, while all the
rest parameters keep the same. The P-R curve is shown in
Fig. 12, in which numbers near the line present the percent-
age of increasing patterns. According to the results, we can
clearly find that for any proportion, our framework could
outperform all the baselines in binary classification task
with significant margin.

However, we also realize that the recall may hardly pass
0.8 no matter how we regulate the proportion of “positive”
(“increasing”) results. As we attempt to reveal and leverage
the latent social factors to explain the evolution of taxi driv-
ing behaviors, it seems that the social factors may explain at
most 80 percent for driving behaviors. In other words, at
least 20 percent of taxi driving behaviors should be explained
via other factors, e.g., traffic status, large-scale activities or
festivals, whichwill be discovered in future works.

5 STATISTICAL ANALYSIS: RULES OF SOCIAL

LEARNING MECHANISM

As extensive validations have been conducted to evaluate
the effectiveness of our framework, in this section, we will
further discover some interesting rules of social learning
mechanism with statistical analysis. Specifically, all the sta-
tistical analyses are conducted on the drivers with revealed
social network in validations, and the settings keep the same
with the validations.

5.1 Social Skills: Quantity versus Quality

First, we tend to reveal how the drivers select proper social
“tutors”. To be specific, two impact factors will be consid-
ered, namely the number, and experise rank of “tutors”.

On the one hand, we attempt to discover the correlation
between skill ranking of drivers, and the number of “tutors”
they select to follow. All the three skills discussed as

“constraints” in Section 3.4 (except the social skill) have been
studied. According to the results, we find correlations are
completely insignificant, with p-Value even larger than 0.5
for all the tests. It may indicate that finding more tutors are
not necessarily lead to the better skill.

On the other hand, we check the correlation between skill
ranking of drivers, and the ranking of their top 5 “tutors”
with strongest influence. Interestingly, we find a significant
correlation with r as 0.323 and p-Value as 0.001. This phe-
nomenon may indicates better skills could be probably
related to higher ranking as a “tutor”. Along this line, with
considering the former statistical analysis, we may draw the
conclusion that drivers probably pay more attention on the
“quality” but not “quantity”, i.e., they prefer to learn from a
few experienced experts with better skills, instead of finding
manymediocre tutors.

5.2 Pattern Learning: Tutors versus Apprentice

Second, we turn to discuss the social learning mechanism, to
reveal which type of patterns that the “apprentices” proba-
bly tend to learn from “tutors”. As we simulate the teaching
process as “social propagation” of driving patterns, it is rea-
sonable to extract the propagation graph, and then compare
different patterns via graph-basedmetrics.

Specifically, for each type of driving pattern, wewill build
one propagation graph. For instance, for the kth pattern, if sti;k
increased compared with stþ1

i;k for the first time in time t , we
define ui was activated in time t . Along this line, if we have
an edge eij in the latent social network, in which ui was acti-
vated in time t and uj was activated in tþ 1 , we assume that
ui “successfully propagated” the kth pattern to uj , then we
will add the edge eij to the propagation graph of kth pattern.

Then, four common-used graph metrics are selected to
describe the propagation graphs as follows:

� Amount of edges, meaning the pattern popularity.
� Longest path, meaning the depth of propagation.
� Max out-degree, meaning the width of propagation.
� Density, meaning the frequency of propagation.
Table 7 summarizes the average statistics of this four met-

rics. Given themetrics, we could now analyze the correlation
between graph metrics and driving-oriented metrics of pat-
terns. In this case study, three metrics, i.e., the average speed,
distance and fare for each transaction are selected to measure
the value of each pattern. The correlations are shown in
Table 8, in whichmost cases are uncorrelated.

However, two interesting rules have been captured. First,
significantly negative correlation exists between long-distance
trip and all the graphmetrics, which indicates that longer dis-
tancemay lead to less motivation to learn, as the drivers may

Fig. 11. The verification on robustness with different time lag in terms of different metrics, (a) NDCG, (b) MAP@10, (c) Precision, and (d) Recall.

Fig. 12. P-R Curve with different positive ratio.
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have to be idling on theway back. Second, significantly nega-
tive correlation exists between density and average fares,
which may indicate that drivers are not willing to largely
share the patterns with higher benefits, or more willing to
share the patternswith lower benefits.

5.3 Skill Update: Tradition versus Innovation

Third, we turn to discuss how the drivers update their driv-
ing behaviors. We could like to know whether drivers tend
to keep their traditions, or evolve with innovations.

Considering that we treat drivers as their own “tutors”,
we first conduct a simple analysis to measure their influence
on themselves. Interestingly, as we calculate the Kendall
rank correlation coefficient between skill ranking of drivers
and their self-influence, i.e., the value of wii, we realize that
they may reflect negative correlation to some extent, e.g.,
rank correlation coefficient between speed and self-influence
is around �0.1628. This phenomenon may indicate that bet-
ter drivers are probably even more willing to learn from the
others. In a complementary manner, the ordinary drivers
may tend to insist their old patterns and refuse to change.

Along this line, we would like to discover whether the
top drivers indeed benefit from the pattern updates. Thus, a
more complicated analysis is conducted, in which the top
10 percent drivers are compared with ordinary ones for 1)
how many fresh patterns they tried, and 2) how the fresh
patterns benefit their effectiveness. The results are shown in
Table 9, which list the total amount of fresh patterns, how
many patterns hold better/worse skill metrics than average,
and the average benefits of skill metrics. Besides, two skill
metrics are analyzed to measure the benefits, namely the
average speed and income of patterns.

According to the statistics, the top drivers win out in both
amounts of all patterns ( 16.1 > 12.8 ) and patterns with bet-
ter metrics ( 4.4 > 3.7 , 10.9 > 9.1 ), which indicate better
innovativeness as they tend to try something new. Also,
though the proportion of better patterns could be similar,
however, the top drivers gain more benefit via updating pat-
terns, while for the ordinary ones, their average speed even
severely decreased.

Considering that for taxi drivers who randomly pick up
passengers along the street, sometimes they are forced to try
new patterns due to the destinations. However, top drivers
with experience could better select potential passengers to
ensure their working effectiveness. For instance, in the exam-
ple we mentioned in Introduction part, an experienced driv-
ers pointed out that he liked to pick up “people who have
heavy bags”, which usually lead to airport meaning higher
income. In these cases, the destinations and following pat-
terns could be predicted. In other words, as top drivers could
better control their driving patterns, when they are facing
new patterns, they could distinguish whether these patterns
are “acceptable” or even “rewarding”, thus the risk of new
patterns may not severely disturb them. On the contrary, for
the ordinary drivers, since they are not experienced enough
to select proper routes and control their pick-up, their
updatesmay even result in worse performance.

5.4 Social Links: Offline Gathering versus More
Channels

Finally, we attempt to measure the similarity between
revealed social network in validations, and the heuristic “co-
occurrence” as a constraint in Section 3.4, to study whether
the latent social connections within taxi drivers are mainly
due to the offline gathering. It is true that co-occurrences
may not definitely lead to direct interactions, as we men-
tioned before, thus their social effects may not be convincing
enough. However, based on the validation with constraints,
“co-occurrence” indeed improve the performance with bet-
ter ranking metrics. Thus, in this part, we target at discover-
ing the correlation of these two types of social network in
different perspectives, and then reveal the potential rules
with discussions.

First, we count the overlapping of these two types of social
network. Specifically, we find that 36.4 percent social connec-
tions revealed in validations have raised “co-occurrence”,
correspondingly, 47.4 percent pairs of drivers who had “co-
occurrence” were captured in the revealed social network as
social connections. In other words, as much as half of the
heuristic “co-occurrence” may indeed results in actual inter-
actions (Considering the inaccurate approximation of co-
occurrence without GPS records, the proportion might be
disturbed). However, two thirds of social connections may
be due to other factors, e.g., online discussions, instead of
face-to-face interactions.

Second, we conduct the correlation analysis between the
link strength of revealed social network, and the frequency
of co-occurrences. Interestingly, the result presents a signifi-
cantly weak correlation with r less than 0.1, and p-Value less
than 0.01. This result further support our conclusion that co-
occurrence may be related to latent social connections, but

TABLE 7
Metrics for Pattern Propagation Graph

Statistics

Average Edges 327.9122
Average Longest Path 8.5676
Average Max Out-degree 12.5878
Average Density 0.2244

TABLE 8
Correlation within Pattern Propagation and Skill Metrics

Term Edge Long Path Out Degree Density

Speed -0.026 -0.041 -0.040 0.010
p-Value 0.756 0.617 0.631 0.908
Distance -0.202 -0.182 -0.194 -0.280
p-Value 0.014 0.027 0.018 0.001
Fare -0.060 -0.044 -0.066 -0.235
p-Value 0.468 0.597 0.426 0.004

TABLE 9
Comparison of Pattern Update

Top Drivers Overall

Speed Income Speed Income

Total 16.1 16.1 12.8 12.8
+ 4.4 10.9 3.7 9.1
- 11.7 5.2 9.1 3.7
Benefit 2.14 0.30 -4.16 0.18
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clearly, they are not the main reasons. This result could also
explain why “co-occurrence” as a constraint could improve
the performance, since the correlation indeed exist to further
refine the reveal connections.

In summary, though offline gathering with face-to-face
interactions may indeed explain parts of the latent social
connections within drivers, they must be enhanced by more
comprehensive factors to achieve better estimation. We will
conduct deep analysis when the data collection is enriched.

6 CONCLUSION

In this paper, we explored the latent social factors among taxi
drivers based on the analysis of their driving behaviors, and
then reveal and leverage the social connections to describe
the evolution of driving patterns. To be specific, for validat-
ing the performance of our approach, we designed a social-
driven two-stage framework, which could better explain
drivers’ future behaviors. A unique characteristic of our
framework is that we can deal with the tasks of driving
behavior prediction as the problems of partial ranking for
optimization, and further enhance the approach with inte-
grating more factors as constraints. Validations on a real-
word data set clearly validated the effectiveness of our pro-
posed framework with better explanation of future taxi driv-
ing pattern evolution, which proved the hypothesis that
social factors indeed improve the predictability of taxi driv-
ing behaviors, and further revealed some interesting rules
on social learning habits.

ACKNOWLEDGMENTS

This is a substantially extended and revised version of [1],
which appears in the Proceedings of the 22nd ACM SIGKDD
Conference on Knowledge Discovery and Data Mining
(KDD’2016). This research was partially supported by grants
from the National Natural Science Foundation of China
(Grant No. U1605251, 61703386, 91746301, 71531001 and
61836013) and the Anhui Provincial Natural Science Founda-
tion (GrantNo. 1708085QF140). This research is also partially
funded byMicrosoft ResearchAsia.

REFERENCES

[1] T. Xu, H. Zhu, X. Zhao, Q. Liu, H. Zhong, E. Chen, and H. Xiong,
“Taxi driving behavior analysis in latent vehicle-to-vehicle net-
works: A social influence perspective,” in Proc. 22nd ACM
SIGKDD Conf. Knowl. Discovery Data Mining, 2016, pp. 1285–1294.

[2] H. Zhu, E. Chen,H. Xiong, K. Yu,H. Cao, and J. Tian, “Miningmobile
user preferences for personalized context-aware recommendation,”
ACM Trans. Intell. Syst. Technol., vol. 5, no. 4, 2014, Art. no. 58.

[3] J. Yuan, Y. Zheng, C. Zhang, W. Xie, X. Xie, G. Sun, and Y. Huang,
“T-drive: Driving directions based on taxi trajectories,” in Proc.
18th SIGSPATIAL Int. Conf. Advances Geographic Inf. Syst., 2010,
pp. 99–108.

[4] Y. Zheng, Y. Liu, J. Yuan, and X. Xie, “Urban computing with taxi-
cabs,” in Proc. 13th Int. Conf. Ubiquitous Comput., 2011, pp. 89–98.

[5] M. Qu, H. Zhu, J. Liu, G. Liu, and H. Xiong, “A cost-effective rec-
ommender system for taxi drivers,” in Proc. 20th ACM SIGKDD
Int. Conf. Knowl. Discovery Data Mining, 2014, pp. 45–54.

[6] Y. Ge, H. Xiong, A. Tuzhilin, K. Xiao, M. Gruteser, andM. Pazzani,
“An energy-efficient mobile recommender system,” in Proc. 16th
ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining, 2010,
pp. 899–908.

[7] N. J. Yuan, Y. Zheng, L. Zhang, and X. Xie, “T-finder: A recom-
mender system for finding passengers and vacant taxis,” IEEE
Trans. Knowl. Data Eng., vol. 25, no. 10, pp. 2390–2403, Oct. 2013.

[8] J. Yuan, Y. Zheng, X. Xie, and G. Sun, “T-drive: Enhancing driving
directions with taxi drivers’ intelligence,” IEEE Trans. Knowl. Data
Eng., vol. 25, no. 1, pp. 220–232, Jan. 2013.

[9] Y. Wang, B. Liang, W. Zheng, L. Huang, and H. Liu, “The devel-
opment of a smart taxicab scheduling system: A multi-source data
fusion perspective,” in Proc. IEEE 16th Int. Conf. Data Mining,
2016, pp. 1275–1280.

[10] S. Ma, Y. Zheng, and O. Wolfson, “T-share: A large-scale dynamic
taxi ridesharing service,” in Proc. IEEE 29th Int. Conf. Data Eng.,
2013, pp. 410–421.

[11] Z. Ye, K. Xiao, Y. Ge, Y. Deng, “Applying Simulated Annealing
and Parallel Computing to the Mobile Sequential Recommen-
dation,” IEEE Transactions on Knowledge and Data Engineering, vol.
31,
no. 2, pp. 243–256, 2019.

[12] H. Hu, Z. Wu, B. Mao, Y. Zhuang, J. Cao, and J. Pan, “Pick-up tree
based route recommendation from taxi trajectories,” in Proc. Int.
Conf. Web-Age Inf. Manage., 2012, pp. 471–483.

[13] D. Zhang, N. Li, Z.-H. Zhou, C. Chen, L. Sun, and S. Li, “iBAT:
Detecting anomalous taxi trajectories from GPS traces,” in Proc.
13th Int. Conf. Ubiquitous Comput., 2011, pp. 99–108.

[14] F. Giannotti,M.Nanni, D. Pedreschi, F. Pinelli, C. Renso, S. Rinzivillo,
andR. Trasarti, “Unveiling the complexity of humanmobility by que-
rying and mining massive trajectory data,” Int. J. Very Large Data
Bases, vol. 20, no. 5, pp. 695–719, 2011.

[15] P. S. Castro, D. Zhang, and S. Li, “Urban traffic modelling and pre-
diction using large scale taxi GPS traces,” in Proc. Int. Conf. Perva-
sive Comput., 2012, pp. 57–72.

[16] C. Chen, D. Zhang, Z.-H. Zhou, N. Li, T. Atmaca, and S. Li, “B-
planner: Night bus route planning using large-scale taxi GPS
traces,” in Proc. IEEE Int. Conf. Pervasive Comput. Commun., 2013,
pp. 225–233.

[17] P. Domingos and M. Richardson, “Mining the network value of
customers,” in Proc. 7th ACM SIGKDD Int. Conf. Knowl. Discovery
Data Mining, 2001, pp. 57–66.

[18] D. Kempe, J. Kleinberg, and �E. Tardos, “Maximizing the spread of
influence through a social network,” in Proc. 9th ACM SIGKDD
Int. Conf. Knowl. Discovery Data Mining, 2003, pp. 137–146.

[19] C. C. Aggarwal, A. Khan, and X. Yan, “On flow authority discov-
ery in social networks,” in Proc. 11th SIAM Int. Conf. Data Mining,
2011, pp. 522–533.

[20] J. Goldenberg, B. Libai, and E. Muller, “Talk of the network: A
complex systems look at the underlying process of word-of-
mouth,”Marketing Lett., vol. 12, no. 3, pp. 211–223, 2001.

[21] Y. Yang, E. Chen, Q. Liu, B. Xiang, T. Xu, and S. A. Shad, “On
approximation of real-world influence spread,” in Proc. Joint Eur.
Conf. Mach. Learn. Knowl. Discovery Databases, 2012, pp. 548–564.

[22] T. Jin, T. Xu, H. Zhong, E. Chen, Z. Wang, and Q. Liu,
“Maximizing the effect of information adoption: A general frame-
work,” in Proc. SIAM Int. Conf. Data Mining, 2018, pp. 693–701.

[23] A. Goyal, F. Bonchi, and L. V. Lakshmanan, “Learning influence
probabilities in social networks,” in Proc. 3rd ACM Int. Conf. Web
Search Data Mining, 2010, pp. 241–250.

[24] K. Saito, R. Nakano, and M. Kimura, “Prediction of information
diffusion probabilities for independent cascade model,” in Proc.
Int. Conf. Knowl.-Based Intell. Inf. Eng. Syst., 2008, pp. 67–75.

[25] T. Xu, D. Liu, E. Chen, H. Cao, and J. Tian, “Towards annotating
media contents through social diffusion analysis,” in Proc. IEEE
12th Int. Conf. Data Mining, 2012, pp. 1158–1163.

[26] J. Yang and J. Leskovec, “Modeling information diffusion in
implicit networks,” in Proc. IEEE Int. Conf. Data Mining, 2010,
pp. 599–608.

[27] T. Xu, H. Zhu, E. Chen, B. Huai, H. Xiong, and J. Tian, “Learning to
annotate via social interaction analytics,” Knowl. Inf. Syst., vol. 41,
no. 2, pp. 251–276, 2014.

[28] E. Cho, S. A. Myers, and J. Leskovec, “Friendship and mobility:
User movement in location-based social networks,” in Proc. 17th
ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining, 2011,
pp. 1082–1090.

[29] X. Liu, Q. He, Y. Tian, W.-C. Lee, J. McPherson, and J. Han, “Event-
based social networks: Linking the online and offline social worlds,”
in Proc. 18th ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining,
2012, pp. 1032–1040.

[30] H. Zhu, E. Chen, K. Yu, H. Cao, H. Xiong, and J. Tian, “Mining
personal context-aware preferences for mobile users,” in Proc.
IEEE 12th Int. Conf. Data Mining, 2012, pp. 1212–1217.

1816 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 19, NO. 8, AUGUST 2020

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on September 16,2020 at 12:53:50 UTC from IEEE Xplore.  Restrictions apply. 



[31] N. Eagle, A. S. Pentland, and D. Lazer, “Inferring friendship net-
work structure by using mobile phone data,” Proc. Nat. Academy
Sci. United States America, vol. 106, no. 36, pp. 15 274–15 278, 2009.

[32] D. Wang, D. Pedreschi, C. Song, F. Giannotti, and A.-L. Barabasi,
“Human mobility, social ties, and link prediction,” in Proc. 17th
ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining, 2011,
pp. 1100–1108.

[33] K. Zhang and K. Pelechrinis, “Understanding spatial homophily:
The case of peer influence and social selection,” in Proc. 23rd Int.
Conf. World Wide Web, 2014, pp. 271–282.

[34] X. Yu, A. Pan, L.-A. Tang, Z. Li, and J. Han, “Geo-friends recom-
mendation in GPS-based cyber-physical social network,” in Proc.
Int. Conf. Advances Social Netw. Anal. Mining, 2011, pp. 361–368.

[35] T. Xu, H. Zhong, H. Zhu, H. Xiong, E. Chen, and G. Liu, “Exploring
the impact of dynamic mutual influence on social event partic-
ipation,” inProc. SIAM Int. Conf. DataMining, 2015, pp. 262–270.

[36] X. Zhao, T. Xu, Q. Liu, and H. Guo, “Exploring the choice under
conflict for social event participation,” in Proc. Int. Conf. Database
Syst. Adv. Appl., 2016, pp. 396–411.

[37] Z. Ning, F. Xia, N. Ullah, X. Kong, and X. Hu, “Vehicular social
networks: Enabling smart mobility,” IEEE Commun. Mag., vol. 55,
no. 5, pp. 16–55, May 2017.

[38] F. Xia, J.Wang, X. Kong, Z.Wang, J. Li, andC. Liu, “Exploring human
mobility patterns in urban scenarios: A trajectory data perspective,”
IEEECommun.Mag., vol. 56, no. 3, pp. 142–149,Mar. 2018.

[39] H. Zhuang, A. Chin, S. Wu, W. Wang, X. Wang, and J. Tang,
“Inferring geographic coincidence in ephemeral social networks,”
in Proc. Joint Eur. Conf. Mach. Learn. Knowl. Discovery Databases,
2012, pp. 613–628.

[40] H. Zhu, E. Chen, H. Xiong, H. Cao, and J. Tian, “Mobile app classi-
fication with enriched contextual information,” IEEE Trans. Mobile
Comput., vol. 13, no. 7, pp. 1550–1563, Jul. 2014.

[41] H. L€utkepohl, New Introduction to Multiple Time Series Analysis.
Berlin, Germany: Springer, 2005.

[42] Y. Fu,H. Xiong, Y.Ge, Z. Yao, Y.Zheng, andZ.-H. Zhou, “Exploiting
geographic dependencies for real estate appraisal: A mutual per-
spective of ranking and clustering,” in Proc. 20th ACM SIGKDD Int.
Conf. Knowl. Discovery DataMining, 2014, pp. 1047–1056.

Tong Xu (M’17) received the PhD degree from the
University of Science and Technology of China
(USTC), Hefei, China, in 2016. He is currently
working as an associate researcher of the Anhui
Province Key Laboratory of Big Data Analysis and
Application, USTC. He has authored more than
30 journal and conference papers in the fields of
social network and social media analysis, including
the IEEE Transactions on Knowledge and Data
Engineering, KDD, AAAI, ICDM, SDM, etc. He is a
member of the IEEE.

Hengshu Zhu (M’14) received the BE and PhD
degrees in computer science from the University of
Science and Technology of China (USTC), China,
in 2009 and 2014, respectively. He is currently a
senior data scientist with Baidu Inc. His general
area of research is data mining and machine learn-
ing, with a focus on developing advanced data
analysis techniques for emerging applied business
research. He has published prolifically in refereed
journals and conference proceedings, including the
IEEE Transactions on Knowledge and Data Engi-

neering, the IEEE Transactions on Mobile Computing, the ACM Transac-
tions on Knowledge Discovery from Data, KDD, IJCAI, and AAAI, etc. He
was regularly on the program committees of numerous conferences, and
has served as a reviewer for many top journals in relevant fields. He is a
member of the IEEE.

Hui Xiong (SM’07) is currently a full professor with
Rutgers, the State University of New Jersey, where
he received the ICDM-2011 Best Research Paper
Award, and the 2017 IEEE ICDM Outstanding
Service Award. His general area of research is
data and knowledge engineering, with a focus on
developing effective and efficient data analysis
techniques for emerging data intensive applica-
tions. He has published prolifically in refereed
journals and conference proceedings (four books,
80+ journal papers, and 100+ conference papers).

He is a co-editor-in-chief of the Encyclopedia of GIS, an associate editor of
the IEEE Transactions on Knowledge and Data Engineering, the IEEE
Transactions on Big Data, the ACMTransactions on Knowledge Discovery
from Data, and the ACM Transactions on Management Information Sys-
tems. He has served regularly on the organization and program commit-
tees of numerous conferences, including as a program co-chair of the
Industrial and Government Track for KDD-2012, a program co-chair for
ICDM-2013, a general co-chair for ICDM-2015, and a program co-chair of
the Research Track for KDD-2018. For his outstanding contributions to
data mining and mobile computing, he was elected an ACM distinguished
scientist in 2014. He is a senior member of the IEEE.

Hao Zhong is currently working toward the PhD
degree at Rutgers University. His research inter-
ests focus on business intelligence and data min-
ing. He has published several papers, e.g., ICDM
and ANOR, etc.

Enhong Chen (SM’07) is a professor and vice
dean of the School of Computer Science, Univer-
sity of Science and Technology of China. His gen-
eral area of research includes data mining and
machine learning, social network analysis, and rec-
ommender systems. He has published more than
100 papers in refereed conferences and journals,
including Nature Communications, IEEE/ACM
Transactions, KDD, NIPS, IJCAI, and AAAI, etc.
He was on program committees of numerous con-
ferences including KDD, ICDM, and SDM. He

received the Best Application Paper Award of KDD-2008, the Best
Research Paper Award of ICDM-2011, and the Best of SDM-2015. His
research is supported by the National Science Foundation for Distin-
guished Young Scholars of China. He is a senior member of the IEEE.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

XU ET AL.: EXPLORING THE SOCIAL LEARNING OF TAXI DRIVERS IN LATENT VEHICLE-TO-VEHICLE NETWORKS 1817

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on September 16,2020 at 12:53:50 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


