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\section*{Abstract}

Given a job position, how to identify the right job skill demand and its evolving trend becomes critically important for both job seekers and employers in the fast-paced job market. Along this line, there still exist various challenges due to the lack of holistic understanding on skills related factors, e.g., the dynamic validity periods of skill trend, as well as the constraints from overlapped business and skill co-occurrence. To address these challenges, in this paper, we propose a trend-aware approach for fine-grained skill demand analysis. Specifically, we first construct a tensor for each timestamp based on the large-scale recruitment data, and then reveal the aggregations among companies and skills by heuristic solutions. Afterwards, the Trend-Aware Tensor Factorization (TATF) framework is designed by integrating multiple confounding factors, i.e., aggregation-based and temporal constraints, to provide more fine-grained representation and evolving trend of job demand for specific job positions. Finally, validations on large-scale real-world data clearly validate the effectiveness of our approach for skill demand analysis.

\section{Introduction}

With the coming of knowledge economy era, competition for skilled talents becomes extremely severe. Along this line, skill-oriented recruitment market analysis has become increasingly crucial for both employers and job seekers. On the one hand, it is necessary for employers to understand the skill trend. On the other hand, job seekers have to acquire specific skills for competing against other candidates. Therefore, large efforts have been made on this task.

Traditionally, skill-oriented analyses were conducted by human resource (HR) experts based on simple statistics of historical recruitment records. With the rapid development of online recruitment services, such as LinkedIn and Lagou in China, massive recruitment data have been accumulated to support comprehensive summarization based on data mining techniques. For instance, LinkedIn has published the ranking lists of popular skills for each year\footnote{https://learning.linkedin.com/blog/top-skills/the-skills-companies-need-most-in-2018--and-the-courses-to-get-t} to guide the recruitment market. Moreover, some prior arts, e.g., [Xu et al., 2018] and [Zhu et al., 2016] proposed data driven solutions for job skill demand analysis based on various techniques. However, the fine-grained skill demand analysis for specific targets (e.g., positions) has not yet been fully solved.

To achieve the fine-grained skill demand analysis, intuitively, based on the triple form as \texttt{(company-position-skill)}, classic Tensor Factorization (TF) methods might be appropriate due to its effectiveness and interpretability. However, basic TF method may suffer some defects. Firstly, dynamic validity periods exists for skills, which reflects the evolving skill trend with temporal correlation. For example, though Deep Learning has become the mainstream technique, traditional solutions like logistic regression are still widely required in industrial applications. Secondly, more constraints could be designed based on various aggregations. For instance, companies with overlapping business may require similar skills, e.g., both Google and Amazon pursue talents on cloud computing, which results in the competition-based aggregation. At the same time, co-occurrence of skills may lead to the skill package for the common task, e.g., Ajax and CSS for UI design, which results in the co-occurrence-based aggregation. Therefore, basic TF method could be further enhanced with integrating temporal correlation and various aggregations.

To that end, in this paper, we propose a more comprehensive framework called Trend-Aware Tensor Factorization (TATF). Specifically, we firstly estimate the aggregations among companies and skill packages via heuristic solutions, and then constraints for both skill trend (temporal correlation) and various aggregations are integrated into basic TF method to improve the performance. Along this line, more accurate representation for specific skill and position requirement will be achieved to support position-specific skill demand analysis for job seekers. To the best of our knowledge, we are among the first ones who study the job skill demand analysis in the perspective of tensor factorization with comprehensive enhancements. Extensive experiments on real-world data set have demonstrated the effectiveness of our TATF framework compared with several baselines, and further provide some interesting rules via case studies.

\footnote{https://learning.linkedin.com/blog/top-skills/the-skills-companies-need-most-in-2018--and-the-courses-to-get-t}
2 Technical Solution of TATF

In this paper, we attempt to develop a data-driven approach for analyzing demand of job skills with specific target and comprehensive constraints. To deal with this task, we will first formulate our job skill demand analysis in the perspective of Tensor Factorization, and then propose our Trend-Aware Tensor Factorization (TATF) in detail.

2.1 Preliminary & Problem Definition

Intuitively, to measure the appropriateness of job skills via Tensor Factorization (TF) methods, we firstly formulate the recruitment records in the triple form as (c-p-s: l), in which:

- \( c \in C \) denotes the specific company;
- \( p \in P \) denotes the specific job position;
- \( s \in S \) denotes the specific job skill;
- \( l \in L \) indicates the level of demand for skill.

Along this line, given a triple formed as \((c,p,s) \in C \times P \times S\), we target at measuring the potential level \(l\) for the given triple, so that skill \(s\) could be recommended to the specific position \(p\) in company \(c\), if highly demanded.

Moreover, as mentioned above that the temporal trend of job skills may further enhance the performance, we extend the triple form as quadruple with considering the temporal factor as \((t-c-p-s)\), in which \( t \in T \) denotes the timestamp of specific record. Under this situation, our job skill demand analysis will be formally defined as follow:

**Definition 1 (Problem Statement).** Given the set of recruitment records \(A \subset T \times C \times P \times S \times L\), for each triple \((t-c-p)\), we target measuring the demand level \(l\) for each potential skill \(s\), so that highly demanded skills will be revealed.

Data flow of tensor formation is summarized in Figure 1.

2.2 Basic Tensor Factorization Model

Then, we turn to introduce the basic model of our skill demand analysis. Intuitively, according to the definitions above, we realize that the records \(A\) could be directly formulated as tensors in the form of \((t-c-p-s: l)\), and then the Tensor Factorization (TF) method will be adapted to deal with this problem. The basic TF model could be formulated as follow:

\[
\min_{P} \mathcal{L}(P|A) \triangleq \|A - \tilde{A}(P)\| + \lambda\|P\|, \tag{1}
\]

in which \(P\) presents all the parameters used in this model, and \(\| \cdot \|\) denotes any reasonable norm here. Besides, \(\lambda\) presents the hyper-parameter of the regularization term.

To optimize the objective function above, we adopt the widely used solution, namely the Pairwise Interaction Tensor Factorization (PITF) [Rendle and Schmidt-Thieme, 2010] method, in which the tensors will be transferred as several matrices to ease the computation. Specifically, if we utilize the PITF method for the basic skill demand analysis, i.e., the triple tensor \((c-p-s: l)\) without temporal factor, the tensor in PITF will be transferred as follow:

\[
\tilde{A}^{PITF}_{i,j,k} = \langle C^i, P^j, S^k \rangle + \langle C^i, S^k, P^j \rangle + \langle P^j, S^k, C^i \rangle. \tag{2}
\]

Along this line, we have six matrices to present the latent factor for three elements in tensor, namely \(C^P, C^S \in \mathbb{R}^{C \times K}\) for the “company”, \(P^C, P^S \in \mathbb{R}^{P \times K}\) for the “position”, and \(S^C, S^P \in \mathbb{R}^{S \times K}\) for the “skill”. Here \(K\) indicates the hyper-parameter for the dimension of latent factor. In this case, pairwise relations among elements could be clearly reflected and estimated. Then, the objective function will be adapted as follow:

\[
\mathcal{L}^{PITF}(P|A) \triangleq \sum_{i,j,k} (A_{i,j,k} - \tilde{A}^{PITF}_{i,j,k})^2 + \lambda_0(\|C^P\|_F^2 + \|C^S\|_F^2 + \|P^C\|_F^2 + \|P^S\|_F^2 + \|S^C\|_F^2 + \|S^P\|_F^2).
\]
2.3 Enhanced Tensor Factorization with Aggregation-based Constraint

Based on the basic TF model, we then turn to introduce our TATF framework with enhanced constraints. Specifically, we will first introduce the comprehensive constraints based on two aggregations, i.e., competition (among companies) and co-occurrence (among skills) based aggregations. Technical details to achieve the aggregations will be introduced in Section 3.1 in experimental part. In this section, we will focus on how to design the constraints based on aggregations.

Constraint for Competition-based Aggregation

First, we will introduce the constraint for competition-based aggregation. Intuitively, companies with overlapping business may probably seek for talents with similar positions or skills, which could be easily reflected by their similar job postings. Correspondingly, companies with similar job postings should have similar preference on positions or skills, i.e., similar features for each company. Therefore, we could reveal the competition-based aggregation among companies via measuring the similarities of their job postings, and then enhance the TF model with the aggregation.

Specifically, given the $C$ categories of business, considering that each company may involve multiple business categories, we have $P(i|c)$ to denote the probability of company $c$ which belongs to the $i$-th category. Along this line, we design the constraint as follow:

$$
L^1(P|A) \triangleq \lambda_0(\|G^{1,P}\|^2_F + \|G^{1,S}\|^2_F) \\
+ \lambda_1 \sum_{c=0}^{C-1} \sum_i P(i|c) (\|G_{i,c}^{1,P} - C_{c,s}\|^2 \\
+ \|G_{i,s}^{1,S} - C_{c,s}\|^2).
$$

Here, two new parameter matrices are utilized, namely $G^{1,P}, G^{1,S} \in \mathbb{R}^{C \times K}$ to present the features of “center company” of each category, which indicates the latent preference for position and skill separately. In this case, companies which belong to the same business category should be mutually similar, which leads to the constraint.

Constraint for Co-occurrence-based Aggregation

Second, we will introduce the constraint for co-occurrence-based aggregation. As mentioned above that co-occurrence of skills may lead to the “skill package” for the common task. Correspondingly, skills in the same package could probably satisfy the similar companies or positions. Therefore, similar with the constraint above, given the $S$ packages of skills, we have $P(i|s)$ to denote the probability of skill $s$ which belongs to the $i$-th package, and then design the constraint as follow:

$$
L^2(P|A) \triangleq \lambda_0(\|G^{2,C}\|^2_F + \|G^{2,P}\|^2_F) \\
+ \lambda_2 \sum_{s=0}^{S-1} \sum_i P(i|s) (\|G_{i,s}^{2,C} - S_{c,s}\|^2 \\
+ \|G_{i,s}^{2,P} - S_{c,s}\|^2).
$$

Here, we have two more new parameter matrices as $G^{2,C}, G^{2,P} \in \mathbb{R}^{S \times K}$ to present the features of “center skill” of each package, which indicates the latent preferences for company and position, separately.

Integrated Model & Complexity Analysis

With integrating two constraints above, we could now enhance the basic TF model with the loss function as follow:

$$
L(P|A) \triangleq L^{PITF}(P|A) + L^1(P|A) + L^2(P|A).
$$

Compared with the traditional PITF method, the Equation 5 require additional time complexity as $\Theta((|C + S + |C| + |S|)K)$, which results in the overall time complexity as $\Theta((|A| + |C| + |P| + |S| + |C + S|)K)$.

Considering that $|A|$, i.e., the amount of records, could be much larger than the rest part, i.e., $|C| + |P| + |S| + |C + S|$. Thus, the overall time complexity is mainly determined by the amount of records $|A|$, and the dimension of latent vector $K$. In this case, time complexity of our enhanced model may not be significantly higher than the basic PITF model.

2.4 Trend-aware Tensor Factorization (TATF)

Finally, based on the constraint-enhanced TF model, in this subsection, we will introduce the temporal factor to propose the complete TATF framework, so that the evolving trend of job skills will be captured.

Intuitively, supposing that the recruitment records are denoted as $\{A_0, ..., A_{|T|-1}\}$, with $|T|$ timestamps in total. To integrate the temporal factor, for each time $t$, we could individually estimate the corresponding parameters so as $P_t$, so that those time-sensitive features could be captured. Moreover, considering the dynamic validity period exists for skills with temporal correlation, which means that skill requirements in adjacent timestamps should be mutually similar. Therefore, we further design the temporal constraint based on previous models, which could be formulated as follows:

$$
P_{t}^{\text{opt}} = \arg \min_{p} L(P|A_{t}),
$$

$$
P_{t}^{\text{opt}} = \arg \min_{p} L(P|A_{t}) + \lambda_3 \sum_{i=0}^{t-1} \varphi_t(i)\|P_t - P_{i}^{\text{opt}}\|^2.
$$

Based on the formulations above, for the first timestamp, i.e., $t = 0$, parameters will be estimated without temporal constraint. Then, as time goes by, newly estimated parameters will be constrained by all the previous models with the hyper-parameter $\lambda_3$ to measure the weight. Also, we have $\varphi_t(i)$ to measure the time decay effects, so that influence from earlier models will be limited. $\varphi_t(i)$ is formulated as follow:

$$
\varphi_t(i) = \frac{b}{|t - i|}, b > 0.
$$

Convergence Analysis. For both Equation 5 and 6, only two norms, namely $L2$-norm and $F$-norm are used in the loss functions. Therefore, for any row vector in any parameter matrix, the loss functions $L$ satisfies the Lipschitz continuous condition. Along this line, for all the parameters $P$, the loss function still satisfies the Lipschitz continuous condition. According to the prior art [Ghadimi and Lan, 2013], for a non-convex and smooth loss function, if the SGD algorithm is used for training, it will converge to the critical point at the convergence speed of $\|\nabla f(x)\| \leq O(1/\sqrt{T})$. In summary, the convergence of our TATF method could be ensured.
3 Experiments

In this section, we will evaluate the effectiveness of our proposed TATF framework. After that, we will discuss some interesting rules via intuitive case studies, which further confirm our basic assumptions.

3.1 Experimental Setup

Firstly, we will summarize the details of experimental setup in this subsection, including data description, pre-processing, aggregation method, baseline methods and metrics.

Dataset Description & Preprocessing

In our research, the experiments were conducted on a real-world data set collected from an online recruiting market. Specifically, we have 2,284,903 job postings in total, which were posted by 147,690 companies during the year from 2013 to 2017. To ensure the data quality, we set threshold for companies, positions and skills as 20, 10 and 10, respectively. In other words, companies with less than 20 job postings will be removed, and so do the rest. Related statistics for both raw and filtered data set are summarized in Table 1.

Along this line, for each job posting, some detailed information, including company, position, timestamp and skill requirements were extracted. For describing skills in a unified form, we utilized the pre-defined job skill list, which is widely used in prior arts like [Xu et al., 2018]. Then, we matched the list with each job posting to extract mentioned skills.

At the same time, for the level of demand for each skill, i.e., the l for each quadruple (t-c-p-s), we rated the level based on textual description in skill requirements. For example, for skill A, we have “expert in A” in the requirement of job posting corresponds to the quadruple (t-c-p-s), then the level here is set as “Very High”, i.e., l = 5. Similarly, “familiar with A” will lead to l = 3, namely “Medium”. Based on the ratings, we divided the demand level as 1-5 for each quadruple.

Solutions for Aggregation

Then, we turn to introduce the solutions for aggregations of companies and skills, as mentioned in Section 2.3.

To be specific, we captured the skill packages based on their co-occurrence in job postings. Then, we intuitively used the classic Latent Dirichlet Allocation (LDA) [Blei et al., 2003] to reveal the latent aggregation among skills. For each job posting, we treat it as a document, in which the extracted skills are treated as words. Besides, the skills will be repeated based on their demand level, e.g., a document as “Java, Java, MySQL” indicates that Java is demanded in level 2, and level 1 for MySQL. Along this line, LDA could reveal the latent topic, i.e., skill package for the common task. Intuitively, we have S topics (skill packages) for LDA, and the hyper-parameters were set as $\alpha = 50/S, \beta = 0.1$. Sensitiveness of $S$ will be discussed in Section 3.2.

At the same time, for the business overlapping among companies, we clustered the companies based on their preference vectors, which were generated via connecting each row vector in the matrices as (position-skill) for each company. Along this line, we utilized the classic K-means method with C clusters, so that similar companies will be aggregated based on their Euclidean distance of preference vectors. Sensitiveness of C will be also discussed in Section 3.2.

<table>
<thead>
<tr>
<th>Raw Data</th>
<th>Filtered data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique Companies</td>
<td>147,690</td>
</tr>
<tr>
<td>Unique Positions</td>
<td>500,941</td>
</tr>
<tr>
<td>Unique Skills</td>
<td>1,832</td>
</tr>
<tr>
<td>Elements in Tensor</td>
<td>5,897,739</td>
</tr>
<tr>
<td>Sparsity of Tensor</td>
<td>$4.38 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 1: The Statistics of Data Set.

Baseline Methods & Evaluation Metrics

To validate the performance of TATF for skill demand analysis, several typical baseline methods are selected as baseline methods as follows:

- **Market Average (MA)**, which intuitively counts the most popular skill for specific position in training data (without considering the companies).
- **Tucker Decomposition (TD)** [Tucker, 1966], which is a classic method to treat the original sparse tensor as product of a small tensor and several matrices.
- **Candecomp/Parafac Decomposition (CP)** [Harshman, 1970], a variant of TD but removes the small tensor.
- **PITF** [Rendle and Schmidt-Thieme, 2010], which is the basic model of our TATF framework.

At the same time, to evaluate the performance, three metrics were utilized as follows:

- **Mean Square Error (MSE)**, which is the mean value of squared error for all samples, as $\frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2$.
- **Mean Absolute Percentage Error (MAPE)**, which focuses on the absolute ratio between the prediction error and ground truth value, as $\frac{1}{n} \sum_{i=1}^{n} \left| \frac{f(x_i) - y_i}{y_i} \right|$.
- **R-Square (RS)**, which measures how the proposed model is better than the “mean” value, compared with the ground truth value separately, as $1 - \frac{\sum_{i=1}^{n} (f(x_i) - y_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$.

3.2 Experimental Results

Then, we turn to introduce the experimental results. Specifically, one experiment was executed for records in one year. Along this line, to integrate the trend-aware constraint as mentioned in Section 2.4, model parameters of previous years were also utilized following Equation 7.

Overall Performance

First, we will report the overall performance of TATF framework compared with baseline methods. To be specific, here $C$ and $S$ for aggregations were set as 20, and $K$ for the dimension of vector was set as 10. Besides, we have $\lambda_0 = 0.5$, and $\lambda_1 = \lambda_2 = \lambda_3 = 1$ for the regularization term.

The results are summarized in Table 2, in which the improvement of our TATF method compared with baselines are also listed. According to the results, we realized that our TATF outperforms all the baselines, which verified that our assumptions of various enhancement could really benefit the skill demand analysis. At the same time, we found that the heuristic method performed the worst, which indicated that the performance is sensitive to the company factor.
Ablation Study
Then, for better understanding which kind of constraint contributes the most in the improvement, we turned to conduct the ablation study, which is summarized in Table 3 for the MSE metric. According the results, we realized that the co-occurrence-based aggregation, i.e., constraint based on skill packages could better improve the overall results. Besides, we found that with longer period, the strength of temporal constraint could be more significant. Obviously, more sufficient trend-aware factors lead to better performance.

Parameter Sensitiveness
Finally, we turn to evaluate the parameter sensitiveness. To be specific, two sets of parameters were discussed, namely \( C \) and \( S \) for aggregations, and \( K \) for the latent vector dimension.

First, discussion for aggregation parameters is shown in Table 4. According to the results, it seems that for both \( C \) and \( S \), a medium value around 40-60 might be the best choice, since more clusters (topics) lead to more overlapping, while less clusters (topics) may interfere the distinction.

Second, discussion for vector dimension \( K \) is shown in Figure 2(a), including performance of MAPE and R-Square, as well as time spending. According to the results, we interestingly found that generally a smaller \( K \) leads to a better result for all the three aspects, which may reflect that higher \( K \) could result in overfitting problem. Besides, our TATF performed the best on MAPE when \( K = 10 \), which was selected for the overall performance validation.

3.3 Discussion and Insights with Case Studies
As the effectiveness of TATF has been validated, we will further discuss about two interesting rules as follows.

Trend of Popular Skills. To better understand the evolving trend of skill popularity, we manually selected several representative skills as example, which are shown in Figure 3. Unsurprisingly, we realized that Big Data and AI-related skills are increasingly demanded in recent years, such as “Python” for data analytics, and “Spark” for large-scale data processing. On the contrary, some classic skills, e.g., “C++” and
"Design Patterns" are much less required. At the same time, some other skills like "Java" generally keep their demand level, as it is still widely used in Web and Android applications. In a sense, the popularity of skills are highly correlated to the importance of business field, as well as the diversity of application range, as skills with more diversified applications are more difficult to be replaced.

**Evolving Skill Package.** Similar phenomenon could be found in the evolving skill packages. As shown in Figure 4, the evolution of "C/C++" related skills are summarized year by year. Interestingly, we realized that though "AI" occurred during 2015-2016 as a novel technique, it was replaced by "CV" and even "Face Recognition" in 2017. To a certain degree, this case reflected the fine-grained trend of AI-related techniques. Recently, traditional statistical-based machine learning methods are facing the impact of Deep Learning based techniques, especially for CV and NLP related researches. At the same time, "Cyber Security" attracted wide attention to protect the data, which also supports the main idea that Data-related skills are highly demanded.

## 4 Related Work

In this section, we summarize related works in two aspects, namely Recruitment Analysis and Tensor Factorization.

### 4.1 Recruitment Analysis

As an essential part to support the success of organizations, recruitment analysis has attracted tremendous efforts. Traditional recruitment analysis highly depend on personal experience and simple statistics. For instance, [Maringe, 2006] investigated the influence factor of skill learning in different universities to provide recruitment strategies. However, they could only provide qualitative analysis without solid quantitative evidence.

Recently, thanks to the accumulation of recruitment data resource, data analytic techniques are now deeply integrated to benefit the recruitment market. On the one hand, job seekers are guided by personalized career path planning [Li et al., 2017a] and talent circles analysis [Xu et al., 2016; Xu et al., 2015]. On the other hand, the employers are supported by job interview assessment [Shen et al., 2018], talent flow analysis [Zhang et al., 2019] and person-job fit [Wilden et al., 2010; Zhu et al., 2018; Qin et al., 2018]. Besides, some skill-oriented researches were proposed, including the popularity ranking of skills [Xu et al., 2018] and skill requirement trends analysis [Zhu et al., 2016]. However, few of them have focused on the fine-grained skill demand analysis task, which could be effectively achieved by our TATF framework with comprehensive constraints.

### 4.2 Tensor Factorization

Due to its effectiveness and interpretability, Tensor Factorization (TF) has been widely used in many research fields, e.g., tag recommendation [Karatzoglou et al., 2010; Yu et al., 2018], social media analysis [Hong and Jung, 2018] and patent litigation[Liu et al., 2018]. In order to capture the unique characteristics of different data source, TF methods were adapted following different assumptions. For instance, similar with the aggregation constraints utilized in our TATF framework, in BTF-GR [Wang et al., 2018] method, user ratings are corrected based on the inner product between latent vectors of user and added group. Moreover, [Jiang et al., 2014] utilized a flexible and dynamic factorization scheme to improve the effectiveness and decomposition efficiency. At the same time, comprehensive constraints, e.g., temporal correlations are always utilized in variant TF models to enhance the effectiveness, such as [Li et al., 2017b].

In this paper, we intuitively proposed the TATF framework based on comprehensive analysis, constraints for temporal correlation and various aggregations, so that fine-grained job skill demand analysis will be achieved.

## 5 Conclusion

In this paper, we propose a comprehensive data-driven framework called Trend-Aware Tensor Factorization (TATF) to deal with the job skill demand analysis, in which constraints for temporal correlation and various aggregations are integrated to improve the performance. Along this line, more accurate representation for skill requirement, as well as the evolving trend of skill package will be accurately achieved. Extensive experiments on real-world dataset demonstrated the effectiveness of our TATF framework, and further provide some interesting rules via intuitive case studies.
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