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Abstract. Scholarly network analysis is a fundamental topic in
academia domain, which is beneficial for estimating the contribution
of researchers and the quality of academic outputs. Recently, a pop-
ular fashion takes advantage of network embedding techniques, which
aims to learn the scholarly information into vectorial representations for
the task. Though great progress has been made, existing studies only
consider the text information of papers for scholarly network representa-
tion, while ignoring the effects of many intrinsic and informative features,
especially the different influences and contribution of authors and coop-
erations. In order to alleviate this problem, in this paper, we propose a
novel Author Contributed Representation for Scholarly Network (ACR-
SN) framework to learn the unique representation for scholarly networks,
which characterizes the different authors’ contribution. Specifically, we
first adopt a graph convolutional network (GCN) to capture the struc-
ture information in the citation network. Then, we calculate the corre-
lations between authors and each paper, and aggregate each embedding
of authors according to their contribution by using the attention mech-
anism. Extensive experiments on two real world datasets demonstrate
the effectiveness of ACR-SN and reveal that authors’ contribution to the
paper varies with the corresponding authorities and interested fields.

Keywords: Scholarly network embedding · Scholar cooperation ·
Graph convolutional network

1 Introduction

Recent years have witnessed the rapid accumulation of scholarly data, containing
rich information of research publishing records with citation networks, which
provides unprecedented opportunities for scholarly network analysis [25]. Indeed,
with the help of scholarly network analysis, on one hand, we could uncover the
trend of research. On the other hand, it is convenient for researchers to choose
an appropriate partner and evaluate the influence of work from the micro view.
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Fig. 1. The overview of scholarly network embedding.

Towards scholarly network analysis, there are many kinds of studies, such
as predicting the authorities of authors [12], predicting the influence of paper
[4] and paper recommendation [24]. Though large efforts have been made, the
researchers usually consider the paper textual information, while the great ben-
efits of academic cooperation are largely under-explored. In fact, cooperation is
of great importance for scholars, especially for young researchers. Therefore, in
this paper, we aim to study a more comprehensive scholarly network analysis by
considering cooperation effects.

In academic networks, dissertations are often considered as research units
that can be clustered to higher levels by domains or authors [26]. As shown in
Fig. 1, three papers (i.e., A, B, C) can form a citation network, e.g., paper A
cites paper B and C. We can make deep analysis about their abstract contents
and authors. Specifically, the abstracts generally reflect their study fields and the
authors can constitute a co-author relationship which demonstrates the author-
ity of each researcher in different fields. Moreover, different authors may make
different contribution to a paper, due to their various authorities and areas
of interest. Collaboration in each paper can be obtained by summarizing the
embedded vector of each author. By combining these aspects, the preliminary
performance of the dissertations is fully formed. In addition, the cited neigh-
bours of the paper are often in closer research fields in the citation network.
Therefore, this constraint on similarity should be retained when learning the
scholarly network.

Along this line, we propose a novel scholarly network embedding frame-
work called Author Contributed Representation for Scholarly Network (ACR-
SN). We first extract the study fields from paper abstract and embed authors
of the papers. Then we combine authors embedding and study fields in the
paper through the novel author-paper attention mechanism, which could capture
the authors’ influences and interests. Considering the different contribution of
authors to a certain paper, the contribution attention layer is introduced to form
the initial representation of papers from the aggregation of authors embedding.
Next, we utilize graph convolutional network (GCN) to preserve the citation
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based similarities of neighbors and the structural features in citation network.
Finally, extensive experiments on several scholarly networks demonstrate the
effectiveness of our model.

In summary, the major contribution of this paper can be briefly summarized
as follows:

– We propose a novel framework (ACR-SN), which describes the different influ-
ences and interests of authors for each paper.

– We adopt two layers of attention network. The first is to catch the influence
of authors in the paper, and the second is to measure different contribution
of authors which leads to better initial embedding of the paper. Considering
the similarities in paper and its references, we use GCN to incorporate the
paper attributes in information diffusion of the network.

– We conduct extensive experiments on two real world datasets, which demon-
strate our ACR-SN framework shows significant performance in many down-
stream tasks including paper classification and citation prediction.

2 Related Work

In this section, we will summarize the related works in scholarly data analysis
and network embedding techniques.

Scholarly Data Analysis. Scholarly data contains multiple scholarly enti-
ties, e.g., papers and authors, as well as multiple scholarly relations, e.g., cita-
tions among papers, co-authors relationship among authors [25]. Among dif-
ferent scholarly networks, there are various analysis and applications. As for
the citation network, research [4] predicts the influence of paper, and research
[24] recommends paper based on citation and hierarchical structure of scientific
knowledge. For a more comprehensible way of research articles organization,
some researchers form a study map [20]. As for the co-author network, some
researchers predict the influence and authority of authors using cooperation
information [12]. Some studies also analyze authors’ contribution with different
relations among them [17]. Among these various analysis in scholarly network,
the embedding of scholarly entities, authors and papers both are the fundamen-
tal issues to solve. This paper focuses on citation networks, and the research
object is paper.

Network Embedding. Network embedding is intensively studied these years.
The aim of network embedding is to get a low dimensional representation which
can model the structure and some other properties of network. There are mainly
three kinds of methods:

The first kind of methods are based on matrix-factorization, for example,
the well-known Laplacian eigenmaps (LE) [3] and graph factorization (GF) [1].
These methods utilize the eigenvectors as the network representation.
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The second kind is based on random walk. These methods use truncated
random walk to get the neighbors representation of nodes to decrease the com-
plexity. DeepWalk [16] and node2vec [7], as two typical methods, are also based
on inner product of node pairs. However, unlike the matrix-factorization meth-
ods, these methods learn nodes embedding to maximize the probability of visit-
ing two nodes on one truncated random walk, rather than using a deterministic
node similarity measure.

The third kind of embedding methods combine node attributes and network
structure. The previous two methods learn the node represetation from the struc-
ture of network, while node attributes are ignored. Unlike them, TADW [27] is
based on deepwalk while incorporateing node information. In scholarly network
embedding field, Paper2vec [6] combines graph and text information of paper
to form the representation. Except for the supervised representations, there are
some unsupervised methods, such as UPPSNE [28], and SANE [22], which use
pairwise node embedding to represent node; MCNE [23], which learns multi-
ple preference of users in the social network. Also there are some task specific
methods, for example, LSNE [5] is a link-oriented signed network embedding
method, and DLPQV [11] uses network embedding method to evaluate the qual-
ity of patents. Furthermore, some researchers use deep learning methods, which
expand the convolution from Euclidean domain to non-Euclidean domain, and
these methods are called graph convolutional networks. Among these methods,
GCN [9] uses the first-order neighbors to simplify the filter in convolutional net-
work. To get representation inductively, GraphSAGE [8] learns the aggregation
of a node’s neighbor, instead of learning a deterministic node embedding. GAT
combines attention mechanism into graph convolutional network, considering dif-
ferent influence of nodes’ neighbours. Additionally, there is some improvement
methods like Geom-GCN [15], which proposes geometric aggregation scheme for
graph neural networks to overcome the weakness of message-passing neural net-
works used in GCN. The deep learning based embedding methods inspire us to
use GCN to represent articles in citation network.

3 Preliminary and Problem Definition

In this section, we give the definition to the scholarly network embedding prob-
lem. To get a better embedding of paper, here we use both author cooperation
and text information of paper to represent it. Let p denote a paper from the
corpus P . For the information in paper, we use xp ∈ 1×d to denote the abstract
text of p, which consists of the averaged d-dimensional words embeddings of
words in the abstract. As for the citations among papers, this relationship can
be represented by an adjacency matrix C ∈ R

|P |×|P |, where cij ∈ {0, 1} denotes
if there is citation relationship between paper pi and paper pj . There is also a
set of authors Au of the research papers, and each paper p corresponds to an
author group aup, which is a subset of Au.

Given the preliminaries above, we define the problem to solve in this paper:
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Table 1. Summary of notations.

Notation Definition

G Graph

P Set of papers in scholarly network

C Adjacency matrix of paper citations in scholarly network

Au Set of paper authors

aui Authors group of paper i

X Text embedding of paper

xi Text embedding of paper i,l × d

d Dimension of embeddings

V Embedding of the papers in the network,|P | × d

vi Embedding of the paper i,1 × d

Θ(i) Parameters in layer i of GCN

k Number of paper classes

Z Paper classification prediction, |P | × k

l Number of words in paper p

authorj Embedding of author j,1 × d

acij Importance of author j to the paper i,1 × d

nhid Number of hidden layers in GCN

� Element-wise multiplication

Definition 1. Scholarly Network: A scholarly network would be denoted as
G = (P,C,Au,X), where P is a set of paper, C is a set of citations and refer-
ences among these papers. X is the text information in paper, here is the average
word embeddings of each paper’s abstract.

Definition 2. Scholarly Network Embedding: Given a scholarly network
G = (P,C,Au,X), the aim of scholarly network representation is to get a rep-
resentation vi of each paper pi in a low-dimension space, combining the infor-
mation of paper and the corresponding authors. The target is to lessen the clas-
sification loss between the categories predicted using representation vi and true
labels.

4 Author Contributed Representation for Scholarly
Network Framework

In this section, we propose a model ACR-SN to represent paper in scholarly
network, the framework of which is shown in Fig. 2. The whole structure of our
model consists of three parts: 1) Paper information input; 2) Author-abstract
pairwise attention and author contribution attention layer, which is to fully
capture the influence of the authors and learn the attribute of paper from its
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Fig. 2. Framework of Author Contributed Representation for Scholarly Network (ACR-
SN). The left part is papers modeling and right is citation network modeling.

abstract; 3) graph convolutional network which is utilized to preserve the struc-
ture and transmit the node embeddings in the citation network. The notations
are shown in Table 1.

4.1 Network Input

The input of ACR-SN is a citation network, in which each node is a paper,
containing authors and abstracts. Take paper i as an example, author j in author
group aui author is mapped to an embedding vector authorj using one hot
embedding, word k in the abstracts also reflect to a same dimensional vector
wordk by word2vec embedding method. To construct embedding for each paper
with the author and abstract information, our model is introduced as below.

4.2 Modeling Papers

Paper modeling is the core part of our method, which aims to capture author
and abstract information. It consists of two layers of mechanism. The first layer
is a pairwise attention between authors and study areas of the paper, which
captures the author’s expertise and interest in the areas covered by the paper
to generate the embeddings of authors in each paper. The second layer is used
to captures the different contribution of authors to the same paper.

Paper-Author Pairwise Attention. The abstract of paper i could be split
into several topics through the words embeddings wordk. Meanwhile, the authors
in aui also appear in multiple papers, indicating that they have different research
interests. To emphasize differences in authors’ interests and papers’ topics, here
we utilize a pairwise method to model the interaction between papers and
authors. The details of this attention layer are shown below.
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For paper i and author j in aui, the representation of paper i is calculated
as follows:

acij = Mean(xi � authorj), (1)

aci =
[
aci1, . . . ,acij , . . . ,ac|aui|

]
. (2)

Here xi ∈ R
l×d is the paper embedding matrix, which is the average of lookup

vectors of the words in the abstract of paper i, and l is the total number of words.
authorj is the embedding of author j in aui. � represents the elementwise
product between these vectors. Notice that authorj ∈ R

d would be filled to R
l×d

automatically, and acij ∈ R
1×d is column average of the elementwise product,

representing the embedding of author j in paper i. After column concatenation,
the aggregated paper representation vector is aci ∈ R

|aui|×d.
After generating the authors embeddings, we use another attention layer to

aggregate them to form the embedding of paper. The second attention layer is
the author attention, which is discussed in the next subsection.

Author Attention. To get the paper representation, an intuitive idea is to
stack the representation of authors together and use the average pooling to
get paper representation vector. However, this idea ignores the fact that each
author may contributes to the paper differently. So we introduce the attention
mechanism to apply different importance to each author. The attention layer is
a linear layer to learn each author’s contribution ai to the paper i. The detailed
attention weight learning progress is shown below:

a′
i = W · aci + b, (3)

where aci ∈ R
|aui|×d is the vectors of the authors’ representations of paper i.

Ai ∈ R
1×d is the attention weight of the authors to the paper i, and b is the

bias vector. The output a′
i ∈ R

|aui| is the attention weights of authors of paper
i. The attention weight ai is normalized by the softmax function:

ai =
exp(a′

ij)
∑|aui|

j=1 exp(a′
ij)

. (4)

Here a′
ij is the j-th component of a′

i. The normalization makes sure each author’s
attention weight is in [0, 1], and the sum of authors contribution is 1.

The paper representation vi is calculated in the following form:

vi = aci · ai. (5)

In this equation, aci and ai are calculated in Eq. (2) and Eq. (4), and the
output vi ∈ R

d is the representation vector of paper i. After the calculation in
this subsection, the initial embedding of articles is formed. By using two layers
of attention in authors and abstracts, we incorporate different kinds of informa-
tion in scholarly data. To combine the citation structure and learn an accurate
representation, we will introduce the GCN framework in the next section.
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4.3 Modeling Citation Network

In this part we will show how to use GCN to form the final representation of
paper i under the constraint of similarities in its citations.

Here all papers in the dataset P compose a feature matrix V ∈ |P |×d, where
|P | is the number of papers in the citation network, d is dimension of feature
vectors. The citation network can be presented in adjacency matrix C, which is
generated from paper set P and citations in this network; the degree matrix is
denoted as D. Following the spectral approaches in graph neural network, GCN
limits the convolution operation to one-localized to avoid overfitting, and uses
renormalization trick to refrain from numerical instabilities and exploding or
vanishing gradients. So the aggregator in GCN is ĈX, where Ĉ = D̃− 1

2 C̃D̃− 1
2

which is a normalization trick in GCN [9], in which C̃ = C + IN , D̃ij =
∑

j Ãij .
The forward process is described in the following part.

The input of this part is the representation matrix of paper V , consists of
vectors calculated by Eq. (5). The weight in the first layer is denoted as Θ(0),
and the calculation in first layer is shown as below:

F = ĈV Θ(0), (6)

where Θ(0) ∈ R
|P |×nhid is the weight of first layer. nhid is the number of hidden

layers in GCN. The output F ∈ R
|P |×nhid is the input of next graph convolution

layers. The structure of the next layer is similar to the first layer, except the
ReLU unit and softmax layer.

Z = softmax(ĈReLU(F )Θ(1)), (7)

where Z ∈ R
|P |×k is the convolved signal matrix, and k is the final number of

classification of papers. The softmax layer is applied row-wise. The weight in this
layer is Θ(1) ∈ R

nhid×k. The output of the model is the probability of each type
which the paper is divided into. And the next subsection will show the learning
process.

4.4 Model Learning

Objective Function. For the proposed ACR-SN model, we use cross entropy
shown in Eq. 8 to promise that papers are divided into correct area as much as
possible. As mentioned in GCN [9], the loss function is defined in cross-entropy
form to maximize the similarity of node representation to the node label:

L = −
∑

l∈YL

k∑

f=1

Ylf lnZlf . (8)

Here YL is the labeled set. k is the number of node classes. Ylf is the vector of
true labels, and Zlf is the predicted possibilities of each paper in each class. To
optimize our model, we use Adam optimizer to learn the parameters.
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Parameter Initialization. In the cooperation attention part, we initialize the
authors initial weight to all 1 vectors, assuming all the authors contributes
equally to the paper features. For the initial author embedding, we use word
embedding to get low dimension one hot embedding of authors and words. As
for words in the abstract, we use word2vec to generate their initial embeddings.
For all the words in the abstract in the dataset, we select the top 3000 frequent
words for a brief embedding. The author and word embedding are randomly
initialized and can be learned during training.

In the GCN part, we initialize the weight with a Gaussian distribution, with
a mean of 0 and deviation of 1/

√
outdimension.

5 Experiments

5.1 Experimental Settings

Datasets. For the purpose of learning the embedding of papers in the schol-
arly network, here we conduct the experiments on two scholarly networks to
demonstrate the effectiveness of our proposed model ACR-SN:

– Semantic Scholar [2]. This is an open scholarly database. Here we downloaded
the 2017-10-30 version from the Semantic Scholar website. In [14], they con-
structed DBLP dataset by extracting four study fields, namely Database,
Data Mining, Artificial Intelligence and Computer Vision. In this paper, we
also used these four areas, and filtered the data in Semantic Scholar dataset to
extract the paper in these fields. After the preprocessing step, there are 48,878
papers. The max connected subgraph contains 46,637 papers and 174,185
citation links.

– DBLP [18]. This is a famous paper dataset in computer science. After filtering
out the papers in the four areas mentioned before, there are 78,939 papers in
the dataset.

The detailed statistics of datasets is shown in Table 2. These two datasets are
both popular in scholarly data mining. The number of four kinds of papers is

Table 2. The statistics of datasets.

Datasets Semantic scholar DBLP

#Nodes 48,878 62,137

#Links 174,622 319,222

#Authors 47,343 77,260

Study fields DB 4,579 6,340

DM 23,851 10,956

AI 7,754 20,915

CV 12,694 23,962
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basically balanced, except for the relatively small ones in Database field. The
quantity of authors and papers are similar in both datasets. And DBLP is slightly
larger compared with Semantic Scholar dataset.

Baselines. As mentioned in the Sect. 2, we selected several state-of-the-art
methods to demonstrate the effectiveness of our learned scholarly network
embedding by ACR-SN:

Structure-based Methods:

– Node2vec [7], different from DeepWalk [16], it designs a biased truncated
random walks to efficiently explore diverse neighborhood and utilizes the
skip-gram model to learn the node embedding.

– LINE [19] is a method that defines the first-order and second-order proximity
of network structure to obtain the node representation, respectively.

Combined Methods:

– Node2vec+attr is a method using combined features of Node2vec and paper
attributes to classify the paper.

– LINE+attr also combines the representation of LINE with paper features.
– UPP-SNE [28], which is the abbreviation of user profile preserving social

network embedding, learns the node embedding by preserving the structure
of network and node attributes simultaneously.

– Paper2vec [6] solves the problem similar to our method. This method learns
the embedding of paper from text information, and uses the citation network
structure to jointly refine the learned embedding.

Deep Learning based Methods:

– GraphSAGE [8] is a general inductive network embedding framework which
generates embedding by aggregating features from a node’s neighbors.

– GCN [9] optimizes the node embedding in a semi-supervised framework,
which has the similar objective function with our method.

– GAT [21] considers different weights of neighbors to a node in a network,
using attention mechanism in graph neural network.

– ACR-SN-avg is the reduced version of our proposed model ACR-SN without
containing the attention part.

Evaluation. In the classification experiments, the evaluation metric we used is
Accuracy, which is defined by the portion between nodes classified correctly and
the total number of nodes:

accuracy =
#nodes classified correctly

#nodes
. (9)

As for the link prediction task, we used average precision(AP) and area under
curve(AUC) to evaluate the effectiveness of experiments. For each experiment,
we randomly selected 10% to 90% from the dataset as training set, and split the
remaining part to validation set and test set.



568 B. Wang et al.

Table 3. The experimental results of node classification on semantic scholar.

Methods Training ratio

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Node2vec 0.7002 0.7035 0.7040 0.7063 0.7076 0.7069 0.7082 0.7068 0.7144

LINE 0.6368 0.6421 0.6436 0.6457 0.6445 0.6460 0.6461 0.6464 0.6571

Node2vec+attr 0.7344 0.7442 0.7481 0.7505 0.7513 0.7525 0.7544 0.7565 0.7627

LINE+attr 0.6883 0.7046 0.7138 0.7167 0.7115 0.7192 0.7177 0.7117 0.7308

UPP-SNE 0.6113 0.6160 0.6187 0.6192 0.6196 0.6205 0.6210 0.6267 0.6230

Paper2vec 0.6869 0.6915 0.6933 0.6969 0.6972 0.6967 0.6993 0.7003 0.7122

GraphSAGE 0.4748 0.4748 0.4877 0.4884 0.4886 0.4903 0.4885 0.4898 0.5018

GCN 0.7141 0.7193 0.7162 0.7334 0.7332 0.7387 0.7429 0.7427 0.7480

GAT 0.7958 0.7982 0.7968 0.8013 0.7997 0.7998 0.8050 0.8080 0.8130

ACR-SN-avg 0.7683 0.781 0.7926 0.8012 0.8052 0.8096 0.8155 0.8205 0.8287

ACR-SN 0.7770 0.7888 0.7953 0.8000 0.8044 0.8079 0.8144 0.8212 0.8295

Table 4. The experimental results of node classification on DBLP.

Methods Training Ratio

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Node2vec 0.7199 0.7272 0.7295 0.7322 0.7344 0.7367 0.7347 0.7281 0.7269

LINE 0.6862 0.6894 0.6929 0.6951 0.6988 0.6999 0.7015 0.7034 0.7049

Node2vec+attr 0.7078 0.7204 0.7249 0.7298 0.7322 0.7345 0.7320 0.7256 0.7258

LINE+attr 0.6897 0.7024 0.7119 0.7136 0.7148 0.7104 0.7171 0.7118 0.7235

UPP-SNE 0.3747 0.3778 0.3793 0.3786 0.3794 0.3802 0.3798 0.3750 0.3791

Paper2vec 0.3700 0.3731 0.3772 0.3785 0.3799 0.3805 0.3791 0.3756 0.3777

GraphSAGE 0.3653 0.3680 0.3722 0.3746 0.3752 0.3780 0.3761 0.3750 0.3767

GCN 0.3957 0.3945 0.3995 0.4049 0.4172 0.4142 0.4046 0.4038 0.4056

GAT 0.5436 0.5439 0.5321 0.5374 0.5353 0.5384 0.5424 0.5449 0.5460

ACR-SN -avg 0.7292 0.7541 0.7634 0.7703 0.7732 0.7739 0.7779 0.7829 0.7808

ACR-SN 0.7300 0.7553 0.7623 0.7739 0.7770 0.7748 0.7792 0.7778 0.7777

Implementation Details. We implemented our method ACR-SN based on
Pytorch framework. We used Adam optimizer and set the learning rate to 0.005.
The epoch is set to 300 to reach a stable accuracy performance. The embedding
dimension d here is set to 128, and the output layer size(number of paper areas)
is 4. Similar to [9], we used a two layer GCN, the hidden layer dimension is 16.
In each iteration, we used a full dataset and perform batch gradient descent.
The memory usage is O(|E|) for the usage of sparse storage method. For the
Node2vec, we set the walk length to 5, and the window size to 3. For LINE, we
used both the first and second neighbors and set the negative samples to 5.

For the link prediction task, we split the 80% of total edges as train-set,10%
as validation-set and the rest as test-set. For each set of edges we randomly
generated the same size of negative edges that did not appear in the original
graph, that is 50% true edges versus 50% false edges.
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5.2 Results and Analysis

Here we utilize two tasks to validate the effectiveness of the method. 1). Node
Classification: this task is to conduct the classification of papers. 2). Link Pre-
diction: this task is to determine whether there is a citation link between two
arbitrary papers. These two tasks are widely used in network embedding field.
Next, we will introduce the details of these experimental results:

Node Classification. Table 3 and Table 4 illustrate the detailed results on
Semantic Scholar and DBLP datasets. On Semantic Scholar dataset, the pro-
posed ACR-SN outperforms structure-based method (Node2vec, LINE) and the
combined methods (Node2vec+attr, LINE+attr, UPP-SNE, Paper2vec), which
demonstrates the efficiency of our proposed method. The comparison results
between these two kinds of methods demonstrate that structure feature is neces-
sary, and attributes of nodes also play an important role in learning the node rep-
resentation. The results of Node2vec+attr and LINE+attr reveal that the intu-
itive combination of structure feature and attributes improve the representation
ability compared with structure-based methods, while pairwise attention and
author attention in ACR-SN catch the features of paper more effectively. Further-
more, Our method performs better on the unique scholarly datasets compared
with UPP-SNE. Also, the utilization of graph convolutional network learn the
network structure information better than the CBOW model used in Paper2vec.
Finally, ACR-SN achieves higher accuracy than GCN and GraphSAGE, which
indicates that our model is more suitable on the scholarly datasets. But on lower
training ratio, GAT gains slightly higher accuracy than ACR-SN.

As for DBLP dataset, ACR-SN gain higher accuracy than most baselines.
Surprisingly, the structure-based methods (Node2vec, LINE) achieve higher
accuracy than the combined methods. The addition of node attributes reduces
the experimental performance, which illustrates that content and combined
methods are sensitive to the scholarly datasets. The decrease in accuracy indi-
cates that some of the baselines are also sensitive to data imbalance.

In order to demonstrate the effectiveness of attention mechanism, we com-
pare ACR-SN with its variant ACR-SN-avg on the task of node classification,
and show the experimental results on Table 3 and Table 4. ACR-SN-avg is the
variant of ACR-SN without considering the second attention layer, which uses
the average of author embeddings instead of the attention network. The results
show that our method gains higher accuracy than the average method under the
small training ratio. It demonstrates that the author’s contribution attention
layer can distinguish the different importance of authors, and achieve a better
paper classification result.

Link Prediction. The link prediction task is to determine if there exits the
citation relationship in a pair of papers based on their learned node embeddings.
Figure 3 shows the link prediction results on semantic scholar dataset. As shown
in Fig. 3, we observe that ACR-SN gains the highest AUC among these compared
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Fig. 3. Link prediction results on
Semantic Scholar.

Fig. 4. Parameter Sensibility of the
Embedding Dimensions.

methods. Specifically, our method ACR-SN is trained on node classification task,
and we use these learned embedding on the link prediction task, which is a cross-
task experiment. Comparing to the unsupervised methods like Node2vec, LINE
and GraphSAGE, ACR-SN achieves the highest average precision on Semantic
Scholar dataset. This result demonstrates that our method can learn the paper
embedding effectively.

Table 5. The Distribution of Author Attention Weights in the paper.

Papers Authors Weights

Mixture Representations for Inference and
Learning in Boltzmann Machines

Neil D. Lawrence 0.0932

Christopher M. Bishop 0.8024

Michael I. Jordan 0.1044

Loopy Belief Propagation for Approximate
Inference: An Empirical Study

Kevin P. Murphy 0.4036

Yair Weiss 0.2436

Michael I. Jordan 0.3528

Parameter Sensibility Analysis. In our model, embedding dimension is an
important parameter. So in Fig. 4, we can observe that with the embedding
dimension of paper increasing, the accuracy in node classification is in a rising
trend. In DBLP dataset, the accuracy shows the fluctuation. While in Semantic
Scholar dataset, the performance of higher embedding dimension is better. As a
result, we use the same 128 dimension of paper embedding in all experiments.

5.3 Case Study

From the scholarly dataset, we choose two papers of Michael I. Jordan, professor
of UCB, to demonstrate the different contribution of authors in a paper. We
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select two papers [10] and [13] in his different developing phase, published in
1999 and 2013 respectively. The authors’ attentions in these two papers are
shown in Table 5. Michael I. Jordan plays different roles in these papers. In
both papers, he is the last author. In the first paper, according to our attention
calculation, he contributes about ten percent to the paper fewer than the second
author, while in the second paper the attention value suggests that the authors
contribute nearly averaged to this work. It suggests that the author contributes
to paper in different stages differently, and the various contribution could help
us to better comprehend the relationship between the authors and papers.

6 Conclusion

In this paper, we proposed a novel scholarly network embedding framework called
ACR-SN, for scholarly network analysis. Specifically, we proposed two attention
networks for capturing the authors’ influences and contribution, respectively.
Then we utilized a GCN method to model the diffusion of papers’ attributes
influences. Extensive experiments show the effectiveness of ACR-SN in many
applications including paper classification and citation prediction.

There are still some further directions in the future. First, we would combine
the citation network with co-author network. Second, we would deepen the study
of co-author relationship for the scholarly network analysis.
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