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Abstract—With the booming of content “re-creation” in social
media platforms, character-oriented video summary has become a
crucial form of user-generated video content. However, artificial
extraction could be time-consuming with high missing rate,
while traditional techniques on person search may incur heavy
burden of computing resources. At the same time, in social
media platforms, videos are usually accompanied with rich
textual information, e.g., subtitles or bullet-screen comments
which provide the multi-view description of videos. Thus, there
exists a potential to leverage textual information to enhance the
character-oriented video summarization. To that end, in this
paper, we propose a novel framework for jointly modeling visual
and textual information. Specifically, we first locate characters
indiscriminately through detection methods, and then identify
these characters via re-identification to extract potential key-
frames, in which appropriate source of textual information will
be automatically selected and integrated based on the features
of specific frame. Finally, key-frames will be aggregated as the
character-oriented summarization. Experiments on real-world
data sets validate that our solution outperforms several state-of-
the-art baselines on both person search and summarization tasks,
which prove the effectiveness of our solution on the character-
oriented video summarization problem.

Index Terms—Character-oriented video summarization, person
search, natural language processing.

I. INTRODUCTION

R ECENT years have witnessed the development of on-
line social media platforms, which leads to the boom of

user-generated “re-creation” contents based on original videos.
Among them, there exists a popular form called “character-
oriented summarization”, namely the summarization of video
clips in which specific character appear. Usually, fans are keen
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Fig. 1. Examples of character-oriented video clips.

on summarizing the clips of their favorite star from movies or
TV series. For instance, as shown in Figure 1, both selective clips
among multiple videos (e.g., Figure 1(a)), and scenes compila-
tion from one certain video (e.g., Figure 1(b)), have attracted
thousands or even millions of views in Youtube. Specifically,
we randomly selected 20 famous characters as queries when
searching in Youtube, and 1.07 compilation/clip videos appear
in the top 10 results in average, even ranked as the first re-
sult as shown in Figure 1(c). This phenomenon indicates that
the character-oriented summary could be attractive for massive
users, while at the same time, raises the significant challenge
for generating video summarization effectively and efficiently.
Unfortunately, manual summarization could be time-consuming
with high missing rate. Therefore, adequate techniques to auto-
matically extract the character-oriented summarization are ur-
gently required.

Indeed, character-oriented video summarization task is quite
different from the traditional video summarization. An ordinary
video summary is expected to consist of important or interest-
ing clips of a long video [1]. However, a character-oriented
video summary, as can be observed in Fig. 1, should consist
of the clips in which the specific character appears. Thus, to
fulfill character-oriented summarization, it is indispensable to
identify the clips of a specific person from a long video, i.e.

1520-9210 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on November 24,2020 at 03:17:16 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-6407-6571
https://orcid.org/0000-0001-5564-192X
https://orcid.org/0000-0001-9100-2906
https://orcid.org/0000-0002-4835-4102
https://orcid.org/0000-0002-8629-4892
mailto:zpl@mail.ustc.edu.cn
mailto:tongxu@ustc.edu.cn
mailto:yzz1223@mail.ustc.edu.cn
mailto:dongeliu@ustc.edu.cn
mailto:cheneh@ustc.edu.cn
mailto:gylv@mail.ustc.edu.cn
mailto:lichangliang@kingsoft.com
http://ieeexplore.ieee.org


ZHOU et al.: CHARACTER-ORIENTED VIDEO SUMMARIZATION WITH VISUAL AND TEXTUAL CUES 2685

to perform person search [2]–[4]. The person search task has
been tackled by, for example, joint modeling of detection and
re-identification [5], or the memory-guided model based on Con-
volutional LSTM [6]. However, these prior arts are designed for
a different scenario, e.g. surveillance video analysis. Thus, they
mainly focus on the person search with relatively static pose
and background, or even similar clothing. In the scenario of
character-oriented summarization, both background and poses
of characters are always changing, as well as the different cloth-
ing in different scenarios, which extremely increase the diffi-
culty. Obviously, current person search techniques should be
further enhanced.

At the same time, we realize that in social media platforms,
videos are usually accompanied with rich textual information,
which may benefit the understanding of media content [7]. Es-
pecially, with the so-called “bullet-screen comments” [8], [9]
(i.e., comments flying across screen like bullets), namely the
time-sync feedbacks of massive users, more comprehensive or
even subjective description could be achieved, which results in
more explicit cue to capture the characters. For instance, when
Sheldon (character in The Big Bang Theory) appears on the
scene, we could always see “Bazinga”, the famous pet phrase in
bullet-screen comments. Therefore, one can see that full advan-
tage of textual information may benefit the character-oriented
summarization with better effectiveness.

To that end, in this paper, we propose a novel framework for
jointly modeling visual and textual information for character-
oriented summarization. To be specific, we first locate charac-
ters indiscriminately through detection methods, then identify
these characters via re-identification module to extract potential
key-frames, and finally aggregate the frames as summarization.
Moreover, as multi-source textual information, i.e., the subtitles
and bullet-screen comments are utilized, we further design a se-
lection module to automatically select and integrate the appro-
priate source of textual information based on the visual feature
of frames, so that the function of textual information could be
further refined. In general, the contribution of this paper can be
summarized as follows:
� To the best of our knowledge, we are among the first ones

who study the character-oriented summarization with con-
sidering textual information.

� We propose a novel framework for jointly modeling visual
and textual information, in which appropriate source of text
could be automatically selected.

� Experiments on real-world datasets validate that our solu-
tion outperforms several state-of-the-art baselines, and fur-
ther reveal some rules of the semantic matching between
characters and textual information.

II. RELATED WORK

In this section, we will summarize the prior arts in following
three fields which are related to our task, namely video summa-
rization, person search and multimodal learning methods.

Video Summarization. In general, video summarization task
aims at producing a compact visual summary, which encap-
sulates the main content of given videos, e.g., the highlight

shots [10]–[12], or the clips that match a special topic [13] or
description [4]. Usually, salient detection is utilized to measure
the importance or matching degree of one certain frame, which
relies on the bottom-up image cues (i.e., intensity, color, tex-
ture, etc.) [1] in the early stage. Recently, some object-driven
summarization techniques like [14], [15] attempted to learn the
high-level saliency to reveal some special themes with more se-
mantic cues, or even explored the ranking of significant objects
in static images based on the order of mention by artificially
labeled tags [16], [17]. At the same time, some query-driven
summarization techniques like [18]–[20] summarized multiple
groups of video based on user queries as desired ”viewpoint”.
Besides, prior arts like [21] also developed the first streaming
algorithm for real-time video summarization with various per-
sonalization constraints. However, these prior arts mainly focus
on semantic or topic-related objects for summarization, while
few of them targets at summarizing the character-oriented clips.

Person Search. Correspondingly, the person search task aims
at locating a specific person in a scene given a query image
[6], [22], [23], which usually can be seen as a combination of
pedestrian detection and re-identification (re-ID) modules. For
the pedestrian detection module, traditional methods usually de-
pended on the hand-crafted features for description, which are
now enhanced by the deep learning techniques. For instance,
the R-CNN architectures are adapted to achieve remarkable re-
sults by applying proper adaptations [24], [25], Recently, some
methods further enhanced the performance with cascade exten-
sion [26]. Similarly, for the re-ID module, early works also
focus on the feature designing [27], [28] and distance metric
learning [29], [30]. Recently, some advanced techniques were
proposed, e.g., the KPM module [31] to recover probabilistic
correspondences between two images for similarity estimation,
the triplet loss [32] to improve the efficiency of training, the
multi-level factorization [33] to factorize the visual appearance
of a person into latent discriminative factors at multiple semantic
levels without manual annotation, and the jointly optimizing [34]
adapted to multi-task learning via attentional network. With
combining these two modules above, the person search solutions
are widely used in the online instance matching (OIM) tasks in a
joint learning way [5]. However, some other researches adapted
these two modules separately [35], since they respectively focus
on the inter-class and intra-class difference. In this paper, we
follow the idea that two modules are designed separately.

Multimodal Learning. Besides, in order to accomplish var-
ious types of multimedia analysis tasks [36], [37], some multi-
modal learning methods are also adapted to visual-textual union.
For instance, M-DBM [38] utilized a deep Boltzmann Ma-
chine to create fused representations across modalities, Lajugie
et al. [39] attempted to learn a Mahalanobis distance to perform
alignment of multivariate time series, and Lv et al. [40] designed
a video understanding framework to assign temporal labels on
highlighted video shots via textual summarization. Also, Struc-
tured VSE [41] proposed a contrastive learning approach for the
effective learning of fine-grained alignment from image-caption
pairs, and DSM [42] inferred the latent emotional state through
multimodal network on sentiment recognition task. These above
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TABLE I
MATHEMATICAL NOTATIONS

approaches inspire us to summarize videos by combining fea-
tures across modalities.

Different from the prior arts, we target at summarizing the
videos which focus on the specific characters, i.e., the different
objective of traditional summarization task, and further jointly
model the visual and textual information to resolve the difficulty
of person search in dynamic scenario and status.

III. TECHNICAL FRAMEWORK FOR CHARACTER-ORIENTED

SUMMARIZATION

In this section, we will formally define our problem with pre-
liminaries, and then introduce our framework in details, includ-
ing the design of modules step by step.

A. Preliminary With Problem Definition

As mentioned above, we target at solving the character-
oriented summarization task, i.e., summarizing the video clips in
which specific character appear. Therefore, we have V = {ft}
to present a video, also a streaming collection of frame ft with
related timestamp t. Along this line, each frame may contain
several regions of interest (RoIs) as {RoI}t, in which each RoI
indicates a bounding box that contain a specific character. Def-
initely, {RoI}t = ∅ indicates that no character appear in the
frame ft.

At the same time, as we jointly model the textual information
to enhance the summarization, correspondingly, we have the
time-sync documents like subtitles or bullet-screen comments,
which are presented as Dv = {dt} to indicate the set of tex-
tual documents. Specifically, considering that for the frame ft,
semantically related text may exist within the adjacent periods
around time t. Thus, intuitively, we define the time window as
Tt = [t−m, t+ n] to capture all the related textual documents
for the frame ft. The appropriate length of time window will be
discussed in experiments.

Finally, for the character-oriented summarization task, given
the target character C, some frames will be captured since their
RoI are labeled as containing C. Along this line, we collect all
the labeled RoIt, with corresponding set of textual document
within time window Tt as Dt, to form the query of character C
as Qc = {< RoIt, Dt >}c for the video summarization task.

Specifically, all the related mathematical notations are summa-
rized in Table I, and the character-oriented summarization prob-
lem for video V and character C could be formally defined as
follows:

Definition 1: Problem Definition. Given the video V with
textual information Dv, and the pre-labeled query Qc which
contains the target character C, we aim to generate a summa-
rization video S, which is composed by all the frames in V that
contain the target character C.

B. Overview of Technical Framework

To deal with the problem above, in this paper, we propose a
framework which contains three modules as illustrated in Fig-
ure 2, i.e., detection, re-identification and aggregation, whose
functions are briefly introduced as follows:

1) First, we have Detection module to indiscriminately locate
characters in V to produce RoIs, which could be treated
as pre-processing part.

2) As RoIs are produced, we have re-identification module
to identify whether one RoI contains the target character
C based on the queryQ, and then the potential key-frames
with character C will be collected.

3) Finally, we have Aggregation module to summarize all
the collected key-frames as C-oriented summarization of
V, based on time interval and density.

The technical details will be introduced in the following sub-
sections. What should be noted is that the textual information
will be integrated in the re-identification module with automatic
source selection mechanism. Solution for textual processing will
be explained in Section IV.

C. Detection Module

As the pre-processing step, the Detection module targets
at capturing all the potential RoIs with any character. To en-
sure the high recall rate, we try to adapt Faster R-CNN detec-
tor [43] due to its strong capability of detecting varying sized ob-
jects in unconstrained scenes; we also utilize the state-of-the-art
Cascade R-CNN [26] detector to address the overfitting and
inference-time mismatch problem for performance enhance-
ment. It is worth noting that the detectors could be replaced
flexibly. To be specific, all the characters are located indiscrim-
inately without distinction during this stage.

At the same time, to further enhance the performance, we
simplify the Detection module as a binary classifier, i.e., whether
oneRoI contains a character (no matter who) or NOT. Along this
line, quality of classifier will be ensured with sufficient training
data of character-oriented frames.

D. Re-Identification (Re-ID) Module

Given the RoIs which are extracted in Detection module, in
order to identify target character C, we formulate a textual-
combined re-identification (re-ID) module for robust one-to-
one matching based on both visual and semantic cues, which
is illustrated in Figure 3. Specifically, we adapt the Multi-scale
Deep Kronecker-Product Matching method (KPMM) [31] as the
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Fig. 2. Pipeline of our character-oriented video summarization system.

Fig. 3. Backbone for generating multi-scale feature maps with Kronecker-Product Matching, combining with semantic embedding in the branch, in which “GAP”
denotes global average pooling, “Ave” denotes average operation, “ES” denotes elementwise square, and “Deconv” denotes deconvolution. The components of
Document Vectorization includes: (1) Character-level LSTM (C-LSTM), (2) Neural Topic Model (NTM), and (3) Skip-gram model. Here NTM is illustrated in
section IV-A, while the typical C-LSTM and Skip-gram model are detailed in section V-B.

backbone of our model to extract pair-wise visual features, which
achieved a remarkable performance on pedestrian re-ID task.
Along this line, the textual information is joined as extended
embeddings, which will be explained in section IV.

Basically, KPMM [31] adopted a deep CNN to generate multi-
scale feature maps, and then match the feature pairs based on
KPM module to produce feature difference maps for similarity
estimation. What should be noted is that, to simplify the model,
we replace the feature extractor in KPMM, namely ResNet-50
with ResNet-34 [44]. Moreover, we add feature difference maps
in size of 64 × 32 (scale-4) to capture more detailed and intuitive

features to estimate the visual difference vectors, while the rest
parts of model remain unchanged. Finally, the distinction for
target character C will be executed based on the joint feature
vector of adapted KPMM model and textual embedding.

E. Aggregation Module

After the distinction in re-ID module, we now obtain the
potential key-frames which contain the target character C. If
following the strict definition of character-oriented summa-
rization, we should simply splice all the key-frames as the
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summarization video. However, considering the visual effect
that viewers may prefer to fluent videos with continuous story,
we decide to “tolerate” some frames without target character
which connect two extracted clips.

To that end, we first combine all the adjacent key-frames to
form several “clips”. Then, if the interval between two clips is
shorter than a pre-defined threshold, two clips as well as the in-
terval part between them will be all merged as a new clip. Finally,
to ensure the quality of clips, we investigate the “density” of clip
defined as ρs =

|sf |
|s| , in which sf indicates the amount of frames

which contain the target character C, while |s| indicates the to-
tal amount of frames in the clip. Correspondingly, if ρs is lower
than a pre-defined threshold, the clip will be abandoned. Fi-
nally, we combine all the reserved clips as the character-oriented
summarization video. Details of threshold setting are shown in
section V-F.

IV. SOLUTION OF TEXT PROCESSING

As mentioned above, multi-source textual information is uti-
lized to enhance the distinction in re-ID module. In this section,
we will introduce the detailed solution of textual embedding, as
well as the mechanism for automatic selection mechanism of
appropriate textual source.

A. Docment Vectorization

As an initial step, we first attempt to vectorize each document,
i.e., a piece of subtitle or bullet-screen comment for following
semantic embedding. Intuitively, considering the strong logic
and normality of subtitles, they could be easily vectorized by
Skip-gram model with negative sampling [45]. However, for the
bullet-screen comments which are generated by massive users,
since this novel type of comments could be short text with in-
formal expression or even slangs, we attempt to vectorize them
by following two methods:
� Character-level LSTM, which is utilized to deal with the

informal expression in bullet-screen comments. Here we
use a 3-layer character-level LSTM [46] to model the se-
quential characteristics in bullet-screen comments.

� Neural Topic Model, which is adopted to extract hid-
den themes from bullet-screen comments. Here we use the
VAE-based [47] Neural Topic Model as extractor due to
its strong capability to map documents to posterior distri-
butions. As shown in Figure 4, we initialize each docu-
ment as vector dv ∈ RW , where W is the vocabulary size,
each element of dv indicates the frequency of one charac-
ter in the document. Followed by element-wise function
f : dv �→ [0, 1]W for normalization as follows:

g(dv) = log10(1+ dv) (1)

f(dv) =
g(dv)

‖g(dv)‖2
(2)

Where g(·) indicates an element-wise logarithmic function.
After that, the normalized document vector is passed through

Fig. 4. Illustration of VAE-based Neural Topic Model.

an encoder to abtain hidden topics distributions (μ, σ), in which
vector z is sampled to reconstruct dv through a decoder.

B. Attention-Based Semantic Embedding

Though documents have been initially vectorized, their cor-
relation with visual information is still unknown. In order to en-
hance the association between visual and textual cues to achieve
the intention of joint learning, we propose a semantic embedding
approach via attention mechanism. Intuitively, two phenomena
may inspire us to embed documents effectively:

1) Textual information may hold “temporal correlation”, i.e.,
nearby text should be semantically similar.

2) Text in different time windows may express variant sig-
nificance according to the visual context.

Along this line, given the first point, we divide time windowTt

into k periods with equal length. Then, documents in the same
period are merged based on the average of semantic vectors,
an unified representation is abtained via a fully-connected layer
(FC) and denoted as Hi ∈ R1×r.

At the same time, given the second point, each document
vector Hi will be measured for its significance score αi via
attention mechanism as follow:

αi =
exp(HT

i V is)∑
j exp(H

T
j V is)

, (3)

in whichV is indicates the vector for visual information obtained
by adapted KPMM [31] method through global average pooling
and fully-connected layer. Specifically, top-level feature map
is chosen to describe the context since it could express more
abstract and semantic information in CNN. Then, Hi of each
period will be weighted as follows:

H̃i = (1 + αi)Hi (4)

After that, with borrowing the idea of KPMM [31], we pro-
duce the semantic difference matrix ΔH for semantic matrix
pair (H̃x, H̃y) as follows:

ΔH = H̃x − (H̃xH̃
T
y )H̃y (5)

Finally, we compress ΔH into semantic difference vector,
and then splice it with visual difference vector to support the
distinction in re-ID module.
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Fig. 5. Illustration of Source Selection Mechanism.

C. Source Selection Mechanism

As mentioned above, multi-source textual information is
utilized in our framework, i.e., subtitles and bullet-screen
comments. Generally, their characteristics could be extremely
different. For instance, subtitles could be direct description of
character status and behaviors in the first-person perspective,
with relatively formal expression. On the contrary, bullet-screen
comments are always subjective comments in the third-person
perspective, with informal expression or even slangs generated
by massive users. Thus, it is necessary to select the appropriate
source of textual information based on the visual feature of
certain frame, so that the selected textual information could
better reflect the identity of character.

To that end, we design a source selection mechanism (SSM)
to automatically measure the significance of each source accord-
ing to the visual context, which is summarized in Figure 5. To
be specific, we first describe the visual context with an united
feature map Uv ∈ R2×h×w×c spliced by top-level feature maps
(scale-1) of image pair, in which h,w, c indicates the width,
height and channels of top-level feature map, respectively. Then,
a GAP followed by a 2 × 2 pooling, as well as a fully-connected
layer are adopted to learn the source selection vector S2 ∈ R2 as
S2 = σ(AU ), in which σ(·) indicates an element-wise sigmoid
function and AU presents the pre-activation output of source
selector.

Then, we take advantage of more descriptive documents ac-
cording to the selection of context. As shown in Figure 5, se-
mantic difference matrices for both bullet-screen comments and
subtitles, denoted as ΔH1 and ΔH2 obtained by Equation (5),
are re-weighted through a tensor-matrix multiplication with S2

as follow:

(Δ
′
H1,Δ

′
H2) = (ΔH1,ΔH2)× S2 (6)

Finally, we compress semantic difference matrices from dif-
ferent sources into vectors, and then splice it with visual dif-
ference vector obtained by the backbone of re-ID model in
Section III-D for the final distinction. In the experiments, we
will discuss the function of automatic source selection with in-
tuitive case study in section VI.

V. EXPERIMENTS

In this section, we will conduct extensive experiments on a
real-world data set to validate our novel framework.

A. Dataset and Data Pre-processing

Data Preparation. In order to evaluate our framework, we
extract two datasets from Bilibili ,1 one of the largest video shar-
ing platforms in China which focuses on animation, movies, etc.
Specifically, for the animation dataset, we have 148 videos from
32 animations, each lasts around 24 minutes long and contains
about 3,000 bullet-screen comments (due to the amount limi-
tation of Bilibili). Along this line, 693 characters with 10,841
bounding boxes from 8430 frames are collected for validations,
in which 48 characters with 1443 bounding boxes are treated as
test samples. Correspondingly, for the movie dataset, we have
19 movies, 96 characters and 2179 bounding boxes, in which 20
characters and 452 bounding boxes are treated as test samples.

Data Pre-processing. In order to ensure the effectiveness
of model training and evaluation, we select those main char-
acters with rich documents (especially on movies which con-
tain sparser textual information), and then manually label these
bounding boxes. In the labeling process, we try to ensure that
each character has diverse poses, and the related frames are
evenly distributed throughout the given videos.

At the same time, considering that bullet-screen comments
may suffer severely informal expression, we utilize some reg-
ular rules provided by Bilibili word-filtering system. Based on
the filter, those meaningless comments, e.g., time/date marker
or messy code will be deleted to ensure the quality of textual
information. Besides, comments with less than 5 characters in
animation data set, as well as comments with less than 3 char-
acters in movie data set are removed based on the parameter
sensitivity, as mentioned in section V-E.

Besides, we realize that the timestamp recorded for bullet-
screen comments are indeed the time when these comments were
sent. Considering that after watching the semantical-related
frame, users may require some more time to type these com-
ments. Thus, obviously recorded timestamp will be late com-
pared than the corresponding visual content. To deal with this
problem, we regulate the timestamp by estimating the period
for typing based on the length of comments (approximately 30
characters/minute).

B. Experimental Settings

Implementation Details. First, we will introduce the details
of implementation in Detection, re-ID and Text processing.
� Detection Module. Our detectors are directly utilized for

detection task in movie dataset. For animation dataset, due
to the different visual style, we retrain the two detectors
with 3,492 frames containing 5648 bounding boxes, addi-
tional 569 frames with 941 bounding boxes are treated for
validation. The Faster R-CNN detector is initialized with
the VGG-16 model, which is validated as reaching 88.76%

1[Online]. Available: https://www.bilibili.com/
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in AP with intersection over union (IoU) score greater or
equal to 0.5, along this line, we select the RoIs with con-
fidence score greater than 0.85 to achieve the metrics as
91.5% in Recall and 90.3% in Precision. By contrast, the
Cascade R-CNN initialized with the ResNet-101 backbone
brings a significant improvement, which reached 95.37% in
AP. Also, we select the RoIs with confidence score greater
than 0.85 to achieve the metrics as 93.44% in Recall and
92.22% in Precision.

� re-ID Module. All the RoIs with character labels as input
are resized to 256 × 128. Then, the positive-to-negative
pair ratio for each batch is set to 1:4, and the temperature
parameter is set as 1.0, data expansion and hard-mining
strategy are adopted to further enhance the performance.
Besides, cross-entropy loss and L2-regularization loss are
used. Finally, we adopt Moment optimizer with momentum
of 0.9 for model training, the initial learning rate is set as
0.005 and dropped exponentially.

� Text Processing. For the vectorization of subtitles, skip-
gram model with negative sampling [45] is utilized to gen-
erate the 300-dimensional vectors, which is pre-trained by
documents from Baidu Encyclopedia. At the same time,
considering the informal expression of bullet-screen com-
ments, for document vectorization, on the one hand, we
set 3 layers for character-level LSTM [46] to generate
256-dimensional comment vectors; on the other hand, we
utilize VAE-based neural topic model [47] with 50 hid-
den topics. Both LSTM [46] and NTM [47] have been
per-trained on 2 million bullet-screen documents and 1,505
characters with frequency over 1,000 were chosen to build
up the vocabulary. Details for parameter sensitivity are
mentioned in section V-F.

� Aggregation Module. Based on experiments (as shown
in section V-F), for animation dataset, clip interval is set
as 5 seconds and ρs is set as 0.45; for movie dataset, clip
interval is set as 7 seconds and ρs is set as 0.40.

Baseline Methods. Then, to validate the performance, con-
sidering that our framework are composed by several modules,
we select different methods for each module and combine them
flexibly. For the detection module we have (F) Faster R-CNN
and (C) Cascade R-CNN detector. For re-ID module, we select
several state-of-the-art methods as follows:
� Kronecker-Product Matching Model (KPMM) [31],

which has been adopted as the backbone in our multimodal
approach for person re-identification.

� Multi-level Factorisation Net (MLFN) [33], which fac-
torized the visual appearance of a person into latent dis-
criminative factors at multiple semantic levels without
manual annotation. In detail, 5 blocks are stacked in
MLFN. Within each building block, 4 factor modules are
aggregated, and batch normalization is adopted for effec-
tive training. The final feature dimension d is set as 256,
the initial learning rate is set as 0.001.

� Mancs [34], which utilized a multi-task attentional net-
work for jointly optimizing 3 different learning tasks. In
detail, the dimention of final re-ID feature for each instance
is set to 300, for PK Sampling strategy, P is set as 10 and

K is set as 5, λrank, λcls and λatt is set as 1, 1 and 0.1, the
soft-margin m is set as 0.5, we adopt Moment optimizer
with an initial learning rate of 5 × 10−4 to minimize the
three losses.

� Textual-based Methods. Generally, all the techniques
mentioned in section IV-A could be treated as baselines,
namely the vectorization based on LSTM [46] or NTM [47]
for bullet-screen comments, as well as the vectorization of
subtitles by Skip-gram model [45]. Specifically, we utilize
the well-trained Random Forest (RF) classifier for the final
distinction.

� Deep-Semantic Model (DSM) [42], which inferred the
latent emotional state through multimodal network on sen-
timent recognition task. We transfer this multimodal-based
approach to our task, to be specific, the dimension of visual
feature is set as 256, the text information is projected into a
LSTM layer with 256 units. Cross-entropy loss is adopted
with learning rate setting as 10−3.

Therefore, we combine these different methods in detection
and re-ID module flexibly and construct several approaches for
evaluation on the overall performance, namely the F-KPMM,
F-MLFN, F-Mancs, F-DSM, C-KPMM, C-MLFN, C-Mancs
and C-DSM. Notably, the Textual-based methods could be di-
rectly utilized on person search task. Also, we select several
state-of-the-art person search methods for comparison:
� Joint Convolutional Neural Network (JCNN) [5], which

adopted an Online Instance Matching (OIM) loss function
for the effective training. In detail, ImageNet-pretrained
ResNet-50 are exploited for parameters initialization, in
which the temperature scalar is set as 0.1, the learning rate
is set as 0.001 and dropped to 0.0001 after 40 K iterations.

� Cross-Level Semantic Alignment (CLSA) [35], which
addressed the under-studied multi-scale matching problem
in person search by proposing a deep learning approach ca-
pable of learning more discriminative identity feature rep-
resentations in a unified end-to-end model. To be specific,
the top 3 blocks are used to construct the semantic pyra-
mid, the λce and λclsa is set to 1 and 1, the initial learning
rate is set to 0.001.

C. Overall Performance

First of all, we plan to validate the overall performance of
our framework. As mentioned before, the character-oriented
summarization task aims at capturing all the frames which
contain the target character. Thus, intuitively, we conduct
experiments on the whole person search part, i.e., the detection
and re-identification modules for objective evaluation. Along
this line, we select Recall, Precision and F1-value as evaluation
metrics, as well as the top-1 and top-5 cumulative matching
characteristics accuracies.

Specifically, for each query, 10 frames with target charac-
ters and 40 other frames without target characters are randomly
selected for validation. The results are listed in Table II and
Table III for two datasets separately, in which “F-TKPMM”
presents our solution enhanced by textual information. Accord-
ing to the results, we could observe that the improvement caused
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TABLE II
OVERALL PERFORMANCE ON ANIMATION DATASET

TABLE III
OVERALL PERFORMANCE ON MOVIE DATASET

by textual information is significant, even more than 8.4% in
F1-value. It is worth noting that although the multimodal-based
method C-DSM [42] is not specially designed for re-ID, it
still outperforms all the remaining visual-based methods with
at least 1.4% improvement in F1-value on movie dataset. In
the contrast, the classic JCNN [5] and CLSA [35] perform ter-
rible when facing characters with changing poses in varying
scenes, which proves the limitation of traditional visual-based
techniques on our task. At the same time, these methods with
Cascade R-CNN [26] as a detector achieve a better performance,
which comfirms that an accurate detector will indeed benefit the
person search process.

D. Ablation Study for Re-ID Module

Then, we turn to validate the performance of separate re-ID
module for Ablation Study. Also, we want to validate the ef-
fectiveness of SSM with comparing the various integrations of
multi-source textual information. Similarly, 10 RoIs with the
target characters as positive samples, and 40 RoIs with other
characters as negative samples, are randomly selected to be com-
pared with the query RoIs in each batch for validation.

TABLE IV
VALIDATION OF RE-ID MODULE ON ANIMATION DATASET

TABLE V
VALIDATION OF RE-ID MODULE ON MOVIE DATASET

The experimental results are listed in Table IV and Table V
for two datasets separately, in which KPMM+BS-C (i.e., bullet-
screen comments, CL and CN separately means textual embed-
ding via LSTM or NTM) and KPMM+subtitle indicate the joint
modeling with single textual source. At the same time, we have
KPMM+SSM to present the results with source selection mech-
anism, and KPMM+SUM means the joint modeling with simple
sum of these two textual sources as comparison.

According to the results, obviously, we could find that textual
information indeed improve the performance, especially for the
movie dataset, in which the visual-based technique may suf-
fer insufficient training data and more complex scenes. Usually,
characters in animations could be easily matched via some sig-
nificant features, e.g., color or style of hair. However, matching
between characters in movies could be much more difficult due
to more fine-grained appearance, which might be the reason
why KPMM performs much worse in movie dataset. Under this
situation, we can find that the improvement caused by textual in-
formation is even more significant, and even some textual-based
methods, especially the Skip-gram+RF approach, outperforms
KPMM by 3.6% in F1-value, which further confirms our moti-
vation. Besides, KPMM+SSM performs not only better than two
solutions with single source in most cases, but also outperforms
KPMM+SUM by more than 2.7% in F1-value, which verifies
the function of source selection mechanism.
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TABLE VI
VALIDATION OF HYPER-PARAMETERS INHERENT IN TEXTUAL-BASED

APPROACHES ON ANIMATION DATASET

TABLE VII
VALIDATION OF HYPER-PARAMETERS INHERENT IN TEXTUAL-BASED

APPROACHES ON MOVIE DATASET

Fig. 6. Parameter sensitivity on animation (top) and movie dataset (bottom).
Horizontal axis: textual density. Longitudinal axis: minimum textual length.

E. Parameter Sensitivity

Afterwards, we turn to measure the parameter sensitivity dur-
ing the textual processing. Specifically, we first validate the sen-
sitivity of layer numbers in LSTM and hidden topic numbers in
NTM. The results are summarized in Table VI and Table VII,
which indicate that Character-level LSTM with 3 layers might
be more suitable to extract the semantic features of bullet-screen
comments with better performance. Meanwhile, NTM with
50 hidden topics performs better than the one with 100 hidden
topics. This phenomenon implies that the massive bullet-screen
comments are distributed among a relatively small number of
topics.

Secondly, for the text pre-processing step, parameter sensi-
tivity for 2 factors, i.e., minimum length of each document, as
well as the textual density which indicates the number of docu-
ments per time window, has been measured as shown in Figure 6.
Specifically, we observe that the setting with textual length above
5 characters and textual density above 15 characters per window
obtains the best performance in animation dataset. However, due
to the sparsity of bullet-screen comments in movies, the thresh-
olds should be set lower so that enough textual information could
be extracted. In summary, we should keep a balance between the
two factors to ensure the effectiveness of our solution.

Thirdly, we discuss the sensitivity of time window length when
collecting textual information. Intuitively, longer window leads

Fig. 7. Parameter sensitivity of time window for bullet-screen comments (top)
and subtitles (bottom).

to rich information for better refinement, but also more noise
which may disturb the results. Thus, we conduct series of exper-
iments, which are summarized in Figure 7. Specifically, for sub-
titles, the windows before and after timestamp of current frame
are set as equally long. But for bullet-screen comments, con-
sidering that most viewers comment after they view the frame,
we set a longer window after the timestamp of current frame.
The results validate our assumption that a better length should
be a moderate one, since shorter window means insufficient in-
formation but less noise, and longer window indicates sufficient
information but more noise. Also, for bullet-screen comments,
more adjacent comments should be more semantically relevant
to the frame, which may better refine the results. That’s why
relatively shorter window for bullet-screen comments performs
better.

F. User Study on Summarization

Moreover, we would like to validate the quality of gen-
erated video summarization via user study. As mentioned in
Section III-E, two pre-defined threshold, namely the clip inter-
val and clip density may significantly impact the quality of sum-
marization. Therefore, we first conduct several experiments to
determine the proper hyper-parameters. Specifically, we adopt
Silhouette Coefficient as the objective evaluation metric due to
its capacity for partly reflecting the coherence of video clips,
which is commonly utilized in prior arts like [48]. Moreover,
in order to prevent the interference caused by too long or too
short clips, which may lead to unreasonably high threshold, we
directly set the Silhouette Coefficient as 0 when the amount of
summarized clips for a video is out of the range [5, 50].

The experimental results are summarized in Figure 8. Accord-
ing to the best performance, we set the threshold of clip interval
and clip density as 5 and 0.45 for animation dataset, as well as
7 and 0.4 for movie dataset, respectively.

With the pre-defined threshold, we turn to validate the quality
of character-oriented video summarization via user study. To
be specific, 20 viewers are required to mark 0 to 5 points for 83
animation-based videos and 17 movie-based videos, including 3
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Fig. 8. Hyper-parameter experiments of Aggregation module on animation
(top) and movie (bottom).

TABLE VIII
USER RATING FOR THE QUALITY OF SUMMARIZED VIDEO

points for consistency, i.e., target characters appear in most part
of summarization video without excessive gap, and 2 points for
significance, i.e., target character is the center of this video, but
not supporting actors.

The results on animation dataset and movie dataset are shown
in Table VIII, in which all the methods shared the same aggre-
gation module, as mentioned in section III-E. Obviously, our
framework could summarize character-oriented videos with bet-
ter user experience. Also, we found two interesting rules in these
summarizations. First, the textual information could help to cap-
ture those frames where target character is insignificant. In this
case, traditional techniques could probably miss the frame. Thus,
textual-enhanced framework could produce more complete sum-
marization. Second, due to the wrong distinction, traditional
techniques usually produce some irrelevant clips. However, our
framework could abandon those irrelevant part, which improves
the quality of summarization.

VI. DISCUSSION WITH CASE STUDIES

Finally, we turn to discuss several impact factors of textual-
enhanced framework, and then illustrate the benefits of textual
information with a case study.

A. Impact Factors of Textual-Enhanced Framework

Impact of Attention Mechanism. First, we will discuss the
impact of attention mechanism for textual document. Along this
line, two pairs of cases are selected as shown in Figure 9, in
which all the keywords are highlighted as bold and slanted with
attention score in the brackets.

According to the results, we realize that for the first pairs
which are visually difficult to judge, i.e., traditional visual-based
techniques may be disturbed by the different clothing and view-
points, in spite of this, one modality might be somewhat invariant

Fig. 9. Examples for the textual-enhanced distinction. (a) Frame pairs which
are similar in textual description but visually difficult to judge; (b) Frame pairs
which are visually confusing but different in textual descriptions.

TABLE IX
TOPIC PROPORTION OF TWO TEXTUAL SOURCES

Fig. 10. Discussion on the impact of textual density for B-S comments.

to large changes in another modality, i.e., those identity-related
keywords may benefit the capture of target characters. For in-
stance, we could easily distinguish John Nash in A Beautiful
Mind by the words “nonlinear equations” (indicating a mathe-
matician) and “most genius”. Also, keywords like “killer” and
“uncle” also help to identify the character, which results in higher
attention score.

Similarly, for the second pairs which are visually confusing
but different in textual descriptions, those keywords which high-
light the difference of appearance may better improve the per-
formance, e.g., “icy beauty” and “long shanks”. On the contrary,
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Fig. 11. Two groups of document pairs selected by SSM: bullet-screen comments (1st line) and subtitles (2nd line).

some common-used or meaningless words, may get a relatively
low attention or even ignored. This phenomenon indicates that
our framework could effectively capture the key information for
character re-identification.

At the same time, we would like to discuss how different topics
may benefit our framework. Specifically, we select the top 100
bullet-screen comments and subtitles based on their attention
score, and then count the proportion of different topics, which
are shown in Table IX. Generally, we make similar conclusions
like identity-related contents benefit the most for both two data
sets. Besides, we find that subtitles with pet phrase usually play
an important role, e.g., Sheldon with “Bazinga” as mentioned in
Introduction part.

Impact of Textual Density. Then, we would like to discuss
the impact of textual density in jointly modeling of textual and
visual cues. Specifically, as the density of subtitles is usually
fixed, we only regulate the density of bullet-screen comments,
i.e., we divide all the time windows based on their amount of
bullet-screen comments, and then count their average perfor-
mance. The result is summarized in Figure 10, under the time
window as [−10, 15] which has been proven as the best setting
in the parameter sensitivity part.

In this case, we get similar conclusion with the parameter
sensitivity that a moderate value of density could result in better
performance. This phenomenon teaches us two lessons. For the
popular characters with rich text, we should overcome the diver-
sity to carefully select those semantically correlated documents,
so that our solution will not be disturbed by irrelevant content.
On the contrary, for those supporting characters with less textual
description, we should attempt to enrich more textual informa-
tion, e.g., longer time window to collect more documents for
ensuring the performance.

Impact of Textual Source. Along this line, we also discuss
the impact of textual source, i.e., when the subtitles or bullet-
screen comments could better improve the performance. Thus,
we select the cases from both sources with top 3 scores via source
selection mechanism, as shown in in Figure 11.

According to the results, we realize that different sources may
focus on different type/topic of content. On the one hand, as
mentioned above, bullet-screen comments usually hold subjec-
tive feedback of characters. Thus, if target character is popu-
lar with some distinguishing feature, or even nickname, usually
bullet-screen comments could help more. For instance, in the
cases from the first line, we can find some features like “blue
hair”, or “moe kami” as the nickname of one character, which
clearly reveal the character. On the other hand, subtitles usually
provide objective description of characters, thus, if the charac-
ter has some particular identity, e.g., “police” and “general”, we
could link them with semantically correlated words like “crimi-
nal” and “war” to match characters, as shown in the cases from
the second line.

B. Illustration for Benefits of Textual Information

Finally, we would like to illustrate how our framework, es-
pecially the textual information, could improve the character-
oriented video summarization task. To be specific, in Figure 12,
we select five short clips extracted from the movie A Man Called
Ove as an example, in which the leading character young Ove
is selected as target character, who is labeled in the orange
boxes in Figure 12. Along this line, Clip 1, 3 and 5 should be
treated as positive samples, while Clip 2 and 4 should be negative
samples.

Furthermore, for each clip, we draw the curves of saliency
score for each frame, i.e., the similarity score estimated by re-ID
module based on target character. To be specific, curves in the
top line illustrate the results based on re-ID module with the
enhancement of textual information, and curves in the bottom
lines are re-ID module without textual information. Obviously,
frames in positive samples should have higher saliency scores,
and vice versa. According to the results, we can find that for pos-
itive samples, namely Clip 1, 3 and 5, re-ID module with textual
information gets higher saliency scores than the module with-
out textual information. Also, in negative samples like Clip 2
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Fig. 12. Character-oriented video summarization examples on movie A Man Called Ove, with integrating textual information (top) or not (bottom).

and 4, re-ID module with textual information usually gets lower
saliency scores and lower error rate. This phenomenon indi-
cates that textual information could better distinguish the target
character, with more significant distinction between positive and
negative samples.

For deeply understanding the differences, we pick up several
frames with opposite opinions by two methods (with/without
textual information), which are labeled as red points in curves
in Figure 12. According to the frames, we could find that visual-
based approach will be easily misled by different clothing (e.g.,
the 1st frame) or a covered face (e.g., the 3 rd frame), which lead
to wrong judgments. However, under this situation, story-related
comments may help. For instance, textual information in Clip 3
and 5 is talking about love, marriage and friendship about young
Ove, our target character. On the contrary, in Clip 2 and 4, the
textual description is about suicide, or argument with “white
shirt” which could be reflected by those critical comments. In
these cases, stories are significantly different between positive
and negative samples, which definitely help to distinguish our
target character.

In summary, textual information may help to describe the tar-
get characters more completely, even provide some more clues
which could hardly be revealed by visual features. Obviously,
these clues could enlarge the gap between positive and negative
samples, which results in an easier distinction. This phenomenon
also inspires us to fully utilize the potential of time-sync textual
information for better understanding the videos, which may sup-
port some more applications, e.g., retrieval and recommendation
of semantic-sensitive video clips.

VII. CONCLUSION

In this paper, we proposed a novel framework to jointly
model the visual and textual cues for character-oriented sum-
marization. To be specific, we first located characters indiscrim-
inately through detection methods, and then identified the target

characters via re-identification module to extract potential key-
frames, in which appropriate source of textual information will
be automatically selected and integrated. Finally, key-frames
were aggregated to form the summarization video of target char-
acters. Experiments on real-world data sets validated that our
solution outperformed several state-of-the-art baselines on both
search and summarization tasks, which proved the effectiveness
of our framework on the character-oriented video summarization
problem.
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