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ABSTRACT
Current work of facial landmark tracking usually requires large
amounts of fully annotated facial videos to train a landmark tracker.
To relieve the burden of manual annotations, we propose a novel
facial landmark tracking method that makes full use of unlabeled fa-
cial videos by exploiting both self-supervised and semi-supervised
learning mechanisms. First, self-supervised learning is adopted for
representation learning from unlabeled facial videos. Specifically,
a facial video and its shuffled version are fed into a feature en-
coder and a classifier. The feature encoder is used to learn visual
representations, and the classifier distinguishes the input videos
as the original or the shuffled ones. The feature encoder and the
classifier are trained jointly. Through self-supervised learning, the
spatial and temporal patterns of a facial video are captured at rep-
resentation level. After that, the facial landmark tracker, consist-
ing of the pre-trained feature encoder and a regressor, is trained
semi-supervisedly. The consistencies among the tracking results
of the original, the inverse and the disturbed facial sequences are
exploited as the constraints on the unlabeled facial videos, and the
supervised loss is adopted for the labeled videos. Through semi-
supervised end-to-end training, the tracker captures sequential
patterns inherent in facial videos despite small amount of manual
annotations. Experiments on two benchmark datasets show that the
proposed framework outperforms state-of-the-art semi-supervised
facial landmark tracking methods, and also achieves advanced per-
formance compared to fully supervised facial landmark tracking
methods.

CCS CONCEPTS
• Computing methodologies → Biometrics.

∗Corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
MM ’20, October 12–16, 2020, Seattle, WA, USA
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-7988-5/20/10. . . $15.00
https://doi.org/10.1145/3394171.3413547

KEYWORDS
Facial landmark tracking, self-supervised learning, semi-supervised
learning

ACM Reference Format:
Shi Yin1, Shangfei Wang∗1,2, Xiaoping Chen2 and Enhong Chen3. 2020. Ex-
ploiting Self-Supervised and Semi-Supervised Learning for Facial Landmark
Tracking with Unlabeled Data. In Proceedings of the 28th ACM International
Conference on Multimedia (MM ’20), October 12–16, 2020, Seattle, WA, USA.
ACM, New York, NY, USA, 8 pages. https://doi.org/10.1145/3394171.3413547

1 INTRODUCTION
Facial landmark localization is crucial for face analysis tasks, such
as face recognition [13], facial expression classification [10], facial
action unit recognition [30] and face verification [12]. It can be
divided into two sub-tasks, i.e., facial landmark detection on a static
image, and landmark tracking in a dynamic video. The tracking task
is more complex since a tracker has to integrate both spatial and
temporal patterns existed in a video to make robust predictions.

Most works of facial landmark tracking [2, 19, 21, 25, 25, 26, 33–
35, 38] adopt supervised learning approach, which requires a large
amount of training videos fully annotated with landmarks frame
by frame. Even for a short video clip lasting one minute with 30
frames a second and 68 landmarks a face, 122400 landmarks need
annotating. As the number of training videos increases, the manual
work for annotation is very expensive and time consuming, if not
impossible.

To reduce the dependency on manually labeled landmarks, re-
cently several works [7, 8, 11, 14, 22, 27, 29, 37] have tried to leverage
unlabeled or partially labeled data for face alignment. However,
these works have three disadvantages. First, someworks only detect
landmarks on a static image [7, 8, 11, 14, 22, 27, 29], totally ignor-
ing temporal patterns, and others consider relations between two
adjacent frames [37], ignoring the long-term sequential patterns
existed in a facial video. Therefore, these methods have little benefit
on sequential modeling and are sub-optimal for facial landmark
tracking. Second, several works [11, 14, 27] require additional la-
bels, such as the bounding boxes for facial areas [27], or expression
labels and head poses [11]. These additional labels bring extra an-
notation burdens, although the landmark annotations are reduced.
Third, few work exploits self-supervised mechanism to learn better
representations for facial landmark tracking, while self-supervised
learning has been proved effective in learning visual representations
[4, 16, 18, 28].
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Figure 1: The proposed two-stage learning framework. The first stage is self-supervised learning stage, as shown in the upper
part of the figure. The second stage is semi-supervised learning stage, as shown in the lower part of the figure.

To address these, we propose a new framework combining self-
supervised learning and semi-supervised learning in a two-stage
learning paradigm to make full use of unlabeled data for facial land-
mark tracking, as shown in Fig. 1. The first stage is self-supervised
learning stage, as depicted in the upper part of Fig. 1. In this stage,
the feature encoder of the tracker is trained to extract order-aware
sequential representations by a pretext classification task. Specifi-
cally, the long facial sequence and its shuffled version are fed into
the feature encoder. Based on the extracted representations, a clas-
sifier distinguishes them as the original or the shuffled sequence.
The feature encoder and the classifier are trained jointly by the
classification loss. Such training process embeds informative tem-
poral patterns into the extracted facial sequence representations.
The second stage is semi-supervised learning stage. Based on the
feature encoder pre-trained by self-supervised learning, the whole
tracker, consisting of the feature encoder and a regressor, is trained
on both labeled and unlabeled data. On the labeled data, the tracker
is trained by label supervision. On the unlabeled data, we train
the tracker by regression tasks guided by constraints on tracking
consistency. Two consistency constraints are proposed. First, the
landmark predictions from the original facial sequence should be as
the same as those from the inverse one. Second, the tracking results
on the original sequence and the sequence with disturbances should
keep the geometric consistency between the two sequences. The
disturbance operations include texture disturbances, i.e., occlusion,
blurring, noises, illumination changes; and spatial transformation,
i.e., translation, scaling and rotation. The first constraint forces the
tracker to integrate the spatial and temporal patterns from both for-
ward and backward directions, and captures ground truth patterns
implicitly by the complementary information from the tracking

results of two directions. The second constraint forces the tracker
to capture the geometric consistency inherent in a facial sequence,
and make robust predictions despite various disturbances that may
exist "in the wild". Through the training process, diverse sequen-
tial patterns are captured despite the lack of manual annotations.
Experimental results on the 300VW database and the TF database
demonstrate the superiority of the proposed method.

2 RELATEDWORK
2.1 Fully-Supervised Learning for Facial

Landmark Tracking
A comprehensive survey of facial landmark tracking can be found
in [5, 31]. The mainstream of facial landmark tracking is to train
the tracker on fully labeled videos. Current works can be classified
into two categories, i.e., modeling facial patterns from appearance
level, or modeling landmark dependencies from target label level.
The former directly maps facial appearances to landmark coordi-
nates. For example, Xiong et al. [33] proposed a supervised decent
method (SDM), which minimizes a nonlinear least square objective
function to close the landmark prediction and the ground truth one.
Cao et al. [2] designed a two-level boosted regression framework
(ESR) to minimize the prediction errors in a cascaded way and cap-
ture the inherent shape dependency. Recently, deep neural models,
such as convolutional neural networks (CNN) [25] or recurrent
neural networks (RNN) [21], or the combination of CNN and RNN
[17], are proposed to extract spatial and temporal patterns from
facial appearances. The latter explicitly encodes the spatial and
temporal constraints from target label level. For example, several
probabilistic graphic models, such as Markov Random Field (MRF)
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[6], Restricted BoltzmannMachine (RBM) [32] and Conditional Ran-
dom Field (CRF) [3], are adopted to model the global constraints of
shape deformation. Tai et al. [26] incorporated manually designed
loss functions as constraints for shape deformation. Yin et al. [34]
utilized adversarial learning to explore the inherent dependencies
among the movement of facial landmarks. All these methods re-
quire fully labeled training data, which cost huge human labors.
While the proposed approach fully explores the intrinsic tempo-
ral and spatial patterns in unlabeled facial videos, and reduce the
dependency on labeled data.

2.2 Semi-Supervised Learning for Facial
Landmark Detection and Tracking

To alleviate the dependency on labeled data, several semi-supervised
learning methods are proposed for facial landmark detection [7, 8,
11, 14, 22, 27, 29] and tracking [37].

Early attempts [14, 29] of semi-supervised facial landmark de-
tection are only adept at processing images captured under con-
trolled conditions and could not well fits to “in-the-wild" images.
Recently, Tang et al. [27] proposed to train a landmark detector
semi-supervisedly on faces labeled with bounding boxes of facial
components. Honari et al. [11] proposed to jointly predict several
facial attributes, e.g., head poses and facial expressions as auxil-
iary tasks, which are beneficial to landmark detection. They also
proposed to make landmark predictions equivariant to transfor-
mations through unsupervised learning on original-transformed
image couples. Dong et al. proposed to generate pesudo landmark
labels by optical flow [8] or a student network [20] as training
samples for the detector. These methods are landmark detection
methods, which predict landmarks on static images or frames and
ignore sequence-level patterns in a video. Furthermore, some of
them [11, 14, 27] require additional labels for training and brings
extra burdens for annotation.

For facial landmark tracking, Zhu et al. [7] proposed a semi-
supervised method with a circle loss produced by two adjacent
frames. This method only considers temporal relations between
two frames while the temporal dependencies in the long sequence
are ignored.

To address these disadvantages, we propose a new semi-superv-
ised learning strategy which trains the tracker by regression tasks
from the consistency constraints on the long facial sequence in-
stead of two adjacent frames, such that the long-term dependen-
cies existed in a facial sequence are captured. The proposed semi-
supervised learning strategy does not require any extra labels. Thus,
large scale unlabeled data can be exploited for training.

2.3 Self-Supervised Learning for Learning
Representation

Self-supervised learning [15] aims to learn good spatial or temporal
representation by self-producing supervised signals on unlabeled
data. Recently, several approaches have been proposed on related
tasks. Lu et al. [18] proposed to model inter-frames correlation by
an unsupervised attention mechanism for object segmentation in
a video. Chen at al. [4] incorporated self-supervised learning with
adversarial learning for image synthesis by randomly rotating an
image and training the discriminator to predict the rotation angle

together with the realness of an image. Thewlis et al. [28] proposed
a self-supervised key point discovering method by objectives from
transformation consistency. Kim et al. [16] proposed to permute
3D spatio-temporal crops extracted from a video clip to the correct
arrangement for action recognition tasks. In our method, the feature
encoder of the tracker learns sequential representations by a pretext
task, i.e., distinguishing between the original facial sequence and
the shuffled one. To the best of our knowledge, we are the first
exploiting self-supervised learning for facial landmark tracking
task.

3 METHODOLOGY
A facial landmark tracker 𝑓𝐺 (·) usually consists of a feature encoder
𝑓𝐸 (·) and a regressor 𝑓𝑅 (·). 𝑓𝐸 (·) encodes representations from
facial appearances, while 𝑓𝑅 (·) decodes these representations as
landmark coordinates. Formally, 𝑓𝐺 (·) predicts the coordinates of𝑀
predefined landmarks from a facial video with 𝑇 frames, as shown
in Eq. (1).

c𝑡 = 𝑓𝐺 (I1:𝑡 ;𝜃𝐺 )
= 𝑓𝑅 (𝑓𝐸 (I1:𝑡 ;𝜃𝐸 );𝜃𝑅), 1 ≤ 𝑡 ≤ 𝑇

(1)

where I1:𝑡 = (I1, ..., I𝑡 ) is a facial sequence from the video stream,
I𝑡 (1 ≤ 𝑡 ≤ 𝑇 ) is the 𝑡 th frame of the sequence. c𝑡 ∈ R2𝑀 (1 ≤
𝑡 ≤ 𝑇 ) is the concatenation of 𝑥 , 𝑦 coordinates for all𝑀 landmarks
predicted on the 𝑡 th frame. 𝜃𝐸 and 𝜃𝑅 denote the parameters of
𝑓𝐸 (·) and 𝑓𝑅 (·), respectively. 𝜃𝐺 = {𝜃𝐸 , 𝜃𝑅} denotes the parameters
of the whole tracker.

If the ground truth landmark coordinate g𝑡 (1 ≤ 𝑡 ≤ 𝑇 ) is avail-
able, 𝑓𝐺 (·) is trained by supervised regression typically, as shown
in Eq. (2)

min
𝜃𝐺

𝐿𝑆 =

𝑇∑
𝑡=1

| |𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ) − g𝑡 | |22 (2)

However, the annotations for ground truths may not be sufficient
due to the high labor costs for labeling. To address this, we propose
a two-stage learning frameworkmaking full use of unlabeled data to
train the tracker. The first learning stage is self-supervised learning,
which trains 𝑓𝐸 (·) on unlabeled data by a pretext classification task.
The second learning stage is semi-supervised learning stage. Based
on the pre-training of 𝑓𝐸 (·) in the first stage, 𝑓𝐸 (·) and 𝑓𝑅 (·) are
trained jointly on both labeled and unlabeled data by regression
tasks. Through these classification and regression tasks, the tracker
can learn the intrinsic spatial and temporal patterns existed in the
long facial sequence from small scale labeled data and large scale
unlabeled data.

3.1 Self-Supervised Learning Stage
To capture sequential patterns from the facial sequence, the fea-
ture encoder 𝑓𝐸 (·) is trained to distinguish the original facial se-
quence from the shuffled one by temporal clues, e.g., the deforma-
tion smoothness of a face, existed in the facial sequence. Let the
shuffled sequence denoted as I𝑠1:𝑇 = 𝑔𝑠 (I1:𝑇 ), where 𝑔𝑠 (·) is the
shuffling function. 𝑓𝐸 (·) encodes sequential representations from
I1:𝑇 and I𝑠1:𝑇 , as shown in Eq. (3):
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f1:𝑇 = 𝑓𝐸 (I1:𝑇 ;𝜃𝐸 ), f𝑠1:𝑇 = 𝑓𝐸 (I𝑠1:𝑇 ;𝜃𝐸 ) (3)

where f1:𝑇 = (f1, ..., f𝑡 , ..., f𝑇 ) and f𝑠1:𝑇 = (f𝑠1, ..., f
𝑠
𝑡 , ..., f

𝑠
𝑇
) are the

representations extracted from each frame of the two sequences,
respectively. The encoded representations are fed into a binary clas-
sifier, denoted as 𝑓𝐶 (·), which classifies f1:𝑇 as 0 and f𝑠1:𝑇 as 1. 𝑓𝐸 (·)
and 𝑓𝐶 (·) are trained jointly by the self-supervised classification
loss in Eq. (4):

min
𝜃𝐸 ,𝜃𝐶

𝐿𝐶 = −(𝑙𝑜𝑔 (1 − 𝜎 (𝑓𝐶 (f1:𝑇 ;𝜃𝐶 ))) + 𝑙𝑜𝑔 (𝜎 (𝑓𝐶 (f𝑠1:𝑇 ;𝜃𝐶 ))))

= −(𝑙𝑜𝑔 (1 − 𝜎 (𝑓𝐶 (𝑓𝐸 (I1:𝑇 ;𝜃𝐸 ) ;𝜃𝐶 )))
+ 𝑙𝑜𝑔 (𝜎 (𝑓𝐶 (𝑓𝐸 (𝑔𝑠 (I1:𝑇 ) ;𝜃𝐸 ) ;𝜃𝐶 ))))

(4)

where 𝜎 (·) is the sigmoid function. Through self-supervised learn-
ing, 𝑓𝐸 (·) can encode informative representations from the facial
sequence, thus the sequential modeling capability is promoted.

3.2 Semi-Supervised Learning Stage
In the semi-supervised learning stage, the tracker is trained on
both labeled and unlabeled data. For the labeled data, the tracker is
trained by label supervision, as shown in Eq. (2). For the unlabeled
data, we train the tracker by two consistency constraints.

3.2.1 Consistency Constraint from the Original and the Inverse Se-
quence. The tracker is trained by the constraint that the tracking re-
sults should be invariant between the original facial sequence and its
inverse sequence. The tracker firstly tracks landmarks on the origi-
nal sequence, i.e., I1:𝑇 = (I1, ..., I𝑇 ). For the 𝑡 (1 ≤ 𝑡 ≤ 𝑇 ) th frame,
i.e., I𝑡 , the tracker locates its landmarks based on facial appearances
from the current and the previous frames, i.e., I1:𝑡 = (I1, I2, ..., I𝑡 ).
The tracking result is represented as 𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ). Then, the tracker
tracks landmarks on the inverse sequence , i.e., I𝑇 :1 = (I𝑇 , ..., I1). For
I𝑡 , the tracker locates landmarks based on facial appearances from
the current and the following frames, i.e., I𝑇 :𝑡 = (I𝑇 , I𝑇−1, ..., I𝑡 ).
The tracking result is represented as 𝑓𝐺 (I𝑇 :𝑡 ;𝜃𝐺 ). 𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ) and
𝑓𝐺 (I𝑇 :𝑡 ;𝜃𝐺 ) are expected to be the same. The difference between
𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ) and 𝑓𝐺 (I𝑇 :𝑡 ;𝜃𝐺 ), is adopted as a training loss, as shown
in Eq. (5).

min
𝜃𝐺

𝐿𝐼 =

𝑇∑
𝑡=1

| |𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ) − 𝑓𝐺 (I𝑇 :𝑡 ;𝜃𝐺 ) | |22 (5)

By Eq. (5), the tracker integrates the spatial and temporal patterns
from both forward and backward directions, and label patterns are
captured implicitly by the complementary information from the
tracking results of two directions.

3.2.2 Consistency Constraint from the Original and the Disturbed
Sequence. The inherent geometric consistency between the land-
mark coordinates of the original sequence I1:𝑇 and its disturbed
sequence I𝑑1:𝑇 is another constraint to train the tracker. To build
a disturbed sequence, a combination of the texture disturbance
operations and spatial transformation operations are applied on
the original sequence with a probability of 𝛿 that each operation is
implemented. As shown in Fig. 2, texture disturbance operations
include occlusion, blurring, noises and illumination changes, while
spatial transformation operations include translation, rotation and
scaling. An “in-the-wild" facial video usually deforms or zooms

(a) (b) (c) (d) (e) (f)

(g)

(h) (i) (j)

Figure 2: (a) The original face. (b) Occlusion by black. (c) Oc-
clusion by part of the face. (d) Blurring. (e) Gaussian noises.
(f) Salt noises. (g) Faces with changed illumination condi-
tions. (h) Translation. (i) Rotation. (j) Shape Scaling.

gradually and smoothly without sharp changes. Such smooth con-
straint should also be followed when applying transformation on
the sequence, such that the trained tracker well fits to real world
testing data. Therefore, the translating displacement Δ𝑡 , the rotat-
ing angle 𝜔𝑡 , the scaling ratio 𝑟𝑡 of the face in the 𝑡 th fame, are
constrained that:

|Δ𝑡 − Δ𝑡−1 | ≤ 𝛼1 ∗
√
𝑊𝐻

|𝜔𝑡 − 𝜔𝑡−1 | ≤ 𝛼2 ∗ 𝜋
|𝑟𝑡 − 𝑟𝑡−1 | ≤ 𝛼3

(6)

where𝑊 and 𝐻 are the width and height of the facial bouding
box, respectively. 𝛼1, 𝛼2 and 𝛼3 are hyper-parameters to adjust the
smoothness of face movement.

Let 𝑔𝑡𝑒 (·) be a uniform representation for texture disturbance op-
erations, and 𝑔𝑡𝑟 (·) represent the spatial transformation operations.
𝑔𝑡𝑒 (·) does not change the landmark positions, while 𝑔𝑡𝑟 (·) may
convert the landmarks to new coordinates. The consistency con-
straints between landmark predictions of the original sequence and
the disturbed sequence can be formalized as the objective function
shown in Eq. (7):

min
𝜃𝐺

𝐿𝐷 =

𝑇∑
𝑡=1

| |𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ) − 𝑔−1𝑡𝑟 (𝑓𝐺 (𝑔𝑡𝑟 (𝑔𝑡𝑒 (I1:𝑡 ));𝜃𝐺 )) | |22

=

𝑇∑
𝑡=1

| |𝑓𝐺 (I1:𝑡 ;𝜃𝐺 ) − 𝑔−1𝑡𝑟 (𝑓𝐺 (I𝑑1:𝑡 ;𝜃𝐺 )) | |
2
2

(7)

where 𝑔−1𝑡𝑟 (·) denotes the inverse operation of 𝑔𝑡𝑟 (·). After training
by Eq. (7), the tracker can integrate representations from multiple
frames to track the landmarks despite polluted facial textures and
extreme head poses that may exist "in the wild".

Please note that the above data disturbance techniques are also
frequently used in data augmentation. However, unlike data aug-
mentation, which extends labeled data in need of their ground
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truths labels, the proposed semi-supervised learning strategy lever-
ages the consistency between the tracking results of the original
facial sequence and its disturbed sequence to explore the spatial
and temporal patterns existed in unlabeled data.

3.3 Overall Loss Function
Suppose there are𝑀 labeled training videos and𝑁 unlabeled videos,
loss functions from the self-supervised and semi-supervised learn-
ing stages are combined together as an overall loss function, as
shown in Eq. (8):

min𝐿𝑜 = min
𝜃𝐸 ,𝜃𝐶

1
𝑁

𝑁∑
𝑛=1

𝜆𝐶 · 𝐿𝐶

+min
𝜃𝐺

( 1
𝑀

𝑀∑
𝑚=1

𝜆𝑆 · 𝐿𝑆 + 1
𝑁

𝑁∑
𝑛=1

(𝜆𝐼𝐿𝐼 + 𝜆𝐷𝐿𝐷 ))

(8)

The first and second items of Eq. (8) correspond to the self-supervised
loss and the semi-supervised loss, respectively. 𝜆𝐶 , 𝜆𝑆 , 𝜆𝐼 , and 𝜆𝐷
are four weighting hyper-parameters.

4 EXPERIMENTS
4.1 Experimental Conditions
The 300 Videos in the Wild (300VW) [24] is chosen as the train-
ing video set, which contains 50 training videos, a total of 95192
frames. Each frame is annotated with 68 pre-defined landmarks.
The proposed method is evaluated on the 300VW testing set and
the Talking Face (TF) [9] dataset. The 300VW testing set contains
60 videos from three challenging levels, i.e., well-lit (Scenario 1),
mild unconstrained (Scenario 2) and challenging (Scenario 3). In
the following parts of the paper, these three scenarios are simplified
as S1, S2 and S3, respectively. The TF dataset contains one video
of 5000 frames from a talking person. Due to the different land-
mark definitions between the TF and the 300VW dataset, on the TF
dataset, only seven landmarks in common are applied for testing,
as previous works [17, 26] did.

The performance of the tracker is evaluated by the tracking
accuracy and stability. Accuracy reflects the closeness of the pre-
dicted landmark coordinates to the ground truths. Stability reflects
the moving consistency between predicted landmarks and ground
truths. A tracking result with good stability usually implies smooth
landmark predictions without sharp jumps. NRMSE and AUC@0.08
are adopted as the accuracy metrics. NRMSE is theNormalized Root
Mean Squared Error between the predicted landmark coordinates
and the ground truths. AUC@0.08 is defined as the Area Under the
error Curve calculated for a threshold of 0.08. The stability metric is
defined as the error of landmark displacement between the tracking
results and the ground truths. A formal definition of these metrics
can be found in previous papers [23, 26]. A lower NRMSE, higher
AUC@0.08 and lower stability metric correspond to better accuracy
and stability, respectively.

The optimal values for all hyper-parameters, i.e., 𝛿 , 𝜆𝐶 , 𝜆𝑆 , 𝜆𝐼 ,
𝜆𝐷 , 𝛼1, 𝛼2 and 𝛼3, are determined by 10-fold cross validations on
the 300VW training set. Their optimal values are 𝛿∗ = 0.4, 𝜆∗

𝐶
= 0.7,

𝜆∗
𝑆
= 0.8, 𝜆∗

𝐼
= 0.5, 𝜆∗

𝐷
= 0.6, 𝛼∗1 = 0.02, 𝛼∗2 = 0.03, and 𝛼∗3 = 0.02.

After cross validation, we assign these hyper-parameters with their

optimal values and re-train the tracker on the whole training set.
The training loss is optimized by Adam optimizer with a learning
rate of 1𝑒 − 4.

To evaluate the proposed framework on different ratios of labeled
training data, we randomly drop the labels of some training video
frames in the 300VW dataset as unlabeled samples. A training video
is then splitted as a labeled video and an unlabeled video. The ratio
of remaining labeled data to the total is denoted as 𝛾 . As shown
in Table 1, 𝛾 is set as 2%, 5%, 10%, 25%, 50% in turn. Since randomly
dropping labels may cause randomness on the experimental results,
we conduct ten repeated experiments under the same conditions.
In table 1, average values of the NRMSE and stability performance
from the ten experiments are shown outside the bracket, while
their standard deviations are shown inside the bracket. For each
𝛾 , we make ablation study on every individual training loss, i.e.,
the self-supervised loss 𝐿𝐶 and the semi-supervised loss 𝐿𝐼 and 𝐿𝐷 ,
by setting their weight 𝜆 ∈ {𝜆𝐶 , 𝜆𝐼 , 𝜆𝐷 } in Eq. (8) as 0 and their
optimal values (𝜆∗

𝐶
, 𝜆∗

𝐼
, 𝜆∗

𝐷
) in turn. When 𝜆𝐶 , 𝜆𝐼 , 𝜆𝐷 are all assigned

as 0.0, the tracker is only trained on the labeled data by supervised
learning. When 𝜆𝐶 , 𝜆𝐼 , 𝜆𝐷 are all assigned as their optimal values,
the tracker is trained on both labeled and unlabeled data by the
proposed framework.

4.2 Implementation Details
4.2.1 Details for Texture Disturbance Operations. The texture dis-
turbance operations include occlusion, blurring, noises and illumi-
nation changes. Two types of occlusions are used. The first one is
occlusion by black, i.e., the occluded area is covered by black, as
shown in Fig. 2b. The second one is occlusion by part of the face. As
shown in Fig. 2c, part of the nose of the woman is occluded by the
facial area copied from the eye. The second category of occlusion
is more challenging, since the appearance feature from the copied
area of the face may extremely disturb the tracker. For example,
there are three eyes in Fig. 2c and the tracker has to integrate pre-
vious frames by temporal relations to decide the true location of
the eyes. Fig. 2d shows Gaussian blurring on the face with a ran-
dom size of Gaussian kernel. Fig. 2e and 2f show Gaussian and salt
noises on the face, respectively. We imitate different light sources
and superpose them with the original face as a new illumination
sample, as shown in Fig. 2g. The position, orientation and intensity
of the light source are randomly determined, making more diverse
illumination conditions.

4.2.2 Structure of the tracker. Following Yin et al. [34], the feature
encoder 𝑓𝐸 (·) consists of a stacked hourglass network and a CNN
network. The stacked hourglass network encodes each facial frame
as a high-dimensional representation, while the CNN network com-
presses the facial representation as a feature vector. We choose
a two-layers LSTM as the regressor 𝑓𝑅 (·). 𝑓𝑅 (·) takes the feature
vectors from the facial frame sequence as the input, and predicts
the landmark coordinates for each frame. Faces in a video are firstly
cropped from the bounding box, then scaled to 256 × 256 pixels
as the input for the tracker. The self-supervised classifier 𝑓𝐶 (·) is
instantiated as a two-layer bidirectional LSTM (BLSTM) followed
by a fully-connected (FC) network. The FC network converts the av-
erage of the BLSTM hidden states to the likelihood that a sequence
is shuffled.
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𝛾 weights 300VW S1 300VW S2 300VW S3 TF
N S N S N S N S

2%

𝜆𝐶 = 0.0, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 8.11 (0.45) 2.58 (0.22) 7.01 (0.36) 1.87 (0.22) 8.09 (0.42) 4.88 (0.29) 3.95 (0.18) 1.03 (0.12)
𝜆𝐶 = 𝜆∗

𝐶
, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 7.62 (0.32) 2.27 (0.17) 6.56 (0.32) 1.72 (0.20) 7.25 (0.34) 4.63 (0.27) 3.40 (0.17) 0.98 (0.07)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 0.0 6.90 (0.28) 1.85 (0.14) 6.14 (0.29) 1.66 (0.19) 6.44 (0.28) 4.53 (0.30) 3.12 (0.19) 0.95 (0.08)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 𝜆∗

𝐷
5.03 (0.27) 1.46 (0.12) 5.12 (0.25) 1.39 (0.18) 5.52 (0.24) 2.90 (0.21) 2.46 (0.16) 0.83 (0.07)

5%

𝜆𝐶 = 0.0, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 6.24 (0.34) 1.84 (0.26) 6.31 (0.35) 1.69 (0.28) 6.76 (0.47) 3.43 (0.32) 3.01 (0.18) 0.97 (0.13)
𝜆𝐶 = 𝜆∗

𝐶
, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 5.92 (0.31) 1.72 (0.23) 5.96 (0.34) 1.41 (0.25) 6.60 (0.42) 3.02 (0.29) 2.74 (0.17) 0.88 (0.10)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 0.0 5.42 (0.33) 1.59 (0.21) 5.20 (0.31) 1.28 (0.14) 6.25 (0.37) 2.84 (0.28) 2.58 (0.12) 0.80 (0.09)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 𝜆∗

𝐷
4.64 (0.28) 1.24 (0.18) 4.55 (0.27) 0.98 (0.07) 5.29 (0.34) 2.44 (0.25) 2.30 (0.09) 0.67 (0.05)

10%

𝜆𝐶 = 0.0, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 5.14 (0.32) 1.74 (0.27) 5.31 (0.38) 1.45 (0.20) 5.62 (0.40) 2.97 (0.31) 2.67 (0.25) 0.92 (0.12)
𝜆𝐶 = 𝜆∗

𝐶
, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 4.95 (0.26) 1.51 (0.23) 5.13 (0.32) 1.32 (0.15) 5.47 (0.25) 2.76 (0.26) 2.50 (0.23) 0.91 (0.08)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 0.0 4.62 (0.23) 1.43 (0.18) 4.70 (0.26) 1.15 (0.13) 5.38 (0.26) 2.53 (0.24) 2.46 (0.18) 0.89 (0.07)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 𝜆∗

𝐷
4.12 (0.19) 1.12 (0.10) 4.07 (0.22) 0.96 (0.05) 4.98 (0.18) 2.13 (0.13) 2.11 (0.14) 0.64 (0.04)

25%

𝜆𝐶 = 0.0, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 4.57 (0.28) 1.42 (0.24) 4.72 (0.35) 1.20 (0.23) 5.48 (0.39) 2.52 (0.20) 2.16 (0.15) 0.79 (0.06)
𝜆𝐶 = 𝜆∗

𝐶
, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 4.44 (0.26) 1.34 (0.20) 4.23 (0.22) 1.12 (0.20) 5.26 (0.35) 2.41 (0.18) 2.14 (0.12) 0.74 (0.05)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 0.0 4.34 (0.23) 1.31 (0.19) 4.20 (0.25) 1.05 (0.12) 4.93 (0.28) 2.18 (0.15) 2.10 (0.10) 0.68 (0.05)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 𝜆∗

𝐷
4.01 (0.15) 0.94 (0.07) 3.77 (0.20) 0.91 (0.08) 4.52 (0.23) 1.73 (0.11) 2.03 (0.06) 0.61 (0.04)

50%

𝜆𝐶 = 0.0, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 4.02 (0.22) 1.21 (0.17) 4.04 (0.24) 1.13 (0.09) 4.95 (0.32) 2.14 (0.12) 2.09 (0.04) 0.69 (0.04)
𝜆𝐶 = 𝜆∗

𝐶
, 𝜆𝐼 = 0.0, 𝜆𝐷 = 0.0 3.93 (0.19) 1.17 (0.14) 3.88 (0.23) 1.06 (0.07) 4.83 (0.28) 1.96 (0.11) 2.08 (0.03) 0.66 (0.04)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 0.0 3.76 (0.18) 0.97 (0.07) 3.75 (0.22) 0.97 (0.07) 4.77 (0.26) 1.68 (0.10) 2.05 (0.02) 0.64 (0.03)

𝜆𝐶 = 𝜆∗
𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 𝜆∗

𝐷
3.34 (0.14) 0.70 (0.05) 3.51 (0.18) 0.75 (0.06) 4.33 (0.16) 1.37 (0.08) 2.01 (0.02) 0.58 (0.03)

Table 1: The NRMSE (N) and stability (S) performance under different parameter settings. Average values of thesemetrics from
ten repeated experiments are shown outside the bracket, while their standard deviations are shown inside the bracket. 𝛾 is the
ratio of labeled data to the whole data. 𝜆𝐶 , 𝜆𝐼 , and 𝜆𝐷 are the weights of the self-supervised loss 𝐿𝐶 and the semi-supervised
losses 𝐿𝐼 and 𝐿𝐷 , respectively. 𝜆∗𝐶 , 𝜆

∗
𝐼
, and 𝜆∗

𝐷
are their optimal values.

4.3 Experimental Results and Analysis of
Facial Landmark Tracking on Different
Ratios of Labeled Data

From Table 1, we have the following observations.
First, compared to supervised learning (𝜆𝐶 = 0.0, 𝜆𝐼 = 0.0,

𝜆𝐷 = 0.0) which only trains the tracker on the remaining labeled
data, the proposed learning framework (𝜆𝐶 = 𝜆∗

𝐶
, 𝜆𝐼 = 𝜆∗

𝐼
, 𝜆𝐷 = 𝜆∗

𝐷
)

significantly promotes the tracking accuracy and stability under
the same amount of labeled data. For example, when 𝛾 is 10%, our
framework decreases the average NRMSE by 19.84%, 23.35%, 11.39%
and 20.97% on the 300VW S1, S1, S3 and the TF dataset, respec-
tively; and decreases the average value of the stability metric by
34.88%, 33.79%, 28.28% and 30.43% on the respective datasets. From
another perspective, our framework can achieve comparable per-
formance with less labeled data. For example, when 𝛾 = 2%, the
tracker trained by our framework outperforms the tracker trained
by supervised learning when 𝛾 = 10%. Furthermore, the tracker
trained by the proposed framework achieves smaller standard devi-
ations from repeated experiments compared to supervised learning,
which means our framework brings a better convergence. Super-
vised learning only trains the tracker on labeled data, while the
proposed framework can make good use of unlabeled data to en-
hance facial sequence modeling, and well alleviate the sparsity of
labeled data. Therefore, our framework can achieve better accuracy
and stability performances.

Second, we find each of the proposed training losses, i.e., self-
supervised loss 𝐿𝐶 and semi-supervised loss 𝐿𝐼 and 𝐿𝐷 , contributes

to the overall performance. When we set their weights as the opti-
mal values, the average value of NRMSE and the stability metric is
smaller than the case when each of the weights is set as 0.

Third, from these training losses, 𝐿𝐷 contributes the most by
bringing the largest decrease on the average value of NRMSE and
the stability metric. This may be because that the disturbed se-
quences contain more abundant patterns through diverse forms of
disturbance operations, making the tracker more robust to chal-
lenging conditions.

We sample some challenging frames from the 300VW dataset
and visualize their tracking results in Fig. 3. From Fig. 3, we find
that the tracker trained by our framework makes more accurate
predictions than the tracker trained by supervised learning when
labeled data are limited.

4.4 Comparison with Semi-Supervised
Detection Methods

We compare our method with state-of-the-art semi-supervised de-
tection methods, including RCN+ [11], SBR [8] and TS3 [7]. We
follow the experimental conditions of Dong et al. [7] to train our
approach on the labeled 300W [23] dataset and unlabeled 300VW
dataset, then evaluate it on the 49 inner landmarks of 300VW S3
by AUC@0.08. There are 3148 labeled images in the 300W training
set and 95192 frames in the 300VW training set, which means the
ratio (𝛾 ) of labeled training data to the whole is 3%. Since the 300W
dataset is an image dataset with no temporal information, each
image sample is taken as a one-frame video to pre-train the tracker.
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Figure 3: (a) Some testing frames from 300VWS3. (b) Ground
truths. (c) Tracking results of supervised learning (𝛾 = 10%).
(d) Tracking results of the proposed learning framework (𝛾 =

10%).

After pre-training, the whole tracker is trained on the unlabeled
300VW training set by the proposed learning framework. The com-
parison is shown in Table 2. Results of the compared methods are
directly copied from their papers, except for RCN+. Since there
are no published results of RCN+ on video datasets, we just re-
implement it under the same training condition of ours and report
the result.

From Table 2, our framework outperforms all these semi-supervi-
sed learning methods. This may be because that all these methods
detect landmarks on static images or separated frames and ignore
the temporal information of the face, while our framework en-
hances the tracker at sequential modeling by the self-supervised
classification task and semi-supervised learning regression tasks,
making the tracker more adept at spatial and temporal modeling
from a facial sequence.

4.5 Comparison with Semi-Supervised
Tracking Methods

We compare our method with STRRN [37], a semi-supervised learn-
ing based tracking method, which trains the tracker by the tracking
consistency within a circle composed of two adjacent frames. The
NRMSE performance of our method and STRRN under different
labeled data ratios (𝛾 ) are listed in Table 3, where the results of
STRRN are directly copied from Zhu et al.’s work [37].

From Table 3, we find that our method outperforms STRRNwhen
𝛾 is 25% and 50%, and achieves comparable performance when 𝛾

is 10%. We may conclude that our method has a better overall
performance than STRRN. The reason may be that STRRN only
considers temporal relations between two adjacent frames, while

Dataset 𝛾 = 3%
RCN+ SBR TS3 Ours

300VW S3 58.81 59.39 59.65 60.80
Table 2: Comparison on AUC@0.08 performance between
our framework and semi-supervised detection methods.

Dataset 𝛾 = 10% 𝛾 = 25% 𝛾 = 50%
STRRN Ours STRRN Ours STRRN Ours

300VW S1 4.67 4.12 4.49 4.01 4.21 3.34
300VW S2 4.00 4.07 4.05 3.77 4.18 3.51
300VW S3 5.93 4.98 5.88 4.52 5.16 4.33

Table 3: Comparison on the average NRMSE performance
between our framework and STRRN under different ratios
(𝛾 ) of labeled data.

the proposed method builds classification and regression tasks on
the long facial sequence to fully integrate sequential patterns from
the facial video.

4.6 Comparison with Fully-Supervised
Learning Methods

The proposed framework is also compared with state-of-the-art
fully-supe-rvised learning methods. For comparison with fully-
supervised learning methods, the tracker is trained on partially
labeled 300VW training set (𝛾 = 10% or 𝛾 = 50%). The compared
methods include facial landmark detection methods, i.e., CFSS [38],
TCDCN [36], FAN [1], DSRN [19], FHR [26]; and facial landmark
tracking methods, i.e., SDM [33], TSCN [25], TSTN [17], STA [26],
and GAN [34]. Thesemethods are trained on fully annotated 300VW
dataset. Comparisons on tracking accuracy (NRMSE) and stability
are shown in Tables 4. Results of the compared methods are directly
copied from Yin et al. [34].

From Tables 4, when 𝛾 = 10% that only 10% training data are
labeled, the proposed framework outperforms most fully super-
vised learning method. This result demonstrates that the proposed
approach can achieve advanced performance even with a dramatic
label reduction. This is because our learning framework can capture
the intrinsic temporal and spatial patterns from unlabeled data, and
therefore reducing the requirement for labels significantly. When
𝛾 = 50%, the proposed approach outperforms all the compared
works. It outperforms GAN, which performs the best among the
compared methods on both accuracy and stability. From Table 4 ,
our framework brings an NRMSE decrease by 6.86%, 4.36%, 5.87%
and 0.99% on the 300VW S1, S2, S3 and the TF dataset, respectively.
With respective to stability, our framework also outperforms GAN
with a decrease of the stability metric by 21.35%, 10.71%, 24.73 and
5.08% on these testing datasets.

5 CONCLUSION
Facing the huge cost to obtain labeled training data for facial land-
mark tracking, we propose a newmethod combining self-supervised
and semi-supervised learning in a two-stage learning framework to
make thorough use of unlabeled video data. In the self-supervised
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Dataset SDM TSCN CFSS TCDCN FAN TSTN DSRN FHR FHR+STA GAN Ours
𝛾 = 10% 𝛾 = 50%

N S N S N S N S N S N S N S N S N S N S N S N S
300VW S1 7.41 - 12.54 - 7.68 - 7.66 - 5.58 - 5.36 - 5.33 - 4.82 2.67 4.21 1.58 3.50 0.89 4.12 1.12 3.34 0.70
300VW S2 6.18 - 7.25 - 6.42 - 6.77 - 4.87 - 4.51 - 4.92 - 4.23 1.77 4.02 1.09 3.67 0.84 4.07 0.96 3.51 0.75
300VW S3 13.04 - 13.13 - 13.67 - 14.98 - 7.75 - 12.84 - 8.85 - 7.09 4.43 5.64 2.62 4.43 1.82 4.98 2.13 4.33 1.37

TF 4.01 - - - 2.36 - - - 2.31 - 2.13 - - - 2.07 0.97 2.10 0.69 2.03 0.59 2.11 0.64 2.01 0.58
Table 4: Comparison on the average NRMSE (N) and stability (S) performance between our framework and fully-supervised
leaning methods.

learning stage, supervised signals are self-produced from a facial
sequence and its shuffled sequence in a binary classification task.
In the semi-supervised learning stage, the tracker is trained by
consistency constraints on tracking results of a facial sequence and
its temporally inverse sequence as well as its disturbed sequence.
Experimental results on the 300VW and the TF dataset show the
superiority of the proposed framework over other semi-supervised
learning methods and fully supervised learning methods.
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