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Abstract
While the stock movement prediction has been intensively
studied, existing work suffers from weak generalization be-
cause of the uncertainty in both data and modeling. On one
hand, training a stock representation on stochastic stock data
in an end-to-end manner may lead to excessive modeling,
which involves the model uncertainty. On the other, the anal-
ysis of correlating stock data with its relevant factors involves
the data uncertainty. To simultaneously address such uncer-
tainty both from data and modeling perspectives, a fundamen-
tal yet challenging task is to learn a better stock representation
with less uncertainty by considering hierarchical couplings
from the macro-level to the sector-and micro-level. Accord-
ingly, we propose a copula-based contrastive predictive cod-
ing (Co-CPC) method. Co-CPC first models the dependence
between a certain stock sector and relevant macroeconomic
variables that are sequential and heterogeneous, e.g., macro-
variables are associated with different time intervals, scales
and distributions. Then, by involving a macro-sector context,
stock representations are learned in a self-supervised way that
can further be used for downstream tasks like stock move-
ment prediction. Extensive experiments on two typical stock
datasets verify the effectiveness of our Co-CPC method.

Introduction
Predicting stock price movement continuously attracts in-
terest in particular in advanced machine learning including
deep learning (Lin, Guo, and Aberer 2017; Cao 2020) How-
ever, the highly volatile and non-stationary nature of stock
markets often challenges the generalization of stock price
predictors. As shown in Figure 1(a), the training and vali-
dation loss scores of two models show different trends. Ob-
viously, a model with good generalization means its valida-
tion loss follows the decreasing trend of training loss like
of the Co-CPC model rather than the LSTM one with very
little decrease. The main reason behind it is that the encoder-
decoder-based model directly adopts the stochastic variables
as input and the back-propagation loss also consists of fu-
ture uncertain data. That means the encoder and decoder si-
multaneously depend on the uncertain data (we call it model
uncertainty), which may drag down the improvement from
training examples to unknown validation examples.
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(a) Co-CPC and LSTM (b) LSTM with varied inputs

Figure 1: The training and validation performance of two
models on stock movement prediction. Noted that the pre-
dictor structure of Co-CPC and LSTM are the same.

In addition, recent efforts are made on incorporating rel-
evant explicit and implicit financial indicators, e.g., trading
behaviors (Cao, Ou, and Yu 2012; Vo and Phan 2019), social
media data (Sun et al. 2017; Ding et al. 2016), and other fi-
nancial indicators or markets (Gao et al. 2016; Cao, Hu, and
Cao 2015), to model their influence on stock price move-
ment. To some extent, these additional indicators can be seen
as an attempt to mitigate the randomness of stock prices at
the micro-level from the data perspective. While the mitiga-
tion of uncertainty both from data (i.e., further consider the
macro-level) and model perspectives has not been studied.

From the data perspective, although the micro-level indi-
cators are more relevant to the fluctuation of stock prices
thanks to their fast updating speed, it tends to capture the
short-term and local influence relationships, which is an
advantage but can also suffer from overlooking the par-
tial relevance. To deal with that, it is necessary to con-
sider the effect both from micro-level and macro-level as-
pects. In economics, fundamental macroeconomic variables
such as exchange rate, interest rate, industrial production
and inflation are believed to be associated with or influence
stock prices (Adam and Tweneboah 2008; Beber and Brandt
2008). Although economic studies have empirically shown
the necessity to consider macro-data like macroeconomic in-
dicators in stock price movement (Chen 2009), much less
work has been on automatically modeling the complicated
couplings between the indicators and stocks (Cao 2015; Cao,
Hu, and Cao 2015). Intuitively, we can directly stitch macro-
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Figure 2: Some macro-factors to show their varied charac-
teristics (i.e., time intervals, scales and distributions). The
abbreviation of macro-factors could refer to the section on
Experiments for more details.

variables as features with micro-ones to predictors, the re-
sults are also shown in Figure 1(b). Even if macro-level vari-
ables are further considered, the prediction performance of
the direct splicing method is not significant because of its
relatively limited ability of modeling the macro-micro vari-
able couplings (Cao 2020) (named data uncertainty).

However, alleviating the uncertainty issues in both data
and modeling of stock movement is a non-trivial task ow-
ing to multifaceted data characteristics and corresponding
modeling challenges. First, as shown in Figure 2, multiple
macroeconomic indicators are heterogeneous and unaligned,
each may be acquired at a specific time interval (e.g., daily,
weekly or monthly), have distinct stylized fact, hold varied
distributions, and evolve over time at the macro-level. Sec-
ond, macroeconomic variables (macro-level) and stock price
series (micro-level) are generally sequential but unaligned
with each other in terms of their values, granularities, inter-
vals and distributions, etc. Last but not least, the better pre-
diction performance requires to separate the learning pro-
cess of encoder and decoder modules because the encoder
directly learned based on the prediction loss fails to learn a
better stock representation for the decoder (predictor).

Motivated by the above challenges and gaps, this pa-
per aims to enhance the performance of modeling stock
price movement by mitigating both data and modeling un-
certainty. We consider the following settings to address the
aforementioned data characteristics and model challenges:
1) modeling the couplings between heterogeneous macroe-
conomic factors by considering their respective data charac-
teristics; 2) modeling the connection and influence of macro-
factors with stock movement; and 3) representing stock
states in a self-supervised way to avoid interference with
random data when back-propagating to the encoder.

Accordingly, this paper introduces an unsupervised
Copula-enhanced Contrastive Predictive Coding (Co-CPC)
model to represent the couplings and influence between het-
erogeneous macroeconomic variables and stocks and to fur-
ther estimate price movement. Specifically, simply applying
copula to model the dependence cannot handle the misalign-
ment and heterogeneity between variables and their sequen-
tial dynamics. Instead, we introduce a deep model into cop-
ula to model the couplings and influence between macro and

micro variables, which preserves the respective characteris-
tics of these variables and depresses the noise caused by their
misalignment. On the basis of learned relations and influ-
ence, the macro-context of stocks is learned by our designed
gating module. To uncover the impact of macro-variables
and build a generalized stock representation with less un-
certainty, we then apply the CPC (Oord, Li, and Vinyals
2018) method to mitigate the model uncertainty of the self-
supervised learning.

Our work represents a new attempt of integrating cop-
ula with deep learning to couple macro and micro variables
while handling their heterogeneities, interactions and influ-
ence. It also provides a new view on dealing with the data
uncertainty of stock price movement task. Besides, in order
to avoid the interference of random data to model learning,
we try to learn a better encoder function through designing
a distinct task from the target task. The experiments on two
widely-used datasets evaluate the performance of our Co-
CPC model.

Related Work
There are some classic methods focus on modeling correla-
tion among multiple variables or time series. These meth-
ods include hypothesis test, multivariate analysis (Ibrahim
1999; Leontjeva and Kuzovkin 2016; Stefani et al. 2019),
dependence learning such as copula-based high-dimensional
dependence modeling (Choroś, Ibragimov, and Permiakova
2010), and transitional models such as coupled hidden
Markov models (Cao, Ou, and Yu 2012; Chatigny et al.
2018). However, these methods are incapable of modeling
the aforementioned heterogeneous and complex characteris-
tics, let alone various macro-micro interactions (Cao 2020).

Generally, more and more deep models are used for time
series prediction task, such as recurrent neural networks like
LSTM (Nti, Adekoya, and Weyori 2019) and convolution
neural network (CNN) based method like TCN (Bai, Kolter,
and Koltun 2018), which are evidenced beneficial for cap-
turing effective historical information of single time series.
As we know that multiple time series are inherently tem-
porally related in reality, independently modeling the prop-
erty of each time series would lose some information about
cross temporal coupling. Actually, Qin et al. (2017) propose
a dual-stage attention based RNN method to select relevant
driving series to make prediction by considering the effect
of other time series via attention mechanism but it requires
that all time series be aligned and homogeneous.

Recent researchers already made good attempts on stock
movement forecasting. Some fundamental analysis related
work focuses on exploring additional factors except stock
price features. For instance, Xu et al. (2018) incorporate sig-
nals from social media, using public opinions to assist in
digging the future fluctuation of stocks. What’s more, Zhang
et al. (2018) further consider the impact of news events on
investment decisions. Specifically, they adopt coupled ma-
trix and tensor factorization to expose the correlation among
stocks. In a nutshell, such kind of works can be seen as eas-
ing the uncertainty issue in stock forecasting from a data
point of view.



From the model aspect, most of the studies assume that
the stock price is stationary but neglect the uncertainty that
its random nature brings to the model. StockNet (Xu and
Cohen 2018) and Adv-ALSTM (Feng et al. 2019) are excep-
tion which tackle such uncertainty from model perspective.
StockNet applies VAE to encode the inputs into a latent dis-
tribution then enforce samples from it to be decoded with the
same prediction. While Adv-ALSTM leverages adversarial
training with attention based LSTM method to improve the
model generalization. These two models are similar in mit-
igating the uncertainty by adding stochastic perturbation to
the encoders. Different from them, our model tackles the un-
certainty both from data and modeling perspectives respec-
tively reflected on the incorporated macro-micro couplings
and self-supervised representation model.

Preliminary
Problem Definition
Given m macroeconomic indicator series, i.e., Q =
(q1,q2, ...,qm), where each indicator has its own time inter-
val τ (as shown in Figure 2), hence for heterogeneous mul-
tiple time series, we represent the i-th indicator of length Ti
as qi = [qi,1, ..., qi,tτ , ..., qi,Ti ].

Typically, given the previous target micro (stock) time se-
ries y = [y1, y2, ..., yT ] and its D-dimension features (e.g.,
open, high, low, close prices), i.e., X = [x1,x2, ...,xT ] ∈
RD×T , as well as m macro-indicator series Q, our aim is
to learn an encoder function genc to represent stock well,
further for subsequent forecasting services:

genc = F (Q≤T ,y≤T ,X≤T )

ŷT+1, ..., ŷT+k = gdec(genc(xT+1, ...,xT+k))
(1)

where F (·) is a model to learn encoder function, then a pre-
dictor (decoder function gdec) is applied to forecast. Our
model follows encoder-decoder framework but each part
are trained separately. Especially, the encoder function are
learned without based on specific stock future labels, for
mitigating the disturbation of future stochastic data.

Copula
An n-dimensional Copula function C : [0, 1]n → [0, 1], is
a joint cumulative distribution function (CDF) of a set of
marginally random variables u = (u1, ..., un). Sklar’s the-
orem (Sklar 1973) provides the theoretical foundation for
copulas, which states that every multivariate CDF could be
decomposed into its marginals Fi and a unique copula C:

F (u) = C(F1(u1), ..., Fn(un)) (2)
There are two main reasons why we apply copula in our

framework. First, the decomposition way allows us to sepa-
rately estimate the univariate marginal distributions and the
dependence structure. Hence, we can extend copula methods
to learn the marginal distributions when information is miss-
ing and misaligned. Second, the copula is invariant to the
univariate marginal distributions, that means the dependence
structure is unchanged if we apply strict increasing transfor-
mations to the variables. This trait allows us to learn sta-
ble associative relationships even when variables are trans-
formed into latent space.

In a nutshell, a copula characterizes the association within
the latent random vector in the normalized space, decoupled
from the possibly complex marginal-specific distributions.

Methodology
The core of Co-CPC model is to alleviate the uncertainty of
micro changes from two perspectives. On the one hand, from
the data uncertainty view, we use the relationship between
macro-variables and stock sectors to guide the general trend
of stocks in the follow-up. On the other hand, by designing
a self-supervised task with fusing the macro-sector context,
it is beneficial to explore the unique inner nature of micro
time series from the model uncertainty view. Therefore, the
whole macro-sector-micro framework is naturally divided
into two parts, i.e., learning macro-context coupled with a
specific stock sector (Figure 3), and representing stocks un-
der macro-sector context in a self-supervised way (Figure 4).

Macro-sector Context Learning
Pipeline To explore how macro-factors affect future stock
movement, we first use the stock sector as a medium to
model the macro-micro coupling relation and then gener-
ate the macro-sector context representation for a stock. As
shown in Figure 3, to deal with the heterogeneity and mis-
alignment among variables, each observation sequence is
mapped to a hidden space to learn its marginal distribution.
Then a copula function gathers them together to learn a joint
distribution with coefficient matrix R. By considering such
a relation, a macro-sector context for specific stock could be
generated by a gating function.

In particular, a stock’s price usually exhibits similar fluc-
tuation trends as its stock sector. Compared with a single
stock, the impact of macro-factors on a certain stock sec-
tor is more stable and easy to capture. As illustrated before,
copula is quite suitable for modeling the nexus between het-
erogeneous macroeconomic variables and one specific stock
sector. A common modeling choice for C is to use the Gaus-
sian copula, given m sequential macro-variables q1, ...,qm
and a sequential stock sector variables q0, it is defined as:

C(·) = ΦR(Φ−1(F0(q0)), ...,Φ−1(Fm(qm))) (3)

Here, stock sector series is the average daily adjusted
close price of the stocks belonging to this sector. The sym-
bol Φ−1(·) is the inverse cumulative distribution function
of a standard normal and ΦR(·) is the joint cumulative
distribution function of a multivariate normal distribution
parametrized with mean vector zero and covariance matrix
R ∈ R(m+1)×(m+1). In brief, the dependence structure of
these indicators is reflected in a Gaussian distribution.

Existing estimation methods for learning copula func-
tion (Choroś, Ibragimov, and Permiakova 2010), like para-
metric and semi-parametric estimation methods, require that
the observation data is aligned on each sample. Since we in-
volve unaligned variables where each variable qi is observed
in different time interval, resulting in different sequential
lengths for variables. In addition, as multiple time series are
not only time-varying but also heterogeneous, simply fill-
ing the missing value with the value of the last moment or
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Figure 3: The framework of macro-sector context learning.

others would introduce noise, we thus cannot use the ex-
isting marginal estimation models. Instead, to preserve their
own characteristics and relieve the noise caused by misalign-
ment, we estimate marginal distribution F̂i(qi;βi) for i-th
variable by learning its parameter βi.

Marginal distribution learning in Multi-grain way. For
time series variables, it is natural to learn the distribution
parameters according to their cumulative states. While one
may obtain the present representation by involving previous
states with an RNN, we adopt a multi-grain way to learn
their states with distinct time spans, for exploring the in-
teraction of macro-indicators of varied granularities in the
whole macro-context. Specifically, our model takes the form
of a non-linear, deterministic state space model whose state
hτi,t ∈ Rdh×1 evolves independently for each time series qi
according to transition dynamics ϕτ :

hτi,t = ϕτ (hτi,t−1, qi,tτ ,pt; θh), i = 0, 1, ...,m

pt = Lookup(κ(t))
(4)

where the input of transition dynamics ϕτ contains the se-
quential variables and their specific time, which the value
of day of week and day of year (denoted by κ(t)) are
embedded in a lookup way. The transition dynamics are
parametrized by a multi-grained LSTM with θh. The multi-
grain way means that time series with the same time interval
τ share the same parameters θh. For example, weekly vari-
ables (τ = 7) share the same parameters and the last time
step state hτi,t−1 comes from 7 days ago.

Without loss of generality, we assume these observations
satisfy Gaussian distribution (Salinas et al. 2019) whose
mean and variance are derived from state hτi,t, which is con-
ductive to preserve their own specialty. It is formulated as:

µi,t = w>µ h
τ
i,t

σi,t = w>σ h
τ
i,t

(5)

where wµ,wσ ∈ Rdh×1 are parameters. Note that the dis-
tribution of each time series only depends on their own state
hτi,t, but the parameters are tied cross other time series,
which benefits for subsequent joint distribution learning.

Learning the Macro-sector Context. Based on the
learned marginal distribution F̂ of each time series with pa-
rameter β = {θh,wµ,wσ}, we can calculate their corre-
lation in terms of Eq. (3). Specifically, we first compute the
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Figure 4: The framework of stock representation learning.

rank of each variable in their sequence as q̃i,t, transform each
variable based on the learned marginal distribution and in-
verse CDF of a standard normal distribution Φ−1, where the
transformed i-th time series denoted as:

ui = [Φ−1(F̂i(q̃i,1;βi)), ...,Φ
−1(F̂i(q̃i,tτ ;βi)), ...] (6)

Then, the loss for learning covariance matrix R in Eq. (3)
can be written as the MLE form. As the estimated CDF is
differentiable, the loss can be learned by stochastic gradient
decent-based method:

LC = −
m∑
i=0

{
log ΦR(u0, ...,um) +

∑
t

log f̂i(q̃i,t)
}

(7)

f̂i(·) is the probability density function (PDF) of F̂i. Dur-
ing training, the function ΦR(·) requires to compute the in-
verse of R, which would cause the numerical instability is-
sue as it may be initialized in an ill-conditioned state. Own-
ing to the Cholesky decomposition, the coefficient matrix
can be decomposed as R = LL>, L is the Cholesky lower-
triangle matrix. Here we use an empirical guardrail (Wen
and Torkkola 2019) to enforce a stable parameterization of
R: obtain the diagonal and off-diagonal elements of a raw L
separately; then apply a sigmoid transform on diagonal ele-
ments and plus vector one to make sure values in diagonal
are greater than 1; put a tanh(·) activation on off-diagnonal;
divide each row of the raw L by the raw l-2 norm; finally,
the learned correlation matrix LL> is stable.

By optimizing LC , the coefficients R among macro-
factors and specific stock sector is learned. However, how
both of the macroeconomic factors and the stock sector play
a role on a specific stock is still unknown. For this reason,
we design a gating function ggat to integrate various factors
and form the specific macro-sector context, which consists
of a linear layer and a sigmoid function:

α = ggat(R) = Sigmoid(wRR + bR) (8)

Here wR,bR,α ∈ R1×(m+1) have the same dimension.
The specific macro-sector context embedding at time t de-
noted as eqt , is derived from state embedding hτi,t.

eqt =

m∑
i=0

αih
τ
i,t (9)

Please note that α depends on coefficients but is opti-
mized and back-propagated mainly from stock-level infor-
mation, hence we adopt the gating function to integrate the
context instead of the direct coefficient matrix R.



Stock Representation Learning
Pipeline For embedding robust stock representations, we
connect the relevant macro-sector context eqt to future stock
states zt+1, which macro-sector-micro framework forms. As
in Figure 4, to capture such interaction and further train the
encoder for stock representation, by shuffling future states
and identify them as positive and negative samples, it could
be transformed into predicting whether there is a connection
between them. Since it is trained on observation data, this
unsupervised architecture can express the stock embedding
more accurately on the updated encoder genc.

Our primary goal is to learn a high-level stock repre-
sentation from a macro and micro (stock)-coupled environ-
ment with low-level noises. Using labeled data for back-
propagation may introduce some noise because labels con-
tain less information, instead we adopt an unsupervised way
to learn stock embedding. As explained in the Introduction,
as the impact of macro-factors is reflected on future stock
state, there is a connection between the historical context
information and future stock state, and more contextual in-
formation is beneficial for time series forecasting (Wiskott
and Sejnowski 2002), we thus calculate the mutual informa-
tion I(x; e) between future stock state x and present context
information e based on CPC method as below to model the
relationship between context information and future state:

I(x; e) =
∑
x,e

p(x, e) log
p(x|e)

p(x)
(10)

The context information in the CPC model is also called
‘slow feature’ (e.g., phonemes and intonation in speech, or
the story line in books). In our task, the ‘slow feature’ is in-
carnated as not only micro (stock context) but also macro
and sector (macro-sector context) perspectives. By maxi-
mizing the mutual information I(x; e), the impact of the
current context on future specific stock state is well simu-
lated. Specifically, the current macro-sector-micro context is
formulated by an MLP after concatenating them together:

et = MLP([eqt , e
x
t ]) (11)

Since the macro-sector context is varied when refer to dif-
ferent stock sector, we just focus on the specific one corre-
sponding with the target stock. Here t is the demarcation
point between past and future. It is randomly generated so
that it can express historical information at different time
windows, which also makes the model more general.

As shown in Figure 4, to learn the micro-level context
ext , we first adopt a nonlinear encoder genc to map the in-
put sequence of observed features xt to a sequence of la-
tent representations zt = genc(xt). Next, an auto-regressive
model (e.g., the GRUs method) gar summarizes all z≤t in
the latent space to produce a stock context representation
ext = gar(z≤t), where ext ∈ R1×dx .

Similar to the CPC method, we do not predict fu-
ture observations xt+k directly with a generative model
pk(xt+k|et), instead, we model a density ratio which pre-
serves the mutual information between xt+k and et as:

fk(xt+k, et) ∝
p(xt+k|et)
p(xt+k)

(12)

where ∝ means ‘proportional to’. We simply adopt a log-
bilinear model as density ratio function fk:

fk(xt+k, et) = exp (z>t+kWket) (13)
The linear transformation Wket can be used for the pre-

diction with a different Wk for every time step k. (Oord,
Li, and Vinyals 2018) recommends that either of zt and et
could be used as the representation for downstream task. In
our experiments, we prefer to use the learned encoder genc
to embed stocks for stock movement prediction.

In simple terms, the Eq. (13) is to calculate the probabil-
ity of connection between present context et and ‘proposal’
future state zt+k exists. Here future sample xt+k is shuffled
and identified as a positive or negative sample. For example,
if xt+k is not come from the same stock as previous state xt,
then it is labeled as a negative sample (the dashed green one
in Figure 4), otherwise as positive sample (red one). Hence,
fk(·) calculates the probability that decides whether the fu-
ture state at t+k step is the same as the previous time series
states. In this way, it can distinguish a future stock state that
is inconsistent with the previous context. In other words, it
can find the internal connection of the stock itself.

The loss function in CPC is based on noise contrastive es-
timation (NCE) technique (Gutmann and Hyvärinen 2010).
Given a batch stocks X = {X1, ...,Xn} and each stock fea-
ture sequence Xj = [xj,1, ...,xj,T ]. These n random sam-
ples contain positive samples from p(xt+k|et) and negative
samples from the ‘proposal’ distribution p(xt+k) (which
shuffled in the same batch), the loss function is:

LN = −EX

[
log

fk(xt+k, et)∑
xj∈X fk(xj , et)

]
(14)

Since the parameters in the first part also feed forward to
stock representation learning, by integrating with the loss of
copula-based model in Eq. (7), our total objective function
for stock representation learning is to minimize:

L =
1

2γ21
LC +

1

2γ22
LN + log γ1γ2 (15)

here γ1 and γ2 are parameters used to balance two
losses (Kendall, Gal, and Cipolla 2018), the final loss could
be learned based on SGD-based algorithms.

Prediction
For predicting stock movement, we first apply the encoder
to map stock features into a generalized embedding space,
then the decoder part could be any prediction model, e.g.,
LSTM, Attention-based LSTM, etc. In our experiment, we
simply adopt LSTM as prediction model for verifying the
general capability of the above stock representation.

Experiments
Experimental Settings
Datasets. We evaluate our model on two benchmarks
for stock movement prediction: ACL18 (Xu and Cohen
2018) and KDD17 (Zhang, Aggarwal, and Qi 2017), the
macroeconomic variables are from FRED (Federal Reserve
Economic Data)1. ACL18 contains 88 high-trade-volume-

1https://fred.stlouisfed.org/



stocks in NASDAQ, the features include stock prices and
aligned Twitter text from 2014 to 2016. KDD17 contains
50 stocks on yahoo.com from 2007 to 2016. As these two
datasets are originally collected for stock price prediction
rather than movements, we process the dataset similar to the
original way 2 but not list here for brevity.

Refer to (Chen 2009), the macroeconomic variables in
our experiment contain the 3-Month Treasury Bill Rate
(TB3-daily, TB3W-weekly and TB3M-monthly), the 5-Year
Treasury Constant Maturity Rate (DGS5-daily), the 10-Year
Treasury Constant Maturity Rate (DGS10-daily), money
stocks (M1 and M2 in weekly), aggregate output (industrial
production in monthly, i.e., INDPRO), unemployment rates
(UNRATE-monthly), nominal effective exchange rates (ER-
monthly), federal funds rates (FFR-daily), the federal gov-
ernment debts (FGDS-quarterly), and inflation rates (con-
sumer prices annually, i.e., CPI).

Baselines. We choose the following methods for compar-
ison, the detailed settings for implementing ALSTM and
Adv-ALSTM are the same as in (Feng et al. 2019), while
the results of StockNet is copied from the origin paper.

• StockNet (Xu and Cohen 2018) applies a Variational Au-
toencoder (VAE) architecture to encode the stock input
(includes historical prices and tweets) and decode stock
movements with designed temporal attention.

• LSTM (Hochreiter and Schmidhuber 1997) is a widely
used neural network for sequential prediction task, we im-
plement it with an LSTM module and additional two lin-
ear layers and a sigmoid activation function for output.
Noted that it is adopted as prediction in our model.

• ALSTM unites attention mechanism in LSTM-based re-
current neural network for consider information from
different time-steps, here we follow the detailed setting
in (Feng et al. 2019).

• Adv-ALSTM (Feng et al. 2019) introduces adversarial
training into ALSTM for improving the generalization of
a prediction model by adding adversarial perturbation of
features on clean samples.

• CPC integrates the original CPC framework and our
LSTM prediction part, i.e., excluding the copula part, it
is optimized by the LN loss and just involves stock con-
text ext as the present context.

Evaluation Metrics. Following the previous work for
stock movement prediction (Ding et al. 2016), we adopt the
standard measure of accuracy (Acc.) and Matthews Correla-
tion Coefficient (MCC) as evaluation metrics, the higher of
these two metrics the better of performance.

Parameter Settings. Our Co-CPC model is implemented
with Pytorch, optimizes Eq. (15) by Adam and optimizes
the prediction part by Adagrad with a batch size of 32. We
use a 20-day lag window for sample construction to learn
historical context. The embedding size of stock context and
macro context are set at 64 for controlling memory costs
and make training feasible in a single GPU. In the second
part, we simply apply the GRU module in Pytorch as the

2https://github.com/yumoxu/stocknet-dataset

Method ACL18 KDD17
Acc. MCC Acc. MCC

StockNet 54.96 0.00165 51.93 0.0335
LSTM 53.18 0.0674 51.62 0.0183

ALSTM 54.90 0.1403 51.94 0.0261
Adv-ALSTM 57.20 0.1483 53.05 0.0523

CPC 58.14 0.1631 54.47 0.0746
Co-CPC 58.90 0.1771 58.81 0.1643
StockNet 58.23 0.0808 - -

LSTM 56.82 0.1375 - -
CPC 59.11 0.1817 - -

Co-CPC 61.62 0.2316 - -

Table 1: Performance comparison on two datasets.

auto-regression, and the weight is initialized with kaiming
normal (He et al. 2018). As for the encoder, it consists of
a linear layer with a ReLU activation function. Because of
page limitations, more specific implementations can refer to
our code page 3.

Experimental Results
Short-term Prediction Performance. To demonstrate the
Co-CPC effectiveness, we compare it with the above base-
lines in Table 1. Since the stock feature in ACL18 dataset
contains additional tweet information, we compare the re-
sult in two aspects, which the upper part only consider stock
prices, while the lower part both consider prices and tweet
features. From the table, we have following observations:
• Co-CPC achieves the best results in all the cases specif-

ically compared with the CPC, which explains that the
stock price fluctuations is partially due to the released
macro factors. What’s more, it indicates the coupled three
level relationship (macro-sector-micro) can be well cap-
tured by our design.

• Compare the results upper and lower parts in terms of
price only and extra tweet information added situation,
the improvement illustrates the tweet text contains much
more potential factors for stock movement. In addition,
although the processing way about tweet is the same
as StockNet, Co-CPC still outperforms them. This may
be because StockNet and LSTM use label information
for back-propagation in learning stock hidden represen-
tation, while Co-CPC does not use any labels in back-
propagation but predict the true or false of stock states
at future moment which makes the generalization of the
stock representation better.

• Among the baselines, ALSTM outperforms LSTM re-
flecting the impact of attention mechanism. Although
our prediction is based on LSTM, the good performance
verifies the superiority of our model. Besides, the Adv-
ALSTM outperforms ALSTM because it can better cap-
ture the existence of uncertainty in stock prices. To com-
pare with Adv-ALSTM, the better performance of Co-
CPC reflects that it further reduces the uncertainty by cou-

3https://github.com/goiter/CoCPC



Method ACL18 KDD17
Acc. MCC Acc. MCC

CPC 59.11 0.1817 54.47 0.0746
Co-CPC(monthly) 59.54 0.1892 56.94 0.1201
Co-CPC(weekly) 59.76 0.1960 57.02 0.1221
Co-CPC(daily) 60.03 0.2006 56.63 0.1142

Table 2: Performance comparison when consider macro-
factors with various time intervals. The results of ACL18
dataset here are based on both prices and tweets features.

pling macro-factors, sector features and stock prices, as
well as learning the stock representation.
Macro-variable Impact Analysis. We now investigate

the impacts of macro-factors on stock movement prediction
from two perspectives. To be more specific, we implement
some variances of our model as shown in Table 2. The re-
sults of CPC reflect the situation without considering macro-
factors, the other methods are Co-CPC with only consid-
ering macro-factors of specific time intervals. The gap be-
tween CPC and the other three methods reflects the role of
macro-factors and the efficiency of our macro-sector-micro
coupled design for stock movement prediction. Comparing
with two datasets, it seems that stocks in NASDAQ (ACL18
dataset) are more vulnerable to daily macro factors (e.g.,
Treasury Bill Rate), while stocks from the yahoo website
(KDD17 dataset) are more likely to be affected by weekly
macro factors (e.g., M1 and M2 money stock).

Figure 5: The impact degree of macro indicators.

Further, we record the weights (Eq. (8)) in the 10 epochs
of stock representation learning on ACL18 to see how
distinct macro-factors affect the training. By normalizing
the gating value α, we draw the varied impact degree in
Figure 5. From the comparison of each column, the top
five most influential factors include the daily (e.g., FFR,
DGS10), monthly (e.g., INDPRO) and annually (e.g., CPI)
macro-factors. It shows that stock movement is not only re-
lated to recently released indicators but also to indicators
with a large span. From the comparison of each row, the
weights change under different epochs are relatively slight,
reflecting the stability of the learned macro-sector context in
the face of various unknown data.

(a) 1-th strategy (b) 2-th strategy

Figure 6: Cumulative return simulation on two strategies.

Long-term Prediction Performance. In addition, to val-
idate our learned stock representation can also be benefit for
long-term prediction, we conduct an experiment on forecast-
ing the stock movement in the next 10 days and simulate its
cumulative return (Liu et al. 2020) for a more intuitive com-
parison. Two kinds of investment strategies are applied for
validating the performance more comprehensively.

Simply, the first investment strategy is to select all the
stocks with positive return per day. As shown in Figure 6(a),
the market result here is to hold all the stocks for indicating
the overall market trend, while the best result is based on the
true positive return which represents the perfect situation.
Since the baselines in Table 1 adopt specific predictor and
just focus on next moment prediction, here we just compare
with limited methods. Although our Co-CPC method could
not achieve the best revenue, at least it beats others when the
entire economic market downturn (the blue dash line).

The second investment strategy is based on the estimated
scores, whose values equal to the probability to have a rising
trend minus the probability to have a declining trend. Then
the straightforward portfolio contains top-K stocks with the
highest scores and positive returns in the next trading day.
Generally, investors always choose multiple stocks to avoid
risks, so we compare the results with different K in Fig-
ure 6(b). It can be seen that no matter which K sets, our Co-
CPC performs better than LSTM. Besides, the more stocks
chose, the more revenue Co-CPC obtains than LSTM.

Conclusion
On the purpose of alleviating data and modeling uncer-
tainty in stock movement prediction, we propose a Co-CPC
model to represent stocks more robustly. Specifically, un-
der the designed macro-sector-micro framework, heteroge-
neous macroeconomic variables are reasonably considered
into the coupling relations between macro-level and sector-
level variables for easing the data uncertainty. Besides, in or-
der to learn a generalized stock representation for reducing
the modeling uncertainty, the macro-sector contexts are in-
tegrated with the micro-stock context and a self-supervised
task captures their couplings. The conducted experiments
validate the efficiency of our model in both short-term and
long-term stock movement prediction. Though we mainly
evaluate the performance on stock movement prediction, our
model is general and can be extended for other time series
forecasting tasks while taking complicated relations (i.e.,
cross-temporal couplings) between multiple time series.
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