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ABSTRACT
Representation learning of examination papers is the cornerstone of
the Examination Paper Analysis (EPA) in education area including
Paper Difficulty Prediction (PDR) and Finding Similar Papers (FSP).
Previous works mainly focus on the representation learning of each
test item, but few works notice the hierarchical document structure
in examination papers. To this end, in this paper, we propose a novel
Examination Organization Encoder (EOE) to learn a robust repre-
sentation of the examination paper with the hierarchical document
structure. Specifically, we first propose a syntax parser to recover
the hierarchical document structure and convert an examination
paper to an Examination Organization Tree (EOT), where the test
items are the leaf nodes and the internal nodes are summarization
of their child nodes. Then, we applied a two-layer GRU-based mod-
ule to obtain the representation of each leaf node. After that, we
design a subtree encoder module to aggregate the representation
of each leaf node, which is used to calculate an embedding for each
layer in the EOT. Finally, we feed all the layer embedding into an
output module, the process is over and we get the examination
paper representation that can be used for downstream tasks. Exten-
sive experiments on real-world data demonstrate the effectiveness
and interpretability of our method.
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Figure 1: An example of EOT. The left part is an examination
paper where the importance point is labeled along the side
of each test item. The right part is the hierarchical document
structure.

1 INTRODUCTION
Recent years have witnessed the booming of applications in educa-
tion area, where Examination Paper Analysis (EPA) attracts more
and more attention. EPA can help people well depict the features
of the examination paper such as Paper Difficulty Prediction (PDR).
Additionally, people can conduct Finding Similar Papers to perform
duplication detection. The fundamental issue of these applications
in EPA is the representation learning of the examination papers.

Some previous works focus on question representation, like[12].
However, as a pivot role in examination paper analysis, designing
a specific representation learning method for examination paper is
imminent but unexplored. Contemporary researches on representa-
tion learning for document mainly focus on document embedding
and semantics structural analysis. The works on document embed-
ding concentrate on utilizing deep learning methods to aggregate
the global representation from each unit (e.g., TextGCN [11], Tex-
tING [13]) and some recent works manage to introduce document
layout to embedding such as LayoutLM [9]. Meanwhile, someworks
conduct semantics analysis to enhance the document representa-
tion. For example, Ji et al. [3] apply a Rhetorical Structure Theory
(RST) [6] parser to measure importance of different parts in a doc-
ument. However, existing methods hardly notice the hierarchical
document structure in examination papers, which not only reveal
the relations between each test item but also indicate the locations
of test items.

Examination Organization Tree (EOT), a tree-like representation
of the examination paper, whose leaves are test items in the docu-
ment, and internal nodes are summarization of their child nodes.
Some previous works also use tree-like structure, such as [8]. In
fact, EOT shows the hierarchical document structure of the exami-
nation paper and furthermore implicitly indicates the importance of
different test items in the global representation of the examination

Short Research Paper III  SIGIR ’21, July 11–15, 2021, Virtual Event, Canada

2156

https://doi.org/10.1145/3404835.3463068
https://doi.org/10.1145/3404835.3463068


paper. As shown in Figure 1, this is a paper with EOT depth of 3,
item question 3.1 with 8 points is considered to be more important
than item question 3.2 with 7 points and item question 4 with 15
points is considered as more important than item question 1 with
10 points. We can easily find that the test items in the tail are con-
sidered to have higher importance. Thus, we have the conclusion
that exploiting the hierarchical document structure can help us to
determine the importance of each part of examination papers, and
furthermore improve the representation of the paper.

However, there are three challenges in exploiting the EOT in
the representation learning of examination papers. First, the hi-
erarchical document structure is implicit which results in EOT
can not be directly observed. Second, as there are two different
dimension information, i.e., semantics information from the con-
tent of test items and structural information from the hierarchical
document structure of the examination paper. How to combine
these two-dimension information is challenging. Third, although
EOT preserves the structure importance information, it is hard to
quantize the importance of each part.

To this end, we propose a novel Examination Organization En-
coder (EOE) to learn a robust representation of the examination pa-
per with the hierarchical document structure. Specifically, because
the hierarchical document structure is implicit, we first propose a
syntax parser to recover the structure and convert an examination
paper to an Examination Organization Tree (EOT), where the test
items are the leaf nodes and the internal nodes are summariza-
tion of their child nodes. Then, we applied a two-layer GRU-based
module to obtain the representation of each leaf node. After that,
to combine the two-dimension information, we design a subtree
encoder module to aggregate the representation of each leaf node,
which is used to calculate an embedding for each layer in the EOT.
Finally, we feed all the layer embedding into an output module to
get the examination paper representation, where the importance of
each part will be automatically learned. Because directly evaluate
the quality of the learned representation of the examination papers
is nontrivial, we adopt two classic EPA tasks (i.e., PDR and FSP) to
demonstrate the effectiveness and interpretability of our method.

2 EXAMINATION ORGANIZATION ENCODER
The processing flow of EOE framework could be divided into four
steps. We firstly extract the EOT from an examination paper by
applying a syntax parser on it, based on which we can encode every
part of the document, i.e., leaf nodes of an EOT. Then, we imple-
ment the subtree encoder to obtain representations for all internal
nodes in a recursive way. All layers except for the root layer are
subsequently encoded by the Layer Encoder module. Finally, we
combine all layer embeddings to acquire the Document Embed-
ding. The architecture of EOE is shown in Figure 2, where the four
modules denote the corresponding steps we mentioned above.

2.1 Paragraph Encoder Module
The first stage of our method is constructing the input part. By
applying a finite state machine based syntax parser we get the EOT
structure of an examination paper, to encoding the leaf node in it,
we propose the Paragraph Encoder module as shown in the blue
panel in Figure 2. We aim to get the paragraph embedding as leaf
nodes of the examination organization tree. In detail, all words

in an examination paper are embedded into a matrix x ∈ 𝑅𝑛𝑥×𝑑𝑥

by the Bag-of-Words algorithm, where each row of x denotes an
embedding of a word, 𝑛𝑥 is the number of words corpus, and 𝑑𝑥 is
the dimension of these embeddings. For paragraph 𝑖 , its embedding
vector p𝑖 is obtained as follows:

s𝑗 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐵𝑖𝐺𝑅𝑈 ( [x𝑘 ])), 𝑘 ∈ Φ𝑠𝑗 , (1)

p𝑖 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐵𝑖𝐺𝑅𝑈 ( [s𝑗 ])), 𝑗 ∈ Φ
𝑝

𝑖
, (2)

where Φ𝑝
𝑖
(Φ𝑠

𝑗
) indicates the set of id which contained in the para-

graph p𝑖 (sentence s𝑗 ). In a word, we compose two sub-networks
into a hierarchical structure, each level consists of a two-layer
bi-directional GRU and a MaxPooling layer. The lower-level sub-
network generates sentence representations and the higher-level
sub-network generates the paragraph representation, that is our
leaf node embedding.
2.2 Sub-tree Encoder Module
After the first step, the representation p𝑖 for each leaf node 𝑖 of our
Examination Organization Tree is prepared. We introduce the sub-
tree encoder next. As mentioned in the introduction section, all leaf
nodes would make up the children of corresponding internal nodes
according to the test paper’s structure. Note that the root does not
belong to internal nodes and there is leaf node that constructs inter-
nal node by only itself such as p1 and p5 in Figure 2(the aggregating
process in the origin panel of Figure 2 just denotes a kind of possible
situation). To get representations of internal nodes, we should run
a recursive process that starts from layer 𝑑 = 𝑑𝑒𝑝𝑡ℎ(𝐸𝑂𝑇 ) to the
first layer. Representation for an internal node can be obtained by
applying the following equation:

h𝑖 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐵𝑖𝐺𝑅𝑈 ( [h𝑗 ])), 𝑗 ∈ 𝐶ℎ𝑖𝑙𝑑𝑟𝑒𝑛(𝑖), (3)
where the updated state h𝑖 expresses the representation of node 𝑖 ,
and for every leaf node 𝑗 , its state h𝑗 = p𝑗 . With the state updated
to the root node, all the required presentations are obtained in this
process. We can easily find that an internal node’s representation
is only related to its children, so this encoder module models the
importance of a node via a sub-tree level.
2.3 Layer Encoder Module
In general, the problems at an equal structural level may reveal
similar importance. For instance, the scores of proving problems
would be almost the same in a test paper. On that note, our model
considers that the layer embedding is a crucial and necessary point
since the layer denotes the structural level in our EOE model. The
node representations that come from the sub-tree encoder are re-
garded as the inputs of our designed layer encoder module. Here
we firstly utilize BiGRU to encoder the order information into the
node representations in the same layer as follows:

ĥ𝑖𝑗 = 𝐵𝑖𝐺𝑅𝑈 (h𝑗 )


𝑖 𝑓 h𝑗 ∈ 𝐿𝑒𝑎𝑓 𝑁𝑜𝑑𝑒𝑠 𝑎𝑛𝑑 𝑑𝑒𝑝𝑡ℎ(h𝑗 ) ≤ 𝑖

𝑜𝑟

𝑖 𝑓 h𝑗 ∈ 𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑁𝑜𝑑𝑒𝑠 𝑎𝑛𝑑 𝑑𝑒𝑝𝑡ℎ(h𝑗 ) = 𝑖,

(4)
where ĥ𝑖

𝑗
denotes the processed state of the 𝑗-th node in the 𝑖-th

layer. Due to the various hard levels or importances of problems
in the same tree layer, we design an attention layer to evaluate the
contribution of each node, which is inspired by [10]. So the output
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Figure 2: The architecture of EOE

representation l𝑖 of our layer encoder module can be defined as:

u𝑖 𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑎 ĥ𝑖𝑗 +𝑏𝑎), 𝛼𝑖 𝑗 =
exp

(
u⊤
𝑖 𝑗
𝑢𝑤

)
∑

𝑗 exp
(
u⊤
𝑖 𝑗
𝑢𝑤

) , l𝑖 = ∑
𝑗

𝛼𝑖 𝑗 ĥ𝑖𝑗 . (5)

In the above equation, 𝛼𝑖 indicates the weight distribution of
each node in layer 𝑖 , 𝑢𝑤 is a context vector that can be seen as a
high-level representation of a fixed query “what is the informative
word” over the words. 𝑢𝑤 is initialed randomly and can be learned
automatically during the backward procedure.

2.4 Output Module
In our output module, we aim to aggregate all layer representations
to acquire the final document embedding. Similar to the last step, the
order information is also necessary to embed in the layer representa-
tions by BiGRUmodel, that is l̂𝑖 = 𝐵𝑖𝐺𝑅𝑈 (𝑙𝑖 ), 2 ≤ 𝑖 ≤ 𝑑𝑒𝑝𝑡ℎ(𝐸𝑂𝑇 )
for every layer except for the root. The focused degrees of differ-
ent layers are computed by the attention algorithm, since different
types of problems mean different weights in an exam. In detail, we
get the final document embedding D as follow:

ui = 𝑡𝑎𝑛ℎ(𝑊𝑑 l̂𝑖 + 𝑏𝑑 ), 𝛼𝑖 =
exp

(
u⊤
𝑖
𝑢𝑑

)∑
𝑖 exp

(
u⊤
𝑖
𝑢𝑑

) ,D =
∑
𝑖

𝛼𝑖 l̂𝑖 . (6)

That means our representation contains more reasonable and
crucial structural information, we would evaluate the efficiency of
our representation by using it to support downstream tasks. Our
EOE model is flexible for different downstream tasks with their
own loss functions (e.g., classification loss or ranking loss). For
instance, we could choose a state-of-the-art Finding Similar Papers
(FSP) model, and replace its paper representation part with EOE.
However, in this paper, the comparison between complicated task
models is not our focus. We adopt the basic and widely-used models
in evaluation tasks, which will better compare the representation
ability of different representation models.

3 EXPERIMENTS
In this section, we conduct extensive experiments with EOE on
two typical tasks on examination paper data to demonstrate the
effectiveness of our proposed method.

Table 1: The statistics of the dataset

Num. examination
paper

EOT
Depth

Avg. EOT
Depth

Avg. Questions
per paper

10000 3~4 3.12 18.84

3.1 Experimental Setup
3.1.1 Dataset. The dataset is collected from a widely-used online
learning system, which contains mathematical examination papers
of high school. We firstly apply a finite state machine based syntax
parser to extract the EOT, than we select papers with EOT depths
of 3 and 4 because only about 2.8% of papers have an EOT depth
greater than 5. After the data pre-processing process, we retained
10000 examination papers. Each paper is labeled with ten categories
of difficulty and there are 10,000 pairs of papers with similarity
label. Some important statistics are listed in Table 1. We randomly
partition the data into training/validating/testing sets with the ratio
as 60%/20%/20%.

3.1.2 Evaluation Tasks. We pick two typical downstream tasks
related with examination paper representation, namely: Finding
Similar Papers (FSP) [7] and Paper Difficulty Prediction (PDP) [2].

The main objective for FSP is to find similar examination papers
in large-scale online education systems. In the training process,
we choose cosine similarity function to measure the similarity of
two arbitrary examination papers, and then adopt the Hinge [1] as
loss function. Since this task can be seen as a ranking problem, we
adopt NDCG@N (Normalized Discounted Cumulative Gain), the
most widely-used metric, for model evaluation.

The second task, namely Paper Difficulty Prediction (PDP), aims
to estimate the difficulty of an examination paper. In the actual
implementation process, according to the difficulty of examination
papers, we manually divide all exam papers into ten categories and
formulate this problem as a multi-class classification task. In detail,
we connect the representation output of EOEwith a fully-connected
layer and adopt the cross entropy as loss function. After training, we
evaluate the performance using four widely-used metrics including
Accuracy (ACC), Precision, Recall, and F-1 score.
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Table 2: Performance of comparison methods on different tasks.

Method Paper Difficulty Prediction Finding Similar Papers
ACC Precision Recall F-1 score NDCG@5 NDCG@10 NDCG@15

Doc2Vec 0.5515 0.3832 0.3266 0.3526 0.2558 0.2053 0.1790
HiAttention 0.7850 0.4903 0.4263 0.4561 0.3352 0.3010 0.2782
TextGCN 0.7920 0.7525 0.3891 0.5130 – – –
RST-based 0.7892 0.6887 0.4320 0.5310 0.3438 0.3122 0.2923
EOE-LEM 0.7360 0.6258 0.3367 0.4367 0.3108 0.2882 0.2638
EOE-ST 0.7993 0.7928 0.4222 0.5509 0.3562 0.3179 0.2892
EOE 0.8034 0.7939 0.4228 0.5518 0.3722 0.3330 0.3165

3.1.3 Compared methods. We compare EOE with several docu-
ment representation methods. All these methods are able to gener-
ate examination paper representation, and then be applied to the
two evaluation tasks mentioned above. Specifically, these methods
are:

• Doc2Vec[5] refers to the traditional document representa-
tion method, which do not consider the structural informa-
tion in the document.

• HiAttention[10] adopts a 2-level, hierarchical attention
mechanism to measure importance of different parts in the
document and further get the representation.

• TextGCN[11] treats document as a node in the graph, and
turns the text classification problem to a node classification
one. Note that since we use the code provided by [11], we
only test TextGCN on the PDP task.

• RST-based recursive neural network[3] implements an
rst parser on a document to obtain the discourse structure,
which they used to improve document representation.

Then, to further validate the performance of each component in
our model, we also design some simplified variants, including:

• EOE-LEM removes the Layer Encoder Module (LEM) from
EOE, which ignores the role of leaf nodes in the whole docu-
ment representation learning.

• EOE-ST randomly removes sub-trees in EOT structure, which
to some extent erases the hierarchical structure.

3.1.4 Implementation Details. In EOE model, the embedding mod-
ules all output vectors of size 300. The size of the hidden layer is
set to 256. We use Adam optimizer [4] with an initial learning rate
of 0.001 and the batch size of our model is set to 32. For baseline
models, we use default parameter settings as in their original pa-
pers. All experiments are conducted on a cluster of Linux servers
with Tesla V100 GPUs.

3.2 Experimental Results
Overall Performance. The comparison results on both two tasks
with four different models including EOE are shown in Table 2.
There are several observations. First, EOE consistently achieve the
best performance on almost all metrics, which demonstrates EOE
can effectively capture the EOT structure and apply it to examina-
tion paper representation. Second, we can see EOE outperforms its
two variants, i.e., EOE-LEM and EOE-ST, which proves the effect
of leaf nodes and the whole EOT structure in examination paper
representation respectively.

Visualization Analysis. As is mentioned in Section 1, in an ex-
amination paper, the test items in the tail, usually the finale question

0 1 2 3 4 5 6

0.113 0.109 0.121 0.141 0.167 0.175 0.173
0.150.200.250.30

Figure 3: Visualizations of the attention scores in Layer En-
coder Module

in an examination paper, are considered to have higher importance.
In EOE architecture, we utilize attention mechanism in Layer En-
coder Module to calculate the weights of leaf nodes or sub-trees,
which reflects the influence extent on the whole examination paper
representation. Figure 3 shows the visualization of the attention
scores in Layer Encoder Module, and it is clear that more attention
has been paid to the tail of this module. This finding is consistent
with the research conclusion in education field, which demonstrate
the effectiveness and rationality of our proposed method.

Discussion. There are some future directions. For one thing,
although EOE can effectively capture the structural and semantic
relations in text, it omits the heterogeneous data in examination
paper data, e.g., images, which also plays an import role in math-
ematical examination papers. To tackle this issue, we may need a
unified modeling architecture to learn heterogeneous representa-
tion. For another, we will consider relating EOEmodel with external
knowledge graphs in education field, which may help enhance the
representation ability of our method. We hope this work could lead
to more future studies.
4 CONCLUSION
In this paper, we propose a novel Examination Organization En-
coder (EOE) to learn a robust representation of the examination
paper with the hierarchical document structure. Specifically, we
first propose a syntax parser to convert an examination paper to an
Examination Organization Tree (EOT), where the test items are the
leaf nodes and the internal nodes are summarization of their child
nodes. Then, through the attention layer, we catch the contribution
distribution of various internal nodes and layers to get the exami-
nation paper representation with sufficient structural information.
With extensive experiments on two typical downstream tasks in ed-
ucation, i.e., Finding Similar Papers and Paper Difficulty Prediction,
we proved the strong representation ability of our method.
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