Q: Explain what is meant by (distribution) transparency, and give examples of different types of transparency.

Q: What is the difference between a multiprocessor and a multicomputer?
Q: Consider the wait-die algorithm in distributed deadlock prevention, when the young process holds resource, how to deal with the old process which wants resources? As for wound-wait algorithm, what happens?

Q: What is the difference between a distributed operating system and a network operating system?
Q: Explain how microkernels can be used to organize an operating system in a client-server fashion.
Q: Explain the principal operation of a page-based distributed shared memory system.

Q: Describe how connectionless communication between a client and a server proceeds when using sockets.
Q: How could you guarantee a maximum end-to-end delay when a collection of computers is organized in a (logical or physical) ring?
Q: Consider communication protocols, such as Ethernet, Token ring, and TDMA, which one can not be adopted as real-time system?
Q: In Fig. 2-39, we show a detailed example about CBCAST in ISIS, which processes should accept the message? Which processes should reject the message?
Q: Ricart and Agrawala’s algorithm has the problem that if a process has crashed and does not reply to a request from another process to enter a critical region, the lack of response will be interpreted as denial of permission. We suggested that all requests be answered immediately, to make it easy to detect crashed processes. Are there any circumstances where even this method is insufﬁcient? Discuss.
Q: With timestamp ordering in distributed transactions, suppose a write operation write(T1,x) can be passed to the data manager, because the only, possibly conﬂicting operation write(T2,x) had a lower timestamp. Why would it make sense to let the scheduler postpone passing write(T1,x) until transaction T2 ﬁnishes?
Q:  Please give the detail about two methods commonly used to implement transactions.
Q: Considering files sharing, if the system enforces an absolute time ordering on all operations and always returns the most recent value, which semantic model is implemented? If file is only updated after this file is closed, which semantic model is implemented?  To solve the cache consistency problem, which algorithm is adopted in NFS?
Q: Considering ring algorithm in ELECTION, we have two ELECTION messages circulating simultaneously. While it does no harm to have two of them, it would be more elegant if one could be killed off. Devise an algorithm for doing this without affecting the operation of the basic election algorithm.
Q: A multiprocessor has a single bus. Is it possible to implement strictly consistent memory?

Q: At the end of Sec. 6.3.2, we discussed a formal model that said every set of operations on a sequentially consistent data store can be modeled by a string, H, from which all the individual process sequences can be derived. For processes P1 and P2 in Figure bellow, give all the possible values of H. 
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Q: For sequence of events in Figure bellow, is it allowed with sequential consistency memory? with causal consistency memory? or PRAM consistency memory? Why?                                      
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Q: In Figure bellow, a sequentially consistent memory allows six possible statement interleavings. List them all.
ProcessP1                   ProcessP2

a=1;                        b=1;

if(b==0)kill(P2);              if(a==0)kill(P1);
Q: What kind of consistency would you use to implement an electronic stock market? Explain your answer.
Q: A ﬁle is replicated on 10 servers. List all the combinations of read quorum and write quorum that are permitted by the voting algorithm.
Q: What are the two forms of naming transparency we discussed in Distributed File Systems?
Q: Explain how the write-ahead log in distributed transactions can be used to recover from failures.
Q: Two types of faults can be distinguished in a system With the first, a faulty processor just stops and does not respond to subsequent input. With the latter, a faulty processor continues to run, issuing wrong answers.  What are two well-known techniques for providing fault tolerance are?
Q: There are two main ways to implement a threads packages, write these two ways. Statically associating only a single thread with a lightweight process is not such a good idea. Why not?

Q: NFS does not provide a global, shared name space. Is there a way to mimic such a name space?
Q: Assume Alice and Bob use Public Key Infrastructure to insure Network Security when Alice wants to send a message to Bob. If it is used for authentication, Alice should create message digest from the data, and encipher the message digest with?. If it is used for data confidentiality, Alice should encrypt data with?
Q: Suppose the current denial state of a file in NFS is WRITE. Is it possible that Q: another client can first successfully open that file and then request a write lock?

Q: Considering files sharing, if the system enforces an absolute time ordering on all operations and always returns the most recent value, which semantic model is implemented? If file is only updated after this file is closed, which semantic model is implemented?  To solve the cache consistency problem, which algorithm is adopted in NFS?
Q: With timestamp ordering in distributed transactions, suppose a write operation write(T1,x) can be passed to the data manager, because the only, possibly conflicting operation write(T2,x) had a lower timestamp. What should the schedule do about write(T1,x)? Why?
Q: We stated that NFS implements the remote access model to file handling. It can be argued that it also supports the upload/download model. Explain why.
Q: We said a considerable performance gain can be achieved by caching files in distributed file systems. There are four common ways to solve the consistency problem. Please write them down.

Q: Two methods are commonly used to implement transactions. In a specific system in which almost all of transactions are succeed, which method is better?

Q: Considering algorithms for mutual exclusion, how many messages the centralized algorithm requires to enter and leave a critical region? How many messages the distributed algorithm requires? How many messages token ring algorithm requires?
Q: Consider a storage system of N servers, each containing a replica of the same read-only data. For each scenario below, how many servers ( N=?) must there be for client reads to complete successfully in the face of 2 Byzantine failure? Justify each answer (briefly).            
· If each server sends its response directly to the client.
· If each server will sign the message.
· If the servers must agree on an answer before responding to the client.

Q: In Public Key Infrastructure (PKI), what is a Certificate Authority (CA)? How can we produce a certificate?
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