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ABSTRACT

Recent advancements have showcased the potential of hand-
held millimeter-wave (mmWave) imaging, which applies syn-
thetic aperture radar (SAR) principles in portable settings.
However, existing studies addressing handheld motion errors
either rely on costly tracking devices or employ simplified
imaging models, leading to impractical deployment or lim-
ited performance. In this paper, we present IFNet, a novel
deep unfolding network that combines the strengths of sig-
nal processing models and deep neural networks to achieve
imaging and focusing for handheld mmWave systems. By
integrating multiple priors and mapping the optimization pro-
cesses into an iterative network structure, IFNet effectively
compensates for phase errors and recovers high-fidelity im-
ages from severely distorted signals. Extensive experiments
demonstrate that I[FNet outperforms state-of-the-art methods,
both qualitatively and quantitatively.

Index Terms— mmWave imaging, synthetic aperture
radar, deep unfolding network

1. INTRODUCTION

Millimeter-wave (mmWave) imaging is widely applicable
in various domains, including security checks [1], non-
destructive testing [2], and autonomous driving [3]. Its ad-
vantages of being penetrative, light-robust, and non-ionizing
radiated, make it a highly promising imaging modality com-
pared to optical cameras and X-rays [4, 5, 6].

The spatial resolution of radio imaging is inherently con-
strained by the aperture size, which is determined by the num-
ber of antennas and their spacing (typically half wavelength)
[7, 8]. Since building large-scale antenna arrays can be ex-
pensive and challenging, synthetic aperture radar (SAR) has
been extensively employed for high-resolution radio imag-
ing. Specifically, SAR creates large virtual antenna arrays
by moving the physical antennas to transceive signals at dif-
ferent locations [9]. However, precise tracking of the device’s
trajectory is crucial to ensure a coherent combination of the
received signals. Consequently, existing near-field mmWave
imaging systems rely on bulky motion controllers to ensure
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uniform and linear motion [1, 10, 11]. Driven by the need
for compact and portable imaging systems, researchers have
explored mmWave SAR imaging using handheld scanning
[12, 13]. However, manual scanning introduces significant
motion errors that corrupt the signal phase and result in severe
image distortion. While approaches like [12, 13] incorporate
a motion capture system to obtain accurate handheld trajecto-
ries, it is too expensive for consumer-level applications.

Traditional autofocus techniques [14, 15], aiming at com-
pensating for motion errors through signal processing, have
been widely adopted in airborne SAR. While these methods
have explicit theoretical foundations, they cannot be directly
applied to near-field 3D mmWave imaging because they are
based on far-field assumptions [15] or face challenges in 3D
imaging [14]. To address these issues, recent studies [16, 17]
proposed to utilize deep neural networks, specifically condi-
tional generative adversarial networks (cGAN), for handheld
SAR imaging. Nevertheless, they simply input the distorted
amplitude image into the network while neglecting the phase
information which is critical for phase error estimation and
motion compensation. Consequently, these black-box net-
works encounter difficulties in achieving promising imaging
performance and strong generalization.

To achieve robust imaging and focusing for handheld
mmWave systems, this paper introduces IFNet, a deep un-
folding network [18] that bridges the gap between signal
processing models and deep neural networks. Specifically,
we first formulate the problem of phase error compensation
in handheld imaging as an optimization task with multiple
priors. Next, to effectively obtain the optimal solution, we
unfold the iterative optimization process into a deep neural
network, harnessing the powerful non-linear mapping abil-
ity of learning-based methods. Our network takes distorted
complex SAR signals as input, and performs image forma-
tion and phase error compensation with separate modules,
ultimately producing reconstructed high-fidelity images. By
mapping the signal processing model into a deep learning
framework, our approach combines the advantages of both
methodologies, resulting in improved interpretability and
generalizability. Extensive evaluations demonstrate the su-
periority of our approach over state-of-the-art methods, both
qualitatively and quantitatively, with significant average im-
provements of 3.3 dB in peak signal-to-noise ratio (PSNR)
and 24.56% in structural similarity index measure (SSIM).
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Fig. 1. The architecture of IFNet. IFNet comprises multiple stages, with each stage consisting of an imaging module and a
focusing module. The design of the imaging and focusing modules are based on the optimization-based signal model.

2. METHOD

2.1. Imaging and Focusing with Sparsity and Deep Prior

The range migration algorithm (RMA) [19, 20], a widely used
traditional SAR imaging method, can be defined as a pair of
operators including the imaging process Z(S, M) and signal
generating process G(X, M) (i.e., inverse RMA), respectively
[21].

Y = IFFTyp|[FFTsp[S] ® M] = I(S, M), (1)
S = IFFTyp[FFTap[S] @ M) = G(, M), )

where S is the received signal of a planar array, X is the target
2D imaging area. F'F'Tsp and I F'F'T5p denote the 2D Fast
Fourier Transform (FFT) and 2D inverse FFT, respectively.
M represents a specific phase term and M is the conjugate
version of M. ® denotes element-wise product. In the pres-
ence of phase errors caused by handheld scanning, the signal
model can be denoted as:

&0 S =G(%, M)+ N, 3)

where S, is the phase-corrupted received signal, ® stands for
the corresponding phase compensation factor, and N refers
to additive white Gaussian noise. Since a majority of objects
in mmWave spatial frequency domain have a high degree
of sparsity, Eq. 3 can be modeled as a sparsity-driven opti-
mization problem by adding a regularization term ||vec(X)]|;.
However, when the phase errors are significant, which is the
case of handheld scanning, the sparsity constraint cannot
guarantee satisfactory images. Since there is no prior infor-
mation about the phase compensation matrix ®, it usually
results in unreliable handheld phase error estimation.

To reduce the manual scanning time and improve sys-
tem efficiency, we propose to synthesize a planar array by
manually moving a linear array. Hence, the handheld scan-
ning has a certain motion pattern (a near-straight line), which
means that the phase error is also subject to a specific distribu-
tion rather than completely random. Hence, prior information
about @ can be utilized to acquire stable and robust focusing
results. However, handcrafted regularization is not applicable

because the distribution characteristics of handheld phase er-
ror are unknown. Inspired by the success of deep neural net-
works, we formulate the regularization term of ® as a deep
prior, which can be learned from data both effectively and au-
tomatically. Therefore, the problem of joint handheld SAR
imaging and focusing can be formulated as the problem of
minimizing the following objective function:

A A 1 _

$,% = argmin [ ® © Se — G(S, M)||2" + Mvee(S)|h +J(®),
P2

@

where )\ is the weighting parameter indicating the strength of
the regularization term ||vec(X)||;. J(®P) is the regularization
term of ® and + is the corresponding weighting factor. Eq.
4 can be solved by iteratively alternating between image for-
mation (i.e., imaging part) and phase error compensation (i.e.,
focusing part) using a coordinate descent technique. Specifi-
cally, in the imaging part of each iteration, the cost function is
minimized by updating the image o with iterative shrinkage
thresholding algorithm (ISTA):

R® —n-1 _ 7 (g(z(k—l)J\Z) _ oD Sé’“‘l)) , (5)
a® = proxy i, (R®) = soft(R™,N), ©)

where 1 denotes the updating step size, prox represents the
proximal mapping operator, and soft is the soft thresholding
function. In the focusing part, the phase compensation factor
& is estimated given the updated image as follows:

e T CLacE N )
(N
o = p?"oas‘](V(k))7 (8)
where p denotes the updating step size. Instead of deriving the
proximal mapping proz ;(V(¥)) as a soft thresholding func-

tion, we formulate it as a neural network structure with im-
proved and robust focusing ability.

2.2. Imaging and Focusing with Deep Unfolding Network

Tradition optimization method to solve Eq. 4 not only intro-
duces a heavy computational burden due to the iterative up-
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dating but also generates low-quality images because of the
limited representation ability of the handcrafted regulariza-
tion. Inspired by recent advances in the interpretable deep
unfolding network [18, 22, 23, 24], which aims to replace the
handcrafted regularization with a neural network module that
has powerful learning ability, we propose IFNet by mapping
the update steps in Sec. 2.1 to an end-to-end deep network
structure for mmWave imaging and focusing.

The architecture of IFNet is illustrated in Fig. 1. Specif-
ically, the network is composed of K stages, representing a
total of K updating steps. Each stage consists of an imaging
part and a focusing part that corresponds to image formation
and phase error compensation. Specifically, since the solution
to the imaging part in Sec. 2.1 is essentially an ISTA process,
we adopt the design of ISTA-Net [18] and modify the specific
modules according to our task. The imaging part contains the
gradient descent corresponding to Eq. 5 and two convolu-
tional blocks with a soft-thresholding function corresponding
to Eq. 6. Each convolutional block consists of a convolu-
tional layer of 8 kernels with a size of 3, a ReLU activation
function, and a convolutional layer of 2 kernels with a size of
3. The focusing part is composed of a gradient descent step
corresponding to Eq. 7 and an encoder-decoder module cor-
responding to Eq. 8. The encoder-decoder module consists of
two convolutional blocks with the first one having 32 convo-
lution kernels with a size of 7 and the second one having 64
convolution kernels with a size of 3. Each convolution layer
is followed by an instance normalization layer and a ReLU
layer. Then, we employ 5 ResBlock [25] to extract more ab-
stract features and 2 transpose convolution blocks to recon-
struct the images. The derived solution from Eq. 4 to Eq. 8
includes several hyperparameters, i.e., A, i, p, which need to
be adjusted manually in the traditional optimization process.
Similar to the existing work [18], we set all of them to be
learnable parameters that can be automatically optimized by
the network.

The input of IFNet is the SAR image distorted by the man-
ual scanning phase errors. Different from prior work that only
utilized the amplitude of the complex images, we preserve
the phase information by separating the real part and imagi-
nary part and concatenating them as a 2-channel image. This
helps the network to better capture the correlation between the
images and phase errors. To facilitate the training process,
we perform min-max normalization on the real and imagi-
nary parts, respectively. The network is optimized with a loss
function of mean square error, which measures the difference
between the distorted images and well-focused images.

3. EXPERIMENTS

3.1. Implementation Details

Device Configuration. To collect SAR data, we employ the
TI MMWCAS-RF-EVM radar consisting of 12 transmitting

antennas and 16 receiving antennas. The radar operates at 76-
81 GHz and can formulate an 86-element linear array with
MIMO technology. We set the radar parameters as start fre-
quency, 77 GHz; chirp slope, 38.5 MHz/is; chirp duration, 40
us; the number of ADC samples, 256; ADC sampling rate, 8
Msps.

Network Training. The dimension of the input and out-
put SAR image of the network is 256 x 128 x 2. The initial
values of hyperparameters are set as A = 0.01, 4 = p = 0.5.
We implement the network with PyTorch and train it for 30
epochs with a learning rate of 0.0001 and a batch size of
64. To demonstrate the superiority of IFNet, we have imple-
mented the cGAN architecture proposed in [16] as a baseline
and made a comparison.

imaging tatge_t
1

Fig. 2. Collection of ground truths and handheld scanning.

3.2. Dataset Collection

Large-scale training datasets are crucial for ensuring the ro-
bustness of data-driven methods. However, there is currently
no publicly available handheld SAR imaging dataset, and cre-
ating such a dataset can be highly time-consuming. To ad-
dress this challenge, we adopt a hybrid approach to generate
sufficient training data. Firstly, as depicted in Fig. 2, we uti-
lize a motion controller to collect SAR signals without phase
errors, which serve as the ground truth. Next, we record 200
scanning trajectories performed by four volunteers using the
Intel RealSense T265 tracking camera, as shown in Fig. 2.
To diversify the dataset, we randomly select five trajectories
and calculate their mean trajectory. This allows us to synthe-
size a large number of different handheld trajectories that can
produce different phase errors. Finally, we compute the phase
errors by measuring the differences between the handheld tra-
jectories and the motion controller trajectories. These phase
errors are then applied to the ground-truth images, generating
distorted images that reflect the motion errors.

The dimension of the synthetic planar array is 200 x 86.
The distance between the target and the array plane is 0.3 m,
and the size of the target is 6 cmx 6 cm. In total, our dataset
comprises 10,400 images from 26 different letters, with each
letter distorted by 400 different handheld trajectories. To eval-
uate the performance of our model on new objects, we use
8,000 images from 20 letters for training and reserve 2,400
images from the remaining 6 letters for testing.
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Fig. 3. Qualitative comparison. Even for severely distorted images, IFNet can successfully reconstruct the shape of the target.
In contrast, although cGAN [16] effectively reduces the defocus effect, it fails to accurately restore the shape for new objects.

3.3. Qualitative Results

The qualitative comparison between IFNet and cGAN is pre-
sented in Fig. 3. The results clearly demonstrate that the im-
age quality generated by IFNet surpasses that of cGAN. This
improvement can be attributed to the fact that IFNet is con-
structed based on an optimization-based signal model, which
enhances its imaging and focusing capabilities for new ob-
jects. In contrast, while cGAN is able to mitigate the defocus
effect, it struggles to generate accurate target shapes due to
limited generalization.
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Fig. 4. The ECDF of PSNR and SSIM.

3.4. Quantitative Evaluation

Fig. 4 depicts the empirical cumulative distribution function
(ECDF) of the PSNR and SSIM for the images generated by
IFNet and cGAN. It is evident that IFNet outperforms cGAN
in both metrics. The average PSNR and SSIM values for im-
ages produced by IFNet are 29.69 dB and 0.71, respectively,
while for cGAN, the PSNR and SSIM values are 26.39 dB and
0.57, respectively. This indicates that IFNet excels in recon-
structing target shapes and producing more accurate images.

3.5. Parameter Size

In addition to its superior performance, IFNet also exhibits a
significantly smaller model size compared to cGAN, as illus-
trated in Table 1. The parameter size of IFNet is merely one-
fifth of that of cGAN. This discrepancy can be attributed to the
incorporation of phase information in IFNet, which greatly
assists the network in accurately estimating phase errors. In
contrast, cGAN solely relies on the amplitude image, and as
a result, it faces challenges when reconstructing images for
new or unfamiliar objects.

Table 1. Comparison of the number of network parameters
Models cGAN IFNet

17.23 M

Parameters 343 M

4. CONCLUSION

In this paper, we introduced IFNet, a deep unfolding network
that combines signal processing models and deep neural net-
works to address the challenges of handheld mmWave imag-
ing. By integrating multiple priors and employing an iterative
network structure, IFNet effectively compensated for phase
errors and recovered high-fidelity images from severely dis-
torted signals. Extensive experiments demonstrated the supe-
rior performance of IFNet compared to state-of-the-art meth-
ods both quantitatively and qualitatively. The proposed IFNet
has the potential to significantly advance the field of handheld
mmWave imaging and open new avenues for practical appli-
cations.
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