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Abstract

As the fastest growing branch of combinatorics in recent decades, extremal

combinatorics shows not only its vigorous vitality in mathematical theory but also its

wide applications in information science. In this dissertation, we investigate several

new theoretical problems in extremal combinatorics and study several problems from

coding theory via a combinatorial perspective.

In Chapter 1, we will briefly introduce the backgrounds of problems discussed

in this dissertation and summarize our main contributions towards these problems.

In Chapter 2, we propose and investigate a new type of inverse problem of

the prestigious Erdős-Ko-Rado theorem in extremal set theory. A family of subsets

F ⊆
(

[n]
k

)
is called intersecting if any two of its members share a common elemen-

t. Consider an intersecting family, a direct problem is to determine its maximum

size and the inverse problem is to characterize its extremal structure and corre-

sponding stability. The Erdős-Ko-Rado theorem answered both direct and inverse

problems and led the era of studying intersection problems for finite sets. From

the quantitative persepctive, we consider the following inverse problem for Erdős-

Ko-Rado type theorems: For F ⊆
(

[n]
k

)
, define its total intersection number as

I(F) =
∑

F1,F2∈F |F1 ∩ F2|, then, what is the structure of F when it has the maxi-

mum total intersection number among all families in
(

[n]
k

)
with the same family size?

Similar problems can also be asked about families of subspaces and permutations.

Using shifting techniques, spectra methods and linear programming, for families of

subsets, subspaces and permutations, we provide structural characterizations of the

optimal family of given size with maximum total intersection numbers and upper

bounds on I(F). This answers these new inverse problems to a great extent.

In Chapter 3, we consider multi-part cross-intersecting families. For positive

integers p and n1, . . . , np, write Si = {n(i−1) + 1, . . . , ni} (set n0 = 0) as the ith

part of
⊔p
i=1 Si = [

∑p
i=1 ni]. For 1 ≤ ki ≤ ni and Ai ∈

(
Si
ki

)
, let

⊔
i∈[p] Ai be a

p-partite (
∑p

i=1 ki)-subset of
⊔
i∈[p] Si. Then families of form

∏
i∈[p]Fi = {

⊔
i∈[p] Ai :

Ai ∈ Fi ⊆
(
Si
ki

)
} can be viewed as the multi-part generalization of traditional single-

iii



part k-uniform families. Two p-partite families
∏

i∈[p]Ai and
∏

i∈[p] Bi are called

cross-intersecting, if for any
⊔
i∈[p] Ai ∈

∏
i∈[p]Ai and

⊔
i∈[p] Bi ∈

∏
i∈[p] Bi, there

exists some 1 ≤ i ≤ p such that Ai ∩ Bi 6= ∅. By characterizing the independent

sets of vertex-transitive graphs and their direct products, we determine the sizes and

structures of maximum-sized multi-part cross-intersecting families, which generalizes

Hilton’s and Frankl–Tohushige’s results under the single-part setting, respectively.

In Chapter 4, we focus on constant weighted X-codes. As a crucial technique for

integrated circuits (IC) test response compaction, X-codes are employed for reliable

compressions of test responses in the presence of unknown logic values (Xs). An

(m,n, d, x) X-code is an m × n binary matrix with parameters d, x corresponding

to the test quality. Using tools from extremal combinatorics, probability theory,

additive combinatorics and finite fields, we obtain several upper bounds on the

maximum number of codewords for an (m,n, d, x) X-code of weight w and some

new constructions for constant weighted X-codes for some specific ds and xs, which

are optimal or nearly optimal with respect to known bounds.

In Chapter 5, we focus on two kinds of codes in distributed storage systems:

locally repairable codes and maximally recoverable codes. As important coding

schemes in modern distributed storage systems, locally repairable codes (LRCs)

and maximally recoverable codes (MRCs) have attracted a lot of attentions from

perspectives of both practical applications and theoretical research. As a major topic

in the research of LRCs and MRCs, bounds and constructions of the corresponding

optimal codes, especially longer codes are of particular concerns. Through parity

check matrix approach, we provide constructions of both optimal LRCs with (r, δ)a-

locality and optimal LRCs with (r, δ)i-locality, and with the help of constructions

of large sparse hypergraphs, the length of LRCs constructed can be super-linear in

the alphabet size. Besides, we also prove several new upper bounds on the field size

required for the existence of MRCs instantiating grid-like topologies Tm×n(1, b, 0).

In Chapter 6, we briefly introduce several other results including topics still

under investigation.
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Chapter 1 Introduction

§ 1.1 New type of inverse problems of the Erdős-Ko-Rado

type theorems

For a positive integer n, let [n] = {1, 2, . . . , n} and
(

[n]
k

)
denote the collection of

all k-element subsets of [n]. A family F ⊆
(

[n]
k

)
is called intersecting if any two of its

members share at least one common element. The classic Erdős-Ko-Rado theorem

[64] states that if n ≥ 2k + 1, an intersecting family has size at most
(
n−1
k−1

)
; if the

equality holds, the family must be consisted of all k-subsets of [n] containing a fixed

element. As one of the most fundamental results in extremal set theory, this theorem

has inspired a great number of extensions and variations. Such as studies of cross-

intersecting families (for examples, see [74, 76, 198, 199]), L-intersecting families (for

examples, see [72, 75, 150, 180]), intersection problems on families of subspaces and

permutations (for examples, see [41, 44, 54, 55, 58, 78]), etc. For readers interested

in other extensions, we recommend Frankl and Tokushige’s excellent survey [77] and

references therein.

Following the path led by Erdős, Ko and Rado, most of these extensions and

variations concerned problems of a same type of flavour: Consider a family (or

families) of subsets, subspaces, or permutations with a certain kind of intersecting

property, how large can this family (or these families) be? Since the intersecting

property naturally leads to a clustering structure of the family, therefore, the size

of the extremal family can not be very large and these kinds of questions are well

asked.

For such problems, once we determine the maximum size of the family with

1



Several problems in extremal combinatorics and their applications in coding theory

given intersecting property, an immediate inverse problem is to characterize the

structure of the extremal family. Starting from this, the stability and supersatu-

ration for extremal families are then well worth studying. In recent years, there

have been a lot of works concerning this kind of inverse problems, for examples, see

[18, 19, 47, 48, 53, 73, 89, 121, 167].

In this thesis, with the same spirit, we consider a new type of inverse problems

for families of subsets, subspaces and permutations from another point of view. In-

stead of being intersecting, we assume that these families possess a certain property

that “maximizes” the intersections quantitatively: Let X be the underlying set with

finite members, X can be
(

[n]
k

)
, or

[
V
k

]
for an n-dimensional space V over Fq, or Sn.

Consider a family F ⊆ X, the total intersection number of F is defined by

I(F) =
∑
A∈F

∑
B∈F

int(A,B), (1.1)

where int(A,B) has different meanings for differentXs. WhenX =
(

[n]
k

)
, int(A,B) =

|A ∩ B|; when X =
[
V
k

]
, int(A,B) = dim(A ∩ B); when X = Sn, int(A,B) = |{i ∈

[n] : A(i) = B(i)}|. Moreover, we denote

MI(X,F) = max
G⊆X,|G|=|F|

I(G) (1.2)

as the maximum total intersection number among all families in X with the same

size of F and we denote it as MI(F) for short if X is clear.

Certainly, the value of I(F) reveals the level of intersections among the mem-

bers of F : the larger I(F) is, the more intersections there will be in F . For an

integer t ≥ 1, note that being t-intersecting also indicates that F possesses a large

amount of intersections, therefore, it is natural to ask the relationship between being

t-intersecting and having large I(F):

Question 1.1.1. For t ≥ 1 and n large enough, denote M(X, t) as the maximum size

of the t-intersecting family in X. Let F ⊆ X with size M(X, t), if I(F) =MI(F),

is F a t-intersecting family? Or, if F is a maximal t-intersecting family in X, do

we have I(F) =MI(F)?

2



Introduction

In this thesis, by taking X =
(

[n]
k

)
, we show that when |F| =

(
n−t
k−t

)
and I(F) =

MI(F), the full t-star (the family consisting of all k-sets in
(

[n]
k

)
containing t fixed

elements) is the only structure of F , which answers the Question 1.1.1 for the case

X =
(

[n]
k

)
. When X =

[
V
k

]
and dim(V ) = n is large enough, we obtain similar

results for general t ≥ 1; when X = Sn, we answer the Question 1.1.1 for the case

t = 1. Noticed that the property of having maximum total intersection number

can be considered for families of any size. Actually, we can ask the following more

general question:

Question 1.1.2. For a family F ⊆ X, if I(F) =MI(F), what can we say about

its structure?

Aiming to answer these questions, for X =
(

[n]
k

)
,
[Fnq
k

]
and Sn, we provide

structural characterizations of the optimal family satisfying I(F) = MI(F) for

several ranges of size of F . Moreover, we also obtain some upper bounds onMI(F)

for several ranges of |F| for all three cases. The detailed descriptions of our results

will be shown in Chapter 2 .

The first part of this work (the work concerning about families of subsets) has

been submitted to the journal Journal of Combinatorial Theory, Series A, the second

part of this work (the work concerning about families of subspaces and permutations)

has been published on the journal SCIENCE CHINA Mathematics.

§ 1.2 Multi-part cross-intersecting families

Because of its fundamental status in extremal set theory, the Erdős-Ko-Rado

theorem has numerous extensions in different ways. One of the major extensions is

to study cross-t-intersecting families. Unlike the original theorem, this extension

concerns the intersection relationship among a group of different families: Denote

2[n] as the power set of [n]; let Ai ⊆ 2[n] for each 1 ≤ i ≤ m; A1,A2, . . . ,Am are

said to be cross-t-intersecting, if |A ∩ B| ≥ t for any A ∈ Ai and B ∈ Aj, i 6= j.

Especially, we say A1,A2, . . . ,Am are cross-intersecting if t = 1.

3



Several problems in extremal combinatorics and their applications in coding theory

Over the decades, a lot of works have been done about cross-intersecting fam-

ilies. In 1967, Hilton and Milner [105] first dealt with pair of non-empty cross-

intersecting families A,B ⊆
(

[n]
k

)
and obtain an upper bound on |A| + |B|. Then

in 1977, Hilton [104] investigated general cross-intersecting families in
(

[n]
k

)
and ob-

tained an upper bound on
m∑
i=1

|Ai|. Since then, there have been many extensions

about these two results, for examples, see [74, 76, 199] for extensions of Hilton and

Milner’s result for pair of non-empty families and see [30–33, 198] for extensions of

Hilton’s result for general cross-intersecting families.

In this thesis, we extend these two results to the multi-part version. The

concept of multi-part family was first introduced by Frankl [70] in connection with

a similar result of Sali [168]. For positive integers p and n1, . . . , np, take [
∑

i∈[p] ni]

as the ground set. Then it can be viewed as the disjoint union of p parts

[
∑
i∈[p]

ni] =

p⊔
i=1

Si = [n1] t [n1 + 1, n2] t · · · t [np−1 + 1, np].

For integers 1 ≤ ki ≤ ni and Ai ∈
(
Si
ki

)
, let

⊔
i∈[p] Ai be a (

∑p
i=1 ki)-subset of⊔

i∈[p] Si with Ai in the i-th part and denote
∏

i∈[p]

(
[ni]
ki

)
as the family of all subsets

of
⊔
i∈[p] Si which have exactly ki elements in the i-th part. Then families of form∏

i∈[p]Fi = {
⊔
i∈[p] Ai : Ai ∈ Fi ⊆

(
Si
ki

)
} can be viewed as the natural generalization

of k-uniform families to the multi-part setting. Similarly, a multi-part family is

intersecting if any two sets of this family intersect in at least one of the p parts.

Let ni, ti, si be positive integers satisfying ni ≥ si + ti + 1, 2 ≤ si, ti ≤ ni
2

for every

i ∈ [p]. Our first extension consider cross-intersecting families A1,A2, . . . ,Am over∏
i∈[p]

(
[ni]
si

)
with A1 6= ∅ and prove an upper bound on

m∑
i=1

|Ai|. Our second extension

consider cross-intersecting families A ⊆
∏

i∈[p]

(
[ni]
ti

)
and B ⊆

∏
i∈[p]

(
[ni]
si

)
and prove

an upper bound on |A|+ |B|. The detailed description of these results will be shown

in Chapter 3 .

This work has been submitted to the journal Journal of Algebraic Combina-

torics.
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§ 1.3 Constant weighted X-codes

Typical digital circuit testing applies test patterns to the circuit and observes

the circuit’s responses to the applied patterns. The observed response to a test pat-

tern is compared with the expected response, and a chip in the circuit is determined

to be defective if the comparison mismatches. With the development of the large

scale integrated circuits (IC), although the comparison for each testing output is

simple, the ever increasing amount of testing data costs much more time and space

for processing. This leads to the requirement of more advanced test compression

techniques [145]. Since then, various related techniques have been studied such as

automatic test pattern generation (ATPG) (see [46, 106, 131, 173] and the reference

therein) and compression-based approaches (e.g., [148, 157]).

Usually, voltages on signal lines in digital circuit system are interpreted as logic

values 0 or 1. However, due to timing constraints, uninitialized memory elements

and other uncertainties in practical scenarios, some simulated responses cannot be

uniquely determined as states 0 or 1. These unknown states are modeled as “X”

states. In the presence of Xs, the technique of X-compact was proposed in [147]

as one of the compression-based approaches that have high reliability and error

detection ability in actual digital systems.

X-codes are used as linear maps to compress test responses during the process-

ing of X-compact. An (m,n, d, x) X-code is a set of m-dimensional {0, 1}-vectors of

size n. The parameters d, x correspond to the test quality of the code. The value of

n
m

is called the compaction ratio and X-codes with large compaction ratios are de-

sirable for actual IC testing. The weight of a codeword corresponds to the required

fan-out of the X-compactor. For an X-compactor, smaller fan-out reduces power

requirements, area, and delay [147, 203]. From this point of view, codewords in

X-codes are expected to have small weights. Therefore, X-codes of constant weight

can be a good starting point for the study.

Let Mw(m, d, x) be the maximum number n of codewords for which there exists

an (m,n, d, x) X-code of constant weight w. In this thesis, based on results from

5
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superimposed codes, we derive general lower and upper bounds on Mw(m, d, x).

The lower bounds for Mw(m, 3, 2) and Mw(m, 7, 2) are further improved through

explicit constructions of corresponding X-codes based on 3-AP-free subsets from

additive combinatorics. These constructions provide a nearly optimal lower bound

for M3(m, 3, 2) and an optimal lower bound for M4(m, 3, 2), when m is large enough.

And the lower bound for M3(m, d, 2) is further improved through a probabilistic

approach. Moreover, we also improve the best known lower bound on the maximum

number of codewords for the special class of (m,n, 1, 2) X-codes of constant weight

3 introduced in [79]. The detailed descriptions of these results will be shown in

Chapter 4 .

This work has been published on the journal IEEE Transactions on Information

Theory.

§ 1.4 Two kinds of codes in distributed storage systems:

locally repairable codes and maximally recoverable

codes

With rapidly increasing amounts of data created and processed in internet s-

cale companies such as Google, Facebook, and Amazon, the efficient storage of such

copious amounts of data has thus become a fundamental and acute problem in

modern computing. This resulted in distributed storage systems relying on distinct

storage nodes. Traditional large scale distributed storage systems entails large s-

torage overhead and is nonadaptive for modern systems supporting the “Big Data”

environment.

To ensure the reliability with better storage efficiency, erasure coding based

schemes are employed to provide efficient repair for failed storage nodes, such as

in Windows Azure [107] and in Facebook’s Hadoop cluster [185]. Among all these

storage codes, maximal distance separable (MDS) codes are favored for their high

repair efficiency and reliability. However, due to the large bandwidth and disk
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I/O during repair process (see [171]), schemes based on MDS codes can be costly

when only a few nodes fail in the system. This greatly affects the practicability of

MDS codes in storage systems, especially in large-scale distributed file systems. To

address this efficiency problem, a lot of works have emerged in two aspects: local

regeneration and local reconstruction.

The concept of local regeneration was introduced by Dimakis et al. [50]. They

established a tradeoff between the repair bandwidth and the storage capacity of a

node, and introduced a new family of codes, called regenerating codes, which attain

this tradeoff. The concept of local reconstruction was introduced by Gopalan et

al. [92], and they initiated the study of locally repairable codes (LRCs). A block

code is called a locally repairable code with locality r if any failed code symbol

can be recovered by accessing at most r survived ones. Recent years, the theory

of regenerating codes and LRCs has developed rapidly. There have been a lot of

related works focusing on the bounds and the constructions of optimal codes, see

[108, 143, 160, 161, 163, 174, 181, 182, 186, 187, 200, 204, 205] and the reference

therein.

Over the past few years, the concept of LRCs has been generalized in many

different aspects. As one major generalization, the notion of locally repairable codes

with (r, δ)-locality ((r, δ)-LRCs) was introduced by Prakash et al. [160], which ex-

tends the capability of repairing one erasure within each repair set to δ−1 erasures.

Like original LRCs, a Singleton-type upper bound on the minimum distance of (r, δ)-

LRCs was given in [160]. Recently, finding constructions of the optimal LRCs and

optimal (r, δ)-LRCs with respect to such bounds has become an interesting and chal-

lenging work, which attracted lots of researchers. Usually, longer codes over smaller

fields are favored for their efficient transmission performances and fast implemen-

tations in practical applications. Therefore, given the size q of the underlying field

and other parameters, it is natural to ask how long a code with such parameters

can be. For optimal (r, δ)-LRCs, this question was recently asked by Guruswami et

al. [98].

7
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In this thesis, through parity-check matrix approach, we provide general con-

structions for both optimal (r, δ)-LRCs with all symbol locality and optimal (r, δ)-

LRCs with information locality and extra global recoverability. We obtain optimal

(r, δ)a-LRCs (codes with all symbol (r, δ)-locality) and optimal (r, δ)i-LRCs (codes

with information (r, δ)-locality) with length super-linear in alphabet size. Compared

to the results in [39] and [40], our results provide longer codes for d ≥ 3δ + 1. Fur-

thermore, as two applications of our constructions, we construct optimal H-LRCs

with super-linear length, which improves the results given by [213]; and we also

provide a construction of generalized sector-disk codes with unbounded length.

Along with locality, maximally recoverable property was introduced by Chen

et al. [43] for multi-protection group codes, and then extended by Gopalan et al.

[91] to general settings. In [91], the authors introduced the topology of the code

and obtained a general upper bound on the minimal size of the field over which

maximally recoverable codes (MRCs) exist. Different from the parity check matrix,

the topology of the code only specifies the number of redundant symbols and the

data symbols on which the redundant ones depend. This makes the topology a

crucial characterization of the structures of codes used under distributed storage

settings.

With the purpose of deploying longer codes in storage, Gopalan et al. [93]

proposed the notion of grid-like topologies, which unified a number of topologies

considered both in theory and practice. Consider an m × n matrix, each entry

storing a data from a finite field F. Every row satisfies a parity constraints, every

column satisfies b parity constraints and in addition, h global parity constraints are

involved among allmn entries. This grid-like topology is denoted by Tm×n(a, b, h). In

this thesis, we focus on MRCs instantiating topologies of the form Tm×n(1, b, 0) and

obtain an upper bound on the size of the field required for the existence of MRCs

instantiating topology Tm×n(1, b, 0). For topologies T4×n(1, 2, 0) and T3×n(1, 3, 0),

this upper bound is further improved. Moreover, we also obtain a polynomial lower

bound on the size of the field required for MRCs instantiating Tm×n(1, 2, 0). The
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detailed description of our results will be shown in Chapter 5 .

The first part of this work (the work concerning about locally repairable codes)

has been submitted to the journal IEEE Transactions on Information Theory, the

second part of this work (the work concerning about maximal recoverable codes)

has been published on the journal Journal of Algebraic Combinatorics.
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Chapter 2 New type of inverse problems of the

Erdős-Ko-Rado type theorems

§ 2.1 Introduction

For a positive integer n, let [n] denote the set of the first n positive integers,

[n] = {1, 2, . . . , n}. Let 2[n] and
(

[n]
k

)
denote the power set and the collection of

all k-element subsets of [n], respectively. F ⊆ 2[n] is called a family of subsets,

and moreover k-uniform, if F ⊆
(

[n]
k

)
. A family is called intersecting if any two

of its members share at least one common element. In 1961, Erdős, Ko and Rado

published the following classic result.

Theorem 2.1. (Erdős-Ko-Rado [64]) Let n > k > t > 0 be integers and let F ⊆
(

[n]
k

)
satisfy |F ∩ F ′| ≥ t for all F, F ′ ∈ F . Then the following holds:

• (i) If t = 1 and n ≥ 2k, then

|F| ≤
(
n− 1

k − 1

)
. (2.1)

• (ii) If t ≥ 2 and n > n0(k, t), then

|F| ≤
(
n− t
k − t

)
. (2.2)

As one of the most fundamental results in extremal set theory, this theorem

has inspired a great number of extensions and variations. As two major extensions,

intersection problems for families of permutations and families of subspaces over

a given finite field have drawn lots of attentions in these years (for examples, see

[41, 44, 54, 55, 58, 77, 78] etc).
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Let Fq be the finite field with q elements and V be an n-dimensional vector space

over Fq. Denote
[
V
k

]
as the collection of all k-dimensional subspaces of V and for

t ≥ 1, F ⊆
[
V
k

]
is called t-intersecting if dim(F ∩F ′) ≥ t holds for all F, F ′ ∈ F . In

1986, using spectra method, Frankl and Wilson [78] proved the following analogous

result of Erdős-Ko-Rado theorem for t-intersecting family of subspaces of V . Since

then, many other kinds of intersection problems for families of subspaces have been

studied, for examples, see [27, 44, 189].

Theorem 2.2. ([78]) Let n ≥ 2k and k ≥ t > 0 be integers and let F ⊆
[
V
k

]
be a t-

intersecting family, then |F| ≤
[
n−t
k−t

]
q
. Moreover, when n ≥ 2k+1, the equality holds

if and only if F is the family of k-dim subspaces containing a fixed t-dim subspace.

Let Sn be the symmetric group of all permutations of [n] and for t ≥ 1, a subset

F ⊆ Sn is called t-intersecting if there exist t distinct integers i1, i2, . . . , it ∈ [n] such

that σ(ij) = τ(ij) for j = 1, 2, . . . , t and σ, τ ∈ F . Let Ci1→j1,...,it→jt = {σ ∈ Sn :

σ(is) = js, for s = 1, . . . , t}, if i1, . . . , it are distinct and j1, . . . , jt are distinct, then

Ci1→j1,...,it→jt is a coset of the stabilizer of t points, which is referred as a t-coset.

In [71], Deza and Frankl proved the following theorem for 1-intersecting family of

permutations.

Theorem 2.3. ([71]) For any positive integer n, if F ⊆ Sn is 1-intersecting, then

|F| ≤ (n− 1)!.

Clearly, a 1-coset is a 1-intersecting family of size (n−1)!. Deza and Frankl [71]

conjectured that the 1-cosets are the only 1-intersecting families of permutations

with size (n − 1)!. This conjecture was first confirmed by Cameron and Ku [41]

and independently by Larose and Malvenuto [129]. As for t-intersecting families

of permutations when t ≥ 2, in the same paper, Deza and Frankl also conjectured

that the t-cosets are the only largest t-intersecting families in Sn provided n is large

enough. Using eigenvalue techniques together with the representation theory of Sn,

Ellis, Friedgut and Pilpel [58] proved this conjecture.
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Following the path led by Erdős, Ko and Rado, most of these extensions and

variations concerned problems of a same type of flavour: Given a family (or fam-

ilies) of subsets, subspaces or permutations with some certain kind of intersecting

property, people try to figure out how large this family can be. Once the maximum

size of the family with given intersecting property is determined, people then turn

to an immediate inverse problem — characterizing the structure of the extremal

family. This gives rise to further studies of the stability and supersaturation for

extremal families. For a simple example, as is shown in [64], the full 1-star, defined

as the family consisting of all k-sets in
(

[n]
k

)
containing a fixed element, is proved

to be the only structure for intersecting families that achieve the equality in (2.1)

when n > 2k. In recent years, there have been a lot of works concerning this kind

of inverse problems, for examples, see [18, 19, 47, 48, 53, 73, 89, 121, 167].

In this chapter, with the same spirit, we consider a new type of inverse problems

for intersecting families from another point of view.

To state the problem formally, first, we introduce the notion total intersection

number of a family. Let X be the underlying set with finite members, X can be(
[n]
k

)
, or

[
V
k

]
for an n-dimensional space V over Fq, or Sn. Consider a family F ⊆ X,

the total intersection number of F is defined by

I(F) =
∑
A∈F

∑
B∈F

int(A,B), (2.3)

where int(A,B) has different meanings for differentXs. WhenX =
(

[n]
k

)
, int(A,B) =

|A ∩ B|; when X =
[
V
k

]
, int(A,B) = dim(A ∩ B); when X = Sn, int(A,B) = |{i ∈

[n] : A(i) = B(i)}|. Moreover, we denote

MI(X,F) = max
G⊆X,|G|=|F|

I(G) (2.4)

as the maximum total intersection number among all families inX with the same size

of F and we denote it as MI(F) for short if X is clear. Similarly, for two families

F1 and F2 in X, the total intersection number between F1 and F2 is defined as

I(F1,F2) =
∑
A∈F1

∑
B∈F2

int(A,B). (2.5)
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Clearly, we have I(F ,F) = I(F).

Certainly, the value of I(F) reveals the level of intersections among the mem-

bers of F : the larger I(F) is, the more intersections there will be in F . For an

integer t ≥ 1, note that being t-intersecting also indicates that F possesses a large

amount of intersections, therefore, it is natural to ask the relationship between being

t-intersecting and having large I(F):

Question 2.1.1. For t ≥ 1 and n large enough, denote M(X, t) as the maximum size

of the t-intersecting family in X. Let F ⊆ X with size M(X, t), if I(F) =MI(F),

is F a t-intersecting family? Or, if F is a maximal t-intersecting family in X, do

we have I(F) =MI(F)?

Since the maximum total intersection number is an intrinsic parameter for any

family, therefore, we can ask the following more general question:

Question 2.1.2. For a family F ⊆ X, if I(F) =MI(F), what can we say about

its structure?

Aiming to solve these questions, we provide structural characterizations of the

optimal family satisfying I(F) = MI(F) for several ranges of size of F when

X =
(

[n]
k

)
,
[Fnq
k

]
and Sn. Moreover, we also obtain some upper bounds on MI(F)

for several ranges of |F| for all three cases.

2.1.1 Structural characterizations

When, X =
(

[n]
k

)
, for F1, F2 ∈

(
n
k

)
, denote F1∆F2 = (F1 \ F2) ∪ (F2 \ F1) as the

symmetric difference of F1 and F2. We say F1 succeeds F2 under the lexicographic

ordering if the minimal element of F1∆F2 is in F1, and we write F1 ≤lex F2. Given

a positive integer M , denote Ln,k(M) as the first M k-subsets of [n] under the

lexicographic ordering. Particularly, for t ≥ 1, denote L(r)
n,k,t as the first

(
n−t+1
k−t+1

)
−(

n−(t+r−1)
k−t+1

)
k-subsets of [n] under the lexicographic ordering. Given k ≥ 2, r ≥ 0

and t ≥ 2, for 1 ≤ s ≤ t, let Cs = 22s−1−1 · 102s+2−2 · (k2t4(r + 1)7)2s−1
be a constant

irrelevant to n, we have the following theorems:
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Theorem 2.4. Let C0 ≥ 3×103 be an absolute constant and k ≥ 2, r ≥ 0 be two fixed

integers. For any n ≥ C0(r+ 1)3(k + r)k2 and δ ∈ [150k3(r+1)2

n
, 1− 150k3(r+1)3

n
]∪ {1},

if F ⊆
(

[n]
k

)
with |F| =

∑r
i=1

(
n−i
k−1

)
+ δ
(
n−(r+1)
k−1

)
and satisfies I(F) =MI(F), then

L(r)
n,k,1 ⊆ F ⊆ L

(r+1)
n,k,1 ,

up to isomorphism.

Theorem 2.5. Let k ≥ 2, r ≥ 0 and t ≥ 2 be three fixed integers. For any

n ≥ C1 · (3tCt)
2t and δ ∈ [60k2(r+1)6t4

C1
, 1 − 60k2(r+1)6t4

C1
] ∪ {1}, if F ⊆

(
[n]
k

)
with

|F| =
∑t+r−1

i=t

(
n−i
k−t

)
+ δ
(
n−(t+r)
k−t

)
and satisfies I(F) =MI(F). Then

L(r)
n,k,t ⊆ F ⊆ L

(r+1)
n,k,t ,

up to isomorphism.

Denote

R1 = [
150k3(r + 1)2

n
, 1− 150k3(r + 1)3

n
] ∪ {1}

and

Rt = [
60k2(r + 1)6t4

C1

, 1− 60k2(r + 1)6t4

C1

] ∪ {1},

for t ≥ 2. As a direct consequence of the above two theorems, families of proper

sizes that maximize total intersection numbers are indeed t-intersecting.

Corollary 2.1.1. Let k, r, t ≥ 1 and n be non-negative integers defined in Theorem

2.5. If |F| = δ
(
n−t
k−t

)
for some δ ∈ Rt satisfying I(F) = MI(F). Then, F is a

t-intersecting family.

Moreover, we have the following two corollaries of Theorem 2.4 and Theorem

2.5 that determine the unique structure of the optimal family for certain values of

|F|, respectively.

Corollary 2.1.2. Let k, r and n be positive integers defined in Theorem 2.4. If

|F| =
∑r

i=1

(
n−i
k−1

)
satisfying I(F) = MI(F). Then, up to isomorphism, we have

F = L(r)
n,k,1.
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Corollary 2.1.3. Let k, r, t ≥ 2 and n be positive integers defined in Theorem 2.5.

If |F| =
∑t+r−1

i=t

(
n−i
k−t

)
satisfying I(F) = MI(F). Then, up to isomorphism, we

have F = L(r)
n,k,t.

When X =
[
V
k

]
, through similar combinatorial arguments, we have the following

theorem which shows the main structure of the optimal family F ⊆ X with |F| not

much larger than
[
n−t
k−t

]
q
.

Theorem 2.6. Given positive integers 1 ≤ t < k and n ≥ (4k + 4)2
[
k
t

]2
q
, let F be

a family of k-dim subspaces of V with size |F| = δ
[
n−t
k−t

]
q

for some δ ∈ [ (4k+4)2n
qn−k

, 1 +

1
96t ln q(k+1)

] satisfying I(F) =MI(F). Then, when δ ≤ 1, F is contained in a full

t-star and when δ > 1, F contains a full t-star.

When X = Sn, for an integer s > 1
2
(n − 1)!, consider the subfamilies of X

consisting of b s
(n−1)!

c pairwise disjoint 1-cosets and s−b s
(n−1)!

c(n−1)! permutations

from another 1-coset disjoint with all the former 1-cosets. We denote T (n, s) as

the family of this form with size s with maximum total intersection number. Using

eigenvalue techniques together with the representation theory of Sn, we prove that

families of permutations of size Θ((n− 1)!) having large total intersection numbers

are close to the union of 1-cosets.

Theorem 2.7. For a sufficiently large integer n, there exist positive constants C0

and c such that the following holds. For integer 0 ≤ k ≤ n−1
2

, let ε ∈ (−1
2
, 1

2
] and

δ ≥ 0 such that max{|ε|, δ} ≤ ck. If F is a subfamily of Sn with size (k+ ε)(n− 1)!

and I(F) ≥ I(T (n, |F|)) − δ((n − 1)!)2, then there exists some G ⊆ Sn consisting

of k 1-cosets such that

|F∆G| ≤ C0

(√
2k(|ε|+ δ) +

k

n

)
|F|.

Moreover, when ε = δ = 0, F = G0 for some G0 ⊆ Sn consisting of k pairwise

disjoint 1-cosets.

2.1.2 Upper bounds on MI(F)

When X =
(

[n]
k

)
, as corollaries of Theorem 2.4 and Theorem 2.5, we have the

following general upper bounds on I(F) for certain values of |F|.
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Corollary 2.1.4. Let k, r, n and δ be the same as those defined in Theorem 2.4.

For any family F ⊆
(

[n]
k

)
of size

∑r
i=1

(
n−i
k−1

)
+ δ
(
n−(r+1)
k−1

)
, we have I(F) ≤ (r +

δ2)
(
n−1
k−1

)2
+ (n− r − bδc)(

∑r+1
i=2

(
n−i
k−2

)
)2.

Corollary 2.1.5. Let k, r, t ≥ 2, n and δ be the same as those defined in Theorem

2.5. For any family F ⊆
(

[n]
k

)
of size

∑t+r−1
i=t

(
n−i
k−t

)
+ δ
(
n−(t+r)
k−t

)
, we have I(F) ≤

(t− 1)|F|2 + (r + δ2)
(
n−t
k−t

)2
+ (n− (t+ r + bδc − 1))(

∑t+r
i=t+1

(
n−i

k−(t+1)

)
)2.

Using linear programming method over association schemes, when X =
[
V
k

]
and Sn, we have the following upper bounds on MI(F).

Theorem 2.8. Given positive integers n, k, M with k ≤ n and M ≤
[
n
k

]
q
, for

F ⊆
[
V
k

]
with |F| = M , we have

MI(F) ≤

([
n
k

]
q

M
−
[
n

1

]
q

)
qM2

[
k
1

]
q

[
n−k

1

]
q[

n
1

]
q

([
n
1

]
q
− 1
) + kM2, (2.6)

especially, when n ≥ 2k and M ≤
[
n−1
k−1

]
q
, we have

MI(F) ≤

[[
n
k

]
q

M
− (qn − 1)(qn−1 − 1)

(q − 1)(qk − 1)

]
M2(qk − 1)(qk−1 − 1)(qn−k − 1)

(qn − 1)(qn−1 − 1)(qn−2 − 1)
+ kM2.

(2.7)

Theorem 2.9. Given positive integers n and M ≤ n!, for F ⊆ Sn with |F| = M ,

we have

MI(F) ≤ M2

n− 1

(
n!

M
+ n− 2

)
.

2.1.3 Notations and outline

We use the following standard mathematical notations throughout this chapter.

• Denote N as the set of all non-negative integers. For any n ∈ N \ {0}, let

[n] = {1, 2, · · · , n}. For any a, b ∈ N such that a ≤ b, let [a, b] = {a, a+1, · · · , b}.

• For given finite set S ⊆ N and any positive integer k, denote
(
S
k

)
as the family

of all k-subsets of S.

17
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• For a given family F in
(

[n]
k

)
and a t-subset A ⊆ [n], we denote F(A) = {F ∈

F : A ∈ F} as the subfamily of F containing A and call degF(A) = |F(A)| the

degree of A in F . Moreover, when t = 1 and A = {x}, we denote F(x) = F({x})

for short.

• For a given family F ⊆
(

[n]
k

)
and an integer s > 0, a subset U ⊆ [n] is called an

s-cover of F with size |U |, if for every F ∈ F , |F ∩ U | ≥ s.

• For a given family F in
(

[n]
k

)
and A ∈ F , the shifting operator Si,j is defined as

follows:

Si,j(A) =

A \ {i} ∪ {j}, if i ∈ A, j /∈ A and A \ {i} ∪ {j} /∈ F ;

A, otherwise.

(2.8)

And we define Si,j(F) = {Si,j(A) : A ∈ F}.

• For a given prime power q and a positive integer n, we denote Fq as a finite field

with q elements and Fnq as the n-dimensional vector space over Fq. Moreover,

for a vector x with length n, we denote xi as the ith position of x for 1 ≤ i ≤ n.

• For two subspaces V1, V2 ⊆ Fnq , we denote V1 + V2 as the sum of these two

subspaces and V1/V2 as the quotient subspace of V1 by V2. If V1 ∩ V2 = {0}, we

denote V1 ⊕ V2 as the direct sum of V1, V2. Moreover, we have dim(V1 + V2) =

dim(V1) + dim(V2)− dim(V1 ∩ V2) and dim(V1/V2) = dim(V1)− dim(V1 ∩ V2).

• For a given prime power q and positive integers n, k with k ≤ n, the Gaussian

binomial coefficient
[
n
k

]
q

is defined by

[
n

k

]
q

=
k−1∏
i=0

qn−i − 1

qk−i − 1
.

Usually, the q is omitted when it is clear.

• For a given family F in
[
V
k

]
and a t-dim subspace U ⊆ V , we denote F(U) =

{F ∈ F : U ⊆ F} as the subfamily in F containing U and degF(U) = |F(U)| is

called the degree of U in F .
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The remainder of the chapter is organized as follows. In Section § 2.2, we

will introduce some basic notions and known results on general association schemes,

representation theory of Sn and spectra of Cayley graphs on Sn. Moreover, we also

include some preliminary lemmas for the proof of our main results. In Section § 2.3,

we consider families of subsets and prove Theorem 2.4 and Theorem 2.5. In Section

§ 2.4, we consider families of vector spaces and prove Theorem 2.6. In Section

§ 2.5, we consider families of permutations and prove Theorem 2.7. And we prove

Theorem 2.8 and Theorem 2.9 in Section § 2.6. Finally, we conclude this chapter

and discuss some remaining problems in Section § 2.7.

§ 2.2 Preliminaries

In this section, we will introduce some necessary notions and related results

to support proofs of our theorems. First, we will introduce some notions about

general association schemes, which are crucial for the proof of the upper bounds on

MI(X,F) for X =
[
V
k

]
and X = Sn. Then, we shall give a brief introduction on

the representation theory of Sn. Finally, we will review some known results about

spectra of Cayley graphs on Sn. Readers familiar with these parts are invited to

skip corresponding subsections. Based on these results, we will provide some new

estimations about eigenvalues of Cayley graphs on Sn for the proof of Theorem 2.7.

2.2.1 Association schemes

Association scheme is one of the most important topics in algebraic combina-

torics, coding theory, etc. Many questions concerning distance-regular graphs are

best solved in this framework, see [23],[24]. In 1973, by performing linear program-

ming methods on specific association schemes, Delsarte [49] proved many of the

sharpest bounds on the size of a code, which demonstrated the power of association

schemes in coding theory. Since then, association schemes have been widely studied

and related notions have also been extended to other objects, such as equiangular

lines and special codes, etc. In this subsection, we only include some basic no-
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tions about association schemes. For more details about association schemes, we

recommend [49] and [90] as standard references.

Let X be a finite set with v (v ≥ 2) elements, and for any integer s ≥ 1, let

R = {R0, R1, . . . , Rs} be a family of s+ 1 relations on X. The pair (X,R) is called

an association scheme with s classes if the following three conditions are satisfied:

1. The set R is a partition of X × X and R0 is the diagonal relation, i.e., R0 =

{(x, x)| x ∈ X}.

2. For i = 0, 1, . . . , s, the inverse R−1
i = {(y, x)| (x, y) ∈ Ri} of the relation Ri also

belongs to R.

3. For any triple of integers i, j, k ∈ {0, 1, . . . , s}, there exists a number p
(k)
i,j = p

(k)
j,i

such that, for all (x, y) ∈ Rk:

|{z ∈ X| (x, z) ∈ Ri, (z, y) ∈ Rj}| = p
(k)
i,j .

And p
(k)
i,j s are called the intersection numbers of (X,R).

For relation Ri ∈ R, the adjacency matrix of Ri is defined as follows:

Ai(x, y) =

 1, (x, y) ∈ Ri,

0, (x, y) /∈ Ri.

The space consisting of all complex linear combinations of the matrices {A0, . . . , As}

in an association scheme (X,R) is called a Bose-Mesner algebra. Moreover, denote

J as the v × v matrix with all entries 1, there is a set of pairwise orthogonal idem-

potent matrices {B0 = J
v
, . . . , Bs}, which forms another basis of this Bose-Mesner

algebra. The relations between {Ar}sr=0 and {Br}sr=0 are shown as follows:

Ai =
s∑
j=0

Pi(j)Bj, i = 0, . . . , s; Bj =
1

v

s∑
i=0

Qj(i)Ai, j = 0, . . . , s, (2.9)

where Pi(0), . . . , Pi(s) are the eigenvalues of Ai, which are called the eigenvalues of

the association scheme; and Qj(i) are known as dual eigenvalues of the association

scheme. Usually, vi := Pi(0) denotes the number of 1’s in each row of Ai and
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uj := Qj(0) = tr(Bj). According to [90], for 1 ≤ i, j ≤ s, Pi(j)s and Qj(i)s have the

following relation:

Pi(j)

vi
=
Qj(i)

uj
. (2.10)

Let R = {R0, R1, . . . , Rs} be a set of s + 1 relations on X of an association

scheme. Given a subset Y ⊆ X with |Y | = M , the inner distribution of Y with

respect to R is an (s+ 1)-tuple a = (a0, . . . , as) of nonnegative rational numbers ai

(0 ≤ i ≤ s) given by

ai =
|Ri ∩ (Y × Y )|

M
. (2.11)

Clearly, we have a0 = 1 and
∑s

i=0 ai = |Y |.

Moveover, let u be the indicator vector of Y with respect to X, i.e., ux = 1, if

x ∈ Y and ux = 0, if x /∈ Y . Then, (2.11) can be rewritten as

ai =
1

M
uAiu

T . (2.12)

Besides, for 0 ≤ j ≤ s, define

bj =
v

M2
uBju

T , (2.13)

and b = (b0, . . . , bs) as the dual distribution of Y . By combining (2.9) and (2.13)

together, we have the following lemma which provides a linear relationship between

ais and bjs.

Lemma 2.1. Given an association scheme (X,R) with s classes and |X| = v. Let

Y ⊆ X with size M , then for {a0, . . . , as} and {b0, . . . , bs} defined in (2.11) and

(2.13) respectively, we have

ai =
M

v

s∑
j=0

bjPi(j), i = 0, 1, . . . , s.

As a consequence of Lemma 2.1, we have the following properties of {bj : 0 ≤

j ≤ s}.
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Lemma 2.2. ([144], Theorem 12 in Section 6, Chapter 21) Given an association

scheme (X,R) with s classes and |X| = v. Let Y ⊆ X with size M and {b0, . . . , bs}

be defined as (2.13), then bj ≥ 0 for all 0 ≤ j ≤ s.

Lemma 2.3. With the same conditions as those in Lemma 2.2, for {b0, . . . , bs}, we

have

b0 = 1 and
s∑
j=0

bj =
v

M
. (2.14)

Proof of Lemma 2.3. Since B0 = J/v, by the definition of bj in (2.13), we can obtain

b0 =
1

M2
uJuT = 1.

Note that a0 = 1 and P0(j) = 1 for 0 ≤ j ≤ s, by taking i = 0 in Lemma 2.1, we

can obtain

s∑
j=0

bj =
v

M
.

2.2.2 Background on the representation theory of Sn

A partition of n is a nonincreasing sequence of positive integers summing to

n, i.e., a sequence λ = (λ1, . . . , λl) with λ1 ≥ · · · ≥ λl and
∑l

i=1 λi = n, and we

write λ ` n. The Young diagram of λ is an array of n cells, having l left-justified

rows, where row i contains λi cells. For example, the Young diagram of the partition

(3, 22) is:

If the array contains the numbers {1, . . . , n} in some order in place of dots, we call

it λ-tableau, for example,

5 1 3

2 4

6 7
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is a (3, 22)-tableau. Two λ-tableaux are said to be row-equivalent if they have the

same numbers in each row; if a λ-tableau s has rows R1, . . . , Rl1 ⊆ [n] and columns

C1, . . . , Cl2 ⊆ [n], then we let Rs = SR1 × · · · × SRl1 be the row-stabilizer of s and

Cs = SC1 × · · · × SCl2 be the column-stabilizer of s.

A λ-tabloid is a λ-tableau with unordered row entries. Given a tableau s, denote

[s] as the tabloid it produces. For example, the (3, 22)-tableau above produces the

following (3, 22)-tabloid:

{5 1 3}

{2 4}

{6 7}

For given group G and set S, denote e as the identity in G. The left action of G on

S is a function G × S → S (denoted by (g, x) 7→ gx) such that for all x ∈ S and

g1, g2 ∈ G :

ex = x and (g1g2)x = g1(g2x).

Now, consider the left action of Sn on Xλ, the set of all λ-tabloids; let Mλ = C[Xλ]

be the corresponding permutation module, i.e., the complex vector space with basis

Xλ and the action of Sn on C[Xλ] linearly extended from the action of Sn on Xλ.

Given a λ-tableau s, the corresponding λ-polytabloid is defined as

es :=
∑
π∈Cs

sgn(π)π[s].

We define the Specht module Sλ to be the submodule of Mλ spanned by the λ-

polytabloids:

Sλ = Span{es : s is a λ-tableau}.

As shown in [58], any irreducible representation ρ of Sn is isomorphic to some

Sλ. This leads to a one to one correspondence between irreducible representations

and partitions of n. In the following of this chapter, for convenience, we shall write

[λ] for the equivalence class of the irreducible representation Sλ, χλ for the character
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χSλ (The formal definition of the character of a representation will be presented in

Section 2.3.1).

Let λ = (λ1, . . . , λl1) be a partition of n. If its Young diagram has columns

of lengths λ′1 ≥ λ′2 ≥ · · · ≥ λ′l2 ≥ 1, then the partition λT = (λ′1, . . . , λ
′
l2

) is called

the transpose (or conjugate) of λ. Consider each cell (i, j) in the Young diagram of

λ, the hook of (i, j) is Hi,j = {(i, j′) : j′ ≥ j} ∪ {(i′, j) : i′ ≥ i}. The hook length

of (i, j) is hi,j = |Hi,j|. As an important parameter, the dimension dim[λ] of the

Specht module Sλ is given by the following theorem:

Theorem 2.10. ([68]) If λ is a partition of n with hook lengths (hi,j), then

dim[λ] =
n!∏
i,j hi,j

. (2.15)

As an immediate consequence of Theorem 2.10, we have dim[λ] = dim[λT ].

2.2.3 Spectra of Cayley graphs on Sn

2.2.3.1 Basics and known results

Given a group G and an inverse-closed subset X ⊆ G, the Cayley graph on G

generated by X, denoted by Cay(G,X), is the graph with vertex-set G and edge-set

{{u, v} ∈
(
G
2

)
: uv−1 ∈ X}. Cayley graphs have been studied for many years and

are a class of the most important structures in algebraic graph theory. Here, we

only consider a very special kind of Cayley graphs where G = Sn and X is a union

of conjugacy classes.

For fixed k ≥ 1, consider the Cayley graph Γk on Sn with generating set

FPFk = {σ ∈ Sn : σ has less than k fixed points}.

When k = 1, the corresponding Cayley graph Γ1 is also called the derangement

graph on Sn.

For i, j ∈ [n], denote Ci→j as the coset consisting of permutations σ ∈ Sn with

σ(i) = j. In [58], by taking FPFk as a union of conjugacy classes, the authors
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used the representation theory of Sn and obtained the following results about the

eigenvalues of Γk:

λ(k)
ρ =

1

dim[ρ]

∑
σ∈FPFk

χρ(σ) (ρ ` n), (2.16)

where the character χρ of ρ is the map defined by

χρ : Sn → C,

χρ(σ) = Tr(ρ(σ)),

and Tr(ρ(σ)) denotes the trace of the linear map of ρ(σ). If there is no confusion, for

a partition ρ of n, we also use the notation ρ to denote the corresponding irreducible

representation of Sn (For this correspondence, see Theorem 14 in [58].).

Let dn = |FPF1(n)| be the number of derangements in Sn, using the inclusion-

exclusion formula, we have

dn =
n∑
i=0

(−1)i
(
n

i

)
(n− i)! =

n∑
i=0

(−1)i
n!

i!
=

(
1

e
+ o(1)

)
· n!.

From [58], we know that for n ≥ 5, the eigenvalues of Γ1 satisfy:

λ
(1)
(n) = dn,

λ
(1)
(n−1,1) = − dn

(n− 1)
, (2.17)

|λ(1)
ρ | <

c · dn
n2

<
dn

(n− 1)
for all other ρ ` n,

where c is an absolute constant. And the eigenvalues of Γk satisfy:

λ
(k)
(n) =

k−1∑
i=0

[(n
i

)
· dn−i

]
,

λ
(k)
(n−1,1) =

1

(n− 1)
·
k−1∑
i=0

[(n
i

)
· dn−i · (i− 1)

]
, (2.18)

|λ(k)
ρ | <

ck · n!

n2
for all other ρ ` n,

where ck > 0 depends on k alone. As shown in [57], for λ
(k)
ρ s with different ks and

the same ρ, their corresponding eigenspaces are the same Uρ with dimension dim[ρ].
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For each t ∈ N, define

Ut =
⊕

ρ`n:ρ1≥n−t

Uρ.

It was proved in [58] that Ut is the linear span of the characteristic functions of the

t-cosets of Sn, i.e.,

Ut = Span{CI→J : I, J are ordered t-tuples of distinct elements of [n]},

where for I = {i1, . . . , it} and J = {j1, . . . , jt}, CI→J = {σ ∈ Sn : σ(i1) =

j1, . . . , σ(it) = jt} is a t-coset of Sn. Moreover, write Vt =
⊕

ρ`n:ρ1=n−t Uρ. Clearly,

Vts are pairwise orthogonal and

Ut = Ut−1

⊕
Vt. (2.19)

During their study of intersecting families for permutations in [58], Ellis, Friedgut

and Pilpel developed several tools to estimate the spectra of Γks, we include the fol-

lowing three lemmas which are useful for our estimations of the eigenvalues of Γks.

Lemma 2.4. ([58], Lemma 6) Let G be a finite group, let X ⊆ G be inverse-

closed and conjugation-invariant, and let Cay(G,X) be the Cayley graph on G with

generating set X. Let ρ be an irreducible representation of G with dimension d, and

let λρ be the corresponding eigenvalue of Cay(G,X). Then

|λρ| ≤
√
|G||X|
d

. (2.20)

Lemma 2.5. ([58], Claim 1 in Section 3.2.1) Let [ρ] be an irreducible representation

whose first row or column is of length n− t. Then

dim [ρ] ≥
(
n

t

)
e−t. (2.21)

Theorem 2.11. ([146]) If α, ε > 0, then there exists N(α, ε) ∈ N such that for all

n > N(α, ε), any irreducible representation [λ] of Sn which has all rows and columns

of length at most n
α

has

dim [λ] ≥ (α− ε)n. (2.22)
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The above three lemmas provide a way to control |λ(k)
ρ | based on the dimension

of [ρ]. When the structure of the partition ρ is relatively simple, [ρ]’s dimension can

be well bounded and therefore leads to a good control of |λ(k)
ρ |. When the dimension

of [ρ] is relatively large, this method no longer works. Thus, we need the following

results from [126] and [127].

Theorem 2.12. ([126], Theorem 3.7) Let 0 < k < n and ρ ` n. Let µ1, . . . , µq be

the Young diagram obtained from ρ by removing the right most box from any row of

the diagram so that the resulting diagram is still a partition of (n− 1). Then

λ(k)
ρ =

n

k dim[ρ]

q∑
j=1

dim[µj]λ
(k−1)
µj

. (2.23)

Theorem 2.13. ([127], Theorem 3.5) Let n, k be integers with n > k ≥ 0, and

ρ = (n) ` n. Then

λ
(k)

ρT
=

(
n

k

)
(−1)n−k−1(n− k − 1). (2.24)

For positive integers n1 and n2, we write n1 = Ot(n2) if n1 ≤ Ctn2 for some

constant Ct that depends only on t.

Theorem 2.14. ([127], Theorem 3.9) Let n, k, t be integers with k ≥ 0, t > 0 and

n > k + 2t, ρ = (n − t, ρ2, . . . , ρr) ` n with
∑r

i=2 ρi = t, and β = (ρ2, . . . , ρr) ` t.

Then

dim[ρ]λ(k)
ρ = dim[β]

(
n

k

)( t∑
r=0

(
k

r

)
(−1)t−r

(t− r)!

)
dn−k +Ot(n

2t−1+k). (2.25)

Let n, k, t be integers with 0 ≤ k < n and 0 ≤ 2t < n. We define V (n, t) =

{ρ ` n : ρ = (n − t, ρ2, . . . , ρl) with
∑l

i=2 ρi = t}, and we also need the following

lemma.

Lemma 2.6. ([127], Lemma 3.16) Let t ≥ 0 and ρ ∈ V (n, t). Then

λ
(k)

ρT
= Ot(n

k+1). (2.26)
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2.2.3.2 Some new results about λ
(k)
ρ s

In this part, first, we shall prove two identities of the linear combinations of

λ
(k)
(n)s. Then, using aforementioned results, we will provide some new estimations

about |λ(k)
ρ | for ρ ` n and ρ 6= (n), (n− 1, 1).

Based on the formula of dn, we have the following simple identity.

Proposition 2.1. For any positive integer n ≥ 5, we have

n∑
k=2

k−1∑
i=1

1

(i− 1)!
·

(
n−i∑
s=0

(−1)s

s!

)
= n− 2. (2.27)

Proof. First, by interchanging the summation order of the LHS of (2.27), we have

n∑
k=2

k−1∑
i=1

1

(i− 1)!
·

(
n−i∑
s=0

(−1)s

s!

)
=

n∑
k=2

k−2∑
i=0

1

i!
·

(
n−i−1∑
s=0

(−1)s

s!

)

=
n−2∑
i=0

1

i!
·

(
n∑

k=i+2

n−i−1∑
s=0

(−1)s

s!

)

=
n−2∑
i=0

n− i− 1

i!
·

(
n−i−1∑
s=0

(−1)s

s!

)
.

Now, let am =
∑m

s=0
(−1)s

s!
and A(x) be the generating function

∑
m≥0 amx

m of

sequence {am}m≥0. Then, we have A(x) = e−x

1−x and

∑
m≥0

mamx
m =

(
e−x

1− x

)′
x =

e−xx2

(1− x)2
.

Let bn =
∑n

i=0
n−i+1
i!

an−i+1 and B(x) be the generating function
∑

n≥0 bnx
n of se-

quence {bn}n≥0. From the above equality and the property of products of generating

functions, we immediately have

B(x) = ex ·
∑

m≥0mamx
m

x
=

x

(1− x)2
=
∑
n≥1

nxn.

Therefore, bn = n and

n∑
k=2

k−1∑
i=1

1

(i− 1)!
·

(
n−i∑
s=0

(−1)s

s!

)
=

n−2∑
i=0

n− i− 1

i!
·

(
n−i−1∑
s=0

(−1)s

s!

)
= bn−2 = n− 2.

This completes the proof of (2.27).
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As an application of Proposition 2.1, we can prove the following lemma.

Lemma 2.7. For any integer n ≥ 5,

n∑
k=1

(λ
(k)
(n) + (n− 1) · λ(k)

(n−1,1)) = n! · (n− 2), (2.28)

n∑
k=1

(λ
(k)
(n) − λ

(k)
(n−1,1)) = n! ·

(
n− n− 2

n− 1

)
. (2.29)

Proof. By (2.18), we have

λ
(k)
(n) + (n− 1) · λ(k)

(n−1,1) =
k−1∑
i=0

(
n

i

)
· i · dn−i

= 0 + n! ·
k−1∑
i=1

1

(i− 1)!
· (

n−i∑
s=0

(−1)s

s!
),

where the second term n! ·
∑k−1

i=1
1

(i−1)!
·(
∑n−i

s=0
(−1)s

s!
) in the RHS of the above equality

equals 0 when k ≤ 1. Thus the identity (2.28) follows from Lemma 2.1.

Similarly, by (2.18), we have

λ
(k)
(n) − λ

(k)
(n−1,1) =

k−1∑
i=0

(
n

i

)
·
(

1− i− 1

n− 1

)
· dn−i

=
n

n− 1
·
k−1∑
i=0

(
n

i

)
· dn−i −

1

n− 1
·
k−1∑
i=0

(
n

i

)
· i · dn−i.

Therefore,

n∑
k=1

(λ
(k)
(n) − λ

(k)
(n−1,1)) =

n∑
k=1

(
n

n− 1
·
k−1∑
i=0

(
n

i

)
· dn−i −

1

n− 1
·
k−1∑
i=0

(
n

i

)
· i · dn−i

)

= n! · n

n− 1
·

n∑
k=1

k−1∑
i=0

1

i!
·

(
n−i∑
s=0

(−1)s

s!

)
− n! · n− 2

n− 1
.

From the definition of Mn in Proposition 2.1, we have
∑n

k=1

∑k−1
i=0

1
i!
· (
∑n−i

s=0
(−1)s

s!
) =

Mn. Thus we have

n∑
k=1

(λ
(k)
(n) − λ

(k)
(n−1,1)) = n! ·

(
n− n− 2

n− 1

)
.

This completes the proof.
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Denote Φ = {ρ ` n : ρ 6= (n), (n − 1, 1)}. According to (2.18), for fixed k and

ρ 6= (n), (n− 1, 1), we have |λ(k)
ρ | ≤ ck·n!

n2 . However, this bound is not good enough.

When the index k varies from 1 to n, the constant ck might become relatively large.

Thus, if we try to get similar identities as (2.28) and (2.29) for λ
(k)
ρ with ρ ∈ Φ, we

need some more delicate evaluations about λ
(k)
ρ s for ρ ∈ Φ.

According to the structure of their corresponding partitions, we can divide

ρ ∈ Φ into the following four parts:

Φ1 ={ρ ∈ Φ : the first row or column of ρ is of length at most n− 3};

Φ2 ={(n)T};

Φ3 ={(n− 2, 1, 1), (n− 2, 2)};

Φ4 ={(n− 1, 1)T , (n− 2, 1, 1)T , (n− 2, 2)T}.

Clearly, Φ are formed by these four parts and all of them are pairwise disjoint.

Based on the known results, we can prove the following bounds about λ
(k)
ρ s for ρ ∈ Φ.

Lemma 2.8. Let n, k, t be positive integers with n sufficiently large. Then,

• When ρ ∈ Φ1 t Φ2, we have |λ(k)
ρ | ≤ 7e3n!

n3 for all 1 ≤ k ≤ n.

• When ρ ∈ Φ3, we have λ
(k)
ρ ≥ − c0n!

n3 for 3 ≤ k ≤ n − n
lnn
− 7, where c0 is an

absolute constant; and |λ(k)
ρ | ≤ 3n!

n2 for k = 1, 2 or k > n− n
lnn
− 7.

• When ρ ∈ Φ4, we have |λ(k)
ρ | ≤ n!

n3 for 1 ≤ k ≤ n− n
lnn
− 7; and |λ(k)

ρ | ≤ 3n!
n2 for

k > n− n
lnn
− 7.

Proof. Consider the eigenvalues corresponding to irreducible representations in Φ1t

Φ2. For each ρ ∈ Φ1, assume that the length of the first row or column of ρ is

n − t. When 3 ≤ t ≤ n
3
, since

(
n
t

)
e−t is increasing in the range 3 ≤ t ≤ n−e

e+1
and

is decreasing in the range n−e
e+1

< t ≤ n
3
, thus, we have

(
n
t

)
e−t ≥ n3

7e3
. By Lemma

2.5, dim[ρ] ≥
(
n
t

)
e−t ≥ n3

7e3
. When t ≥ n

3
, ρ has all rows and columns of length at

most 2n
3

. Since n is sufficiently large, by Theorem 2.11, dim[ρ] ≥ (3
2
− ε)n ≥ n3

7e3
.
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Therefore, for all ρ ∈ Φ1, we have dim[ρ] ≥ n3

7e3
. Note that |FPFk| < n!. By Lemma

2.4, we have

|λ(k)
ρ | ≤

7e3n!

n3

for all ρ ∈ Φ1 and 1 ≤ k ≤ n. According to Theorem 2.13, λ
(k)

(n)T
= (−1)n−k−1(n −

k − 1)
(
n
k

)
. Thus, we also have |λ(k)

(n)T
| ≤ 7e3n!

n3 .

Consider the eigenvalues corresponding to irreducible representations in Φ3.

Based on structures of Young diagrams of (n− 2, 1, 1) and (n− 2, 2), one can easily

get their hook lengths. Thus, by Theorem 2.10, dim[(n − 2, 1, 1)] = (n−1)(n−2)
2

and

dim[(n− 2, 2)] = (n−1)(n−3)
2

. Take t = 2 in Theorem 2.14, for 1 ≤ k ≤ n− 5, we have

(n− 1)(n− 2)

2
λ

(k)
(n−2,1,1) =

(
n

k

)
k2 − 3k + 1

2
dn−k +O2(nk+3);

(n− 1)(n− 3)

2
λ

(k)
(n−2,2) =

(
n

k

)
k2 − 3k + 1

2
dn−k +O2(nk+3).

For k = 1, 2 and n sufficiently large, this leads to λ
(1)
(n−2,1,1) = λ

(1)
(n−2,2) = −

(
1
e

+ o(1)
)
·

n!
n2 and λ

(2)
(n−2,1,1) = λ

(2)
(n−2,2) = −

(
1
2e

+ o(1)
)
· n!
n2 . For 3 ≤ k ≤ n − n

lnn
− 7, we have(

n
k

)
k2−3k+1

2
dn−k > 0 and nk+3 < n!

n3 . This indicates that

λ
(k)
(n−2,1,1) ≥ −c1

n!

n3
and λ

(k)
(n−2,2) ≥ −c2

n!

n3

for all 3 ≤ k ≤ n− n
lnn
−7, where c1, c2 ≥ 0 are absolute constants. For k > n− n

lnn
−7,

since we already have dim[(n− 2, 1, 1)] = (n−1)(n−2)
2

and dim[(n− 2, 2)] = (n−1)(n−3)
2

,

by Lemma 2.4 and |FPFk| < n!, we have

|λ(k)
(n−2,1,1)|, |λ

(k)
(n−2,2)| ≤

3n!

n2
.

Consider the eigenvalues corresponding to irreducible representations in Φ4. For

1 ≤ k ≤ n− n
lnn
− 7, by Lemma 2.6, we have λ

(k)

(n−1,1)T
= O1(nk+1) and λ

(k)

(n−2,1,1)T
=

λ
(k)

(n−2,2)T
= O2(nk+1). Therefore, we have

|λ(k)

(n−1,1)T
|, |λ(k)

(n−2,1,1)T
|, |λ(k)

(n−2,2)T
| ≤ n!

n3
,

for all 1 ≤ k ≤ n− n
lnn
−7. For k > n− n

lnn
−7, based on the structure of (n−1, 1)T ,

we have

λ
(k)

(n−1,1)T
=

n

k dim[ρ]
· (dim[(n− 1)T ] · λ(k−1)

(n−1)T
+ dim[(n− 2, 1)T ] · λ(k−1)

(n−2,1)T
)
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by Theorem 2.12. Since dim[(n − 1)T ] = dim[(n − 1)] = 1 and dim[ρ] = dim[(n −

1, 1)] = n− 1, we further have

|λ(k)

(n−1,1)T
| ≤ n

k(n− 1)
· |λ(k−1)

(n−1)T
|+ n

k
· |λ(k−1)

(n−2,1)T
|.

From the first part of this proof, |λ(k−1)

(n−1)T
| ≤ 7e3(n−1)!

(n−1)3 < n!
2n2 . Meanwhile, since

dim[(n−2, 1)T ] = n−2, by Lemma 2.4, we have |λ(k−1)

(n−2,1)T
| ≤ (n−1)!

n−2
< 3n!

2n2 . Therefore,

by the choice of k, we have

|λ(k)

(n−1,1)T
| ≤ 3n!

n2
.

Similarly, note that dim[(n − 2, 1, 1)T ] = dim[(n − 2, 1, 1)] and dim[(n − 2, 2)T ] =

dim[(n− 2, 2)], by Lemma 2.4, we also have

|λ(k)

(n−2,1,1)T
|, |λ(k)

(n−2,2)T
| ≤ 3n!

n2
.

This completes the proof.

§ 2.3 Proofs of Theorem 2.4 and Theorem 2.5

2.3.1 Proof of Theorem 2.4

In this section, we present the proof of Theorem 2.4. The main tool that we

use in this proof is the quantitative shifting method introduced in [47]. To carry out

this method, our proof is divided into the following three steps:

• First, to guarantee its optimality, we shall prove that the family F must contain

a popular element, i.e., there is some x ∈ [n] in many sets of F . Based on this

argument, we can prove the result when F contains a full 1-star by induction.

• Second, when F does not contain any full 1-star, we can replace the k-sets in

F consisting of less popular elements with new k-sets containing this popular

element. Through an estimation about the increment of I(F), we will show

that F can be covered by r + 1 elements in [n].

• Finally, based on the results from former steps, we complete the proof by in-

duction on n and r.
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Lemma 2.9. Let k ≥ 2, r and n be non-negative integers defined in Theorem 2.4.

If F ⊆
(

[n]
k

)
with size

|F| =
r∑
i=1

(
n− i
k − 1

)
+ δ

(
n− (r + 1)

k − 1

)
for some δ ∈ [150k3

n
, 1], and satisfies I(F) ≥ r+δ2

(r+δ)2 |F|2. Then, there exists an x ∈ [n]

with |F(x)| ≥ |F|
4(r+1)

.

Proof. First, take X = {x ∈ [n] : |F(x)| ≥ |F|
5k(r+1)

} as the set of moderately popular

elements, we show that X can not be very large.

Claim 1. |X| < 10k(r + 1).

Proof. Suppose not, let X0 be a subset of X with size 10k(r + 1), then we have

|F| ≥ |
⋃
x∈X0

F(x)| ≥
∑
x∈X0

|F(x)| −
∑

x 6=y∈X0

|F(x, y)| (2.30)

≥ 2|F| −
(
|X0|

2

)(
n− 2

k − 2

)
.

Since |F| = |L(r)
n,k,1| + δ

(
n−(r+1)
k−1

)
, by the choice of n and Bonferroni Inequalities, we

know that

|F| ≥
(
r

1

)(
n− 1

k − 1

)
−
(
r

2

)(
n− 2

k − 2

)
+ δ

(
n− (r + 1)

k − 1

)
(2.31)

≥ (
nr

3k
+ δ

n− (r + k)

k − 1
(1− k(r + k)

n− 2
))

(
n− 2

k − 2

)
.

Combining (2.30) and (2.31) together, we have

|F| > (2− 150k3(r + 1)2

n(r + δ)
)|F|,

which contradicts the requirement of n. Therefore, the claim holds.

Now, we complete the proof by proving the following claim.

Claim 2. There is an x0 ∈ X such that |F(x0)| ≥ |F|
4(r+1)

.

Proof. W.l.o.g., assume that 1 ∈ X is the most popular element appearing in F .

Then, we have

I(F) =
∑
x∈X

|F(x)|2 +
∑

x∈[n]\X

|F(x)|2
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≤ |F(1)| ·
∑
x∈X

|F(x)|+ |F|
5k(r + 1)

·
∑

x∈[n]\X

|F(x)|

≤ |F(1)| · (|F|+
(
|X|
2

)(
n− 2

k − 2

)
) +

|F|
5k(r + 1)

· k · |F|

≤ |F(1)| · |F| · (1 +
150k3(r + 1)2

n(r + δ)
) +

|F|2

5(r + 1)
. (2.32)

By the lower bound of I(F) and (2.32), we can obtain

|F(1)| ≥ 3|F|
10(r + 1) · (1 + 150k3(r+1)2

n(r+δ)
)
≥ |F|

4(r + 1)
.

Therefore, the claim holds.

This completes the proof.

Given a subset A ⊆ [n] and a family of subsets F ⊆
(

[n]
k

)
, we say A is a cover

of F if for every F ∈ F , A ∩ F 6= ∅. Based on Lemma 2.9, we can proceed to the

second step.

Lemma 2.10. Let F ⊆
(

[n]
k

)
be the same family as that in Theorem 2.4. If F does

not contain any full 1-star, then F has a cover A ⊆ [n] of size r + 1.

Proof. First, we show that the set of moderately popular elements already forms a

cover of F .

Claim 3. X = {x ∈ [n] : F(x) ≥ |F|
5k(r+1)

} is a cover of F .

Proof. Suppose not, there exists an F0 ∈ F such that F0 ∩X = ∅. Thus, for every

x ∈ F0, F(x) < |F|
5k(r+1)

. Since

I(F) =
∑
F∈F

I(F,F) = k + 2I(F0,F \ {F0}) + I(F \ {F0}). (2.33)

Noted that the unpopularity of the elements in F0 may lead to I(F0,F \ {F0})

being very small, thus, if it is possible, we can increase the value of I(F0,F \ {F0})

by replacing F0 with another k-subset of [n] containing a popular element without

changing the value of I(F \ {F0}).
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In fact, this is possible. Due to the assumption that F(1) ( L(1)
n,k,1 (i.e., F

contains no full 1-star), we can replace F0 with some F ′0 ∈ L
(1)
n,k,1 \ F . Denote the

new family as F ′, we have

I(F ′)− I(F) = 2(I(F ′0,F ′ \ {F ′0})− I(F0,F \ {F0})) + I(F ′ \ {F ′0})− I(F \ {F0})

= 2(I(F ′0,F \ {F0})− I(F0,F \ {F0}))

≥ 2(
∑
x∈F ′0

|F(x)| −
∑
x∈F0

|F(x)|)

≥ 2(|F(1)| − |F|
5(r + 1)

) > 0,

which contradicts the optimality of F . Therefore, the claim holds.

By Claim 3, we know that F has a cover X with size less than 10k(r+ 1). Let

X0 ⊆ X be the minimal cover of F containing 1. W.l.o.g., assume that X0 = [m].

For each i ∈ [m], denote F∗(i) as the subfamily in F(i) consisting of all k-sets with

i as their minimal element. Then, F =
⊔m
i=1F∗(i). Thus, we have the following

claim.

Claim 4. For every i, j ∈ [m], we have |F∗(i)| ≥ |F∗(j)| − 3mk2

(r+δ)n
|F|.

Proof. First we claim that for each i ∈ [m], there is some F ∈ F(i) such that

F ∩ [m] = {i}. Otherwise, suppose that for every F ∈ F(i), we have |F ∩ [m]| ≥ 2.

Then,

|F(i)| ≤ (m− 1)

(
n− 2

k − 2

)
<

3mk

(r + δ)n
|F| < |F|

5k(r + 1)
.

This contradicts the fact that F(i) ≥ |F|
5k(r+1)

.

Now, assume there exist i0 6= j0 ∈ [m] satisfying |F∗(j0)| > |F∗(i0)|+ 3mk2

(r+δ)n
|F|.

Thus, since 1 is the most popular element in [n] and F∗(1) = F(1), we know that

i0 6= 1 and

|F∗(1)| ≥ |F∗(j0)| > |F∗(i0)|+ 3mk2

(r + δ)n
|F|.

Noted that F∗(1) ( L(1)
n,k,1, therefore, we can replace the k-subset F ∈ F∗(i0)

satisfying F ∩ [m] = {i0} with some F ′ ∈ L(1)
n,k,1 \F∗(1). Let F ′ be the resulting new
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family, by (2.33), we have

I(F ′)− I(F) = 2(I(F ′,F ′ \ {F ′})− I(F,F \ {F}))

≥ 2(I(F ′,F∗(1))−
∑
x∈F

∑
i∈[m]

|{A ∈ F∗(i) : x ∈ A}|)

≥ 2(|F∗(1)| − |F∗(i0)| − k(m− 1)

(
n− 2

k − 2

)
) > 0.

This contradicts the optimality of F . Therefore, the claim holds.

Actually, Claim 4 shows that as the extremal family, the sizes of sub-families

F∗(i) (i ∈ [m]) of F are relatively close. Since |F∗(1)| = |F(1)| ≥ |F|
4(r+1)

, thus for

each i 6= 1 ∈ [m],

|F∗(i)| ≥ |F∗(1)| − 3mk2

(r + δ)n
|F| ≥ |F|

20(r + 1)
.

Noticed that {F∗(i)}mi=1 forms a partition of F , this leads to a rough bound on m

as: m ≤ 20(r + 1).

Based on this rough bound, we complete the proof by proving the next claim.

Claim 5. m = r + 1.

Proof. We only prove the case when r > 0, for r = 0 the proof is the same.

Given two k-uniform families F1 and F2, we define I(F1,F2) =
∑

A∈F1,B∈F2
|A∩

B|. Clearly, we have I(F) = I(F ,F). By the size of F , m ≥ r + 1. Assume that

m ≥ r + 2. First, we have

I(F) =
∑
i,j∈[m]

I(F∗(i),F∗(j)) =
∑
i∈[m]

I(F∗(i)) +
∑

i 6=j∈[m]

I(F∗(i),F∗(j))

=
∑
i∈[m]

∑
F∈F∗(i)

∑
x∈F

|{A ∈ F∗(i) : x ∈ A}|+
∑

i 6=j∈[m]

∑
F∈F∗(i)

∑
x∈F

|{A ∈ F∗(j) : x ∈ A}|

≤
∑
i∈[m]

(|F∗(i)|+ (k − 1)

(
n− 2

k − 2

)
)|F∗(i)|+

∑
i 6=j∈[m]

k

(
n− 2

k − 2

)
(|F∗(i)|+ |F∗(j)|)

≤
∑
i∈[m]

|F∗(i)|2 + 2km

(
n− 2

k − 2

)
|F| ≤ (|F∗(1)|+ 2km

(
n− 2

k − 2

)
)|F|. (2.34)
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By a simple averaging argument, there exists some i0 ∈ [m] such that |F∗(i0)| ≤
|F|
m

. Thus, by Claim 4, we have

|F∗(1)| ≤ (
1

m
+

3mk2

(r + δ)n
)|F|.

This leads to

I(F) ≤ (
1

m
+

9mk2

(r + δ)n
)|F|2 ≤ (

1

r + 2
+

360k2

n
)|F|2. (2.35)

Since F is the extremal family, we know that

I(F) ≥ I(Ln,k(|F|)) =
∑
x∈[n]

|F ∈ Ln,k(|F|) : x ∈ F |2

≥ (r + δ2)

(
n− 1

k − 1

)2

≥ r + δ2

(r + δ)2
|F|2.

Combining with (2.35), we can obtain

r + δ2

(r + δ)2
|F|2 ≤ I(F) ≤ (

1

r + 2
+

360k2

n
)|F|2.

Since n ≥ C0(r + 1)3(k + r)k2, we have 360k2

n
< r+δ2

(r+δ)2 − 1
r+2

, a contradiction.

Therefore, m = r + 1.

This completes the proof.

Proof of Theorem 2.4. We prove the theorem by induction on n and r.

Consider the base case: r = 0. By Lemma 2.10, we know that F has a cover

of size 1. Noted that we have already assumed that 1 ∈ [n] is the most popular

element of F , thus F = F(1). This indicates that L(0)
n,k,1 ⊆ F ⊆ L

(1)
n,k,1.

Now, suppose that F contains a full 1-star. W.l.o.g., assume this full 1-star

consists of all k-sets containing 1. Then, we have r ≥ 1 and

I(F) = I(F(1)) + I(F \ F(1),F)

= (

(
n− 1

k − 1

)2

+ (n− 1)

(
n− 2

k − 2

)2

) +
∑

A∈F\F(1)

I(A,F). (2.36)
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And for any A ∈ F \ F(1),

I(A,F) = I(A,F(1)) + I(A,F \ F(1))

= k

(
n− 2

k − 2

)
+ I(A,F \ F(1)). (2.37)

Therefore,

I(F) = C0(n, k) + I(F \ F(1)),

where C0(n, k) = (
(
n−1
k−1

)2
+(n−1)

(
n−2
k−2

)2
)+k

(
n−2
k−2

)
(|F|−

(
n−1
k−1

)
). Denote F ′ = F\F(1),

then F ′ can be viewed as a family of k-sets in
(

[n]\{1}
k

)
. Due to the optimality of F ,

we have

I(F ′) = max
G⊆([n]\{1}

k ),|G|=|F ′|
= I(G) =MI [n]\{1}(F ′).

Thus, by induction hypothesis, F ′ ⊆
(

[n]\{1}
k

)
satisfies that L(r−1)

n−1,k,1 ⊆ F ′ ⊆ L
(r)
n−1,k,1.

Joined with the full 1-star F(1), we have L(r)
n,k,1 ⊆ F ⊆ L

(r+1)
n,k,1 as claimed.

When F does not contain any full 1-star, by Lemma 2.10, we know that F can

be covered by an (r + 1)-subset of [n]. W.l.o.g, assume that this (r + 1)-subset is

[r + 1].

Let A = {A ∈
(

[n]
k

)
: A∩ [r+1] 6= ∅} be the family of all k-subsets that intersect

[r+1]. When δ = 1, we have F = A = L(r+1)
n,k,1 . When δ 6= 1, F ( A. Let G = A\F ,

we have

I(F) = I(A)− 2I(G,A) + I(G) (2.38)

= I(A)− 2
∑
G∈G

I(G,A) + I(G).

Note that once r + 1 is given, A can be viewed as the union of r + 1 full 1-stars

with cores 1, 2, . . . , r + 1. Based on this structure, for each x ∈ [r + 1], we have

A(x) =
(
n−1
k−1

)
and for each x ∈ [n] \ [r + 1], we have A(x) =

∑r+1
i=1

(
n−i−1
k−2

)
. Since

I(A) =
∑

x∈[n] |A(x)|2 and for each G ∈ A, I(G,A) =
∑

x∈G |A(x)|, thus I(A) and

I(G,A) are both fixed constants.

By (2.38), the optimality of F is actually guaranteed by I(G)−2
∑

G∈G I(G,A),

i.e., I(F) = MI(F) if and only if I(G) − 2
∑

G∈G I(G,A) reaches the maximum.

Based on this observation, we have the following claim.
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Claim 6. For G ⊆ A with size |G| = |A|− |F|, I(G)− 2
∑

G∈G I(G,A) reaches

its maximum only if there exists some i0 ∈ [r + 1] such that G ∩ [r + 1] = {i0} for

all G ∈ G.

Proof. First, we show that for all G ∈ G, |G ∩ [r + 1]| = 1. Otherwise, assume that

there exists G0 ∈ G satisfying |G0 ∩ [r+ 1]| ≥ 2. W.l.o.g., assume that 1 is the most

popular element in G among [r + 1]. Since G contains no full 1-star, we can replace

G0 with some G1 ∈ A(1) \ G(1). Denote the resulting new family as G ′, we have

[I(G ′)− 2
∑
G∈G′
I(G,A)]− [I(G)− 2

∑
G∈G

I(G,A)]

= (I(G ′)− I(G)) + 2(
∑
G∈G

I(G,A)−
∑
G∈G′
I(G,A)).

From (2.33), we know that

I(G ′)− I(G) = 2(I(G1,G \ {G0})− I(G0,G \ {G0}))

≥ 2(
∑
x∈G1

|G(x)| −
∑
x∈G0

|G(x)|)

≥ −2|G| − r(r + 1)

(
n− 2

k − 2

)
.

On the other hand, we have∑
G∈G

I(G,A)−
∑
G∈G′
I(G,A) = I(G0,A)− I(G1,A)

≥
(
n− 1

k − 1

)
− (k − 1)(r + 1)

(
n− 2

k − 2

)
.

By combining these two estimations together, we have

[I(G ′)− 2
∑
G∈G′
I(G,A)]− [I(G)− 2

∑
G∈G

I(G,A)]

≥ 2δ

(
n− 1

k − 1

)
− (2k + r)(r + 1)

(
n− 2

k − 2

)
> 0,

where the first inequality follows from |G| = (1 − δ)
(
n−(r+1)
k−1

)
and the second in-

equality follows from the choice of δ. This contradicts the maximality of I(G) −

2
∑

G∈G I(G,A).
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Noticed that |G ∩ [r + 1]| = 1 for all G ∈ G indicates that I(G,A) =
(
n−1
k−1

)
+

(k−1)
∑r+1

i=1

(
n−i−1
k−2

)
, which is a constant irrelevant to the structure of G. Therefore,

I(G)− 2
∑

G∈G I(G,A) attains its maximum only if

I(G) = max
G0⊆A,|G0|=|G|

|G∩[r+1]|=1 for all G∈G0

I(G0).

Noted that for G0 ⊆ A(1) with |G0| = |G|, I(G0) ≥ |G|2, thus we have I(G) ≥ |G|2.

Since G =
⊔r+1
i=1 G(i), by the upper bound of I(G) in (2.34), we have |G(1)| ≥

|G|−2k(r+ 1)
(
n−2
k−2

)
. Therefore, through a similar shifting argument as Claim 4, the

maximality of I(G) guarantees that |G(i)| ≥ |G(1)| − 6(r+1)k2

(1−δ)n |G| for every i ∈ [r+ 1]

with |G(i)| > 0. If there exists some 2 ≤ i′ ≤ r + 1 such that |G(i′)| > 0, we shall

have
∑

i∈[r+1] |G(i)| ≥ (2− 6(r+1)k2

(1−δ)n )|G| − 2k(r + 1)
(
n−2
k−2

)
, which contradicts the fact

that |G| ≥
∑

i∈[r+1] |G(i)| −
(
r+1

2

)(
n−2
k−2

)
. Therefore, we have G = G(1) and the claim

holds.

By Claim 6, we know that G is contained in a full 1-star of A. W.l.o.g, assume

that G ⊆ {A ∈
(

[n]
k

)
: r + 1 ∈ A} and this leads to L(r)

n,k,1 ⊆ F ⊆ L
(r+1)
n,k,1 . This

completes the proof of Theorem 2.4.

Remark 2.1. According to the proof, one may wonder if the range that

δ ∈ [
150k3(r + 1)2

n
, 1− 150k3(r + 1)3

n
] ∪ {1}

can be extended. Actually, the range might be improved to be a little bit larger, but

anyway, δ can not be too close to 0 or too close to 1 when δ < 1. For example, fix

k ≥ 2 and n sufficiently large. Consider a family F0 ⊆
(

[n]
k

)
with size k+ 1, one can

easily verify that I(G) achieves the maximality when F0 =
(

[k+1]
k

)
. Clearly, for this

case, F0 * L(1)
n,k,1.

2.3.2 Proof of Theorem 2.5

Recall the proof of Theorem 2.4. First, we showed that F must contain a

popular element to guarantee its optimality. Then, we showed that if F doesn’t

have a small cover, I(F) can be increased through shifting arguments. This indicates
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that F must have a certain clustering property and can be covered by a few popular

elements. Finally, noted that |F| is fixed, this small cover ensures F to have the

desired structure.

For Theorem 2.5, since the family we shall deal with is much sparser when t ≥ 2,

it requires more delicate analysis of the family F to proceed the above arguments.

In order to prove Theorem 2.5, we shall require a few preliminary results.

First, we need the following lemma from [47] which shows that among all unions

of r full t-stars, the lexicographic ordering contains the fewest sets.

Lemma 2.11. [47] Suppose k ≥ 2, t ≥ 1, r and n are given non-negative integers

defined in Theorem 2.5. Let F be the union of r full t-stars in
(

[n]
k

)
. Then |F| ≥∑t+r−1

i=t

(
n−i
k−t

)
, with equality to hold if and only if F is isomorphic to L(r)

n,k,t.

With the help of Lemma 2.11, when F contains p full t-stars and the total

intersection number of the remaining k-sets is well bounded, we have the following

lemma which determines the structure of these p full t-stars and shows that the

remaining family is almost cross (t− 1)-intersecting with each of these p full t-stars.

Lemma 2.12. Let k ≥ 2, t ≥ 1, r ≥ 1 and n be given non-negative integers defined

in Theorem 2.5. Let F ⊆
(

[n]
k

)
with size |F| =

∑t+r−1
i=t

(
n−i
k−t

)
+ δ0

(
n−(r+t)
k−t

)
for some

δ0 ∈ [6k(r+1)t
C1

, 1], and satisfy I(F) = MI(F). Suppose F contains p full t-stars

Y1, . . . ,Yp for some integer 1 ≤ p ≤ r and

I(F0) ≤ (t− 1)|F0|2 + (r − p+ δ2
0 +

1

Ct
)

(
n− t
k − t

)2

,

for any F0 ⊆ F with size
∑t+r−(p+1)

i=t

(
n−i
k−t

)
+ rδ0
r+1

(
n−(r+t−p)

k−t

)
< |F0| ≤

∑t+r−(p+1)
i=t

(
n−i
k−t

)
+

δ0

(
n−(r+t−p)

k−t

)
. Let F1 = ∪pi=1Yi and F2 = F \ F1. For each 1 ≤ i ≤ p, denote

Yi ∈
(

[n]
t

)
as the core of Yi, then

• for all i 6= j ∈ [p], |Yi ∩ Yj| = t− 1;

• for at least (1− 2r2kt
Ct

)|F2| k-sets F ∈ F2, |F ∩ Yi| = t− 1 for each 1 ≤ i ≤ p;

• I(F2) ≥ (t− 1)|F2|2 + (r − p+ δ2
0 −

4kr2p2

Ct
)
(
n−t
k−t

)2
.

41



Several problems in extremal combinatorics and their applications in coding theory

Let F1 = ∪t+ri=tGj and F2 = ∪t+1
j=1Hj with the same size

∑t+r−1
i=t

(
n−i
k−t

)
+ δ
(
n−(r+t)
k−t

)
for some δ ∈ [6krt

C1
, 1− 6krt

C1
] ∪ {1}, where Gi is a t-star with core {1, . . . , t− 1, i} and

Hj is a t-star with core [t + 1] \ {j}. The following lemma shows that when the

size of each star is not too small, family with the structure of F1 has larger total

intersection number.

Lemma 2.13. Let k ≥ 2, t ≥ 1, 1 ≤ r ≤ t and n be given non-negative integers

defined in Theorem 2.5. Let F = ∪t+1
j=1Hj with |F| =

∑t+r−1
i=t

(
n−i
k−t

)
+ δ
(
n−(r+t)
k−t

)
for

some δ ∈ [6krt
C1
, 1− 6krt

C1
] ∪ {1}, where Hj is a t-star with core [t + 1] \ {j}. Assume

that |Hj| ≥ δ
2C1

(
n−t
k−t

)
for each j ∈ [t + 1]. Then, there exists a family F0 with size

|F| such that L(r)
n,k,t ⊆ F0 ⊆ L(r+1)

n,k,t and I(F0) > I(F).

Our proof of Theorem 2.5 will proceed according to the following steps:

• First, we show that if I(F) is large enough, F must have a popular t-set.

Lemma 2.14. Let k ≥ 2, t ≥ 1, r and n be given non-negative integers defined in

Theorem 2.5. If F ⊆
(

[n]
k

)
with size

|F| =
t+r−1∑
i=t

(
n− i
k − t

)
+ δ

(
n− (r + t)

k − t

)

for some δ ∈ [6k(r+1)t
C1

, 1], and satisfies I(F) ≥ (t−1)|F|2+(r+δ2−ε0)
(
n−t
k−t

)2
for some

constant ε0 ≤ δ2

10(r+1)
. Then, there exists some A ∈

(
[n]
t

)
with |F(A)| ≥ r+δ2

2t(r+δ)2 |F|.

Moreover, when r = 0, we have |F(A0)| ≥ |F|(1− 2kt

Ct
), where A0 ∈

(
[n]
t

)
is the most

popular t-set in F .

• Second, we show that if F contains at most one full t-star, then F has a small

t-cover. Moreover, if F contains no full t-star, all F ∈ F share a common

element.

Lemma 2.15. Let F ⊆
(

[n]
k

)
be the same family defined in Theorem 2.5. For

t ≥ 2, if F contains at most one full t-star, then there exists a subset Ut ⊆ [n] with

|Ut| ≤ t(4r + 5) being a t-cover of F .
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Lemma 2.16. Let F ⊆
(

[n]
k

)
be the same family defined in Theorem 2.5. If F

contains no full t-star, then there exists an x0 ∈ [n] such that x0 ∈ F , for all F ∈ F .

• Third, with the help of Lemmas 2.12 and 2.13, by induction on r, we show that

for the extremal family F , all F ∈ F share a common element. This enables us

to proceed the induction on n, k and t and therefore, Theorem 2.5 shall follow

from Theorem 2.4.

Since the estimation ofMI(F) requires using the property of a certain convex

function, we have the following theorem which is crucial during the proof of Theorem

2.5 and related lemmas.

Theorem 2.15. Given integer r ≥ 0, let f : Rr+1 → R be the function defined as

f(x1, . . . , xr+1) =
∑r+1

i=1 x
2
i . Let C = {(x1, . . . , xr+1) ∈ Rr+1 :

∑r+1
i=1 xi = M and 0 ≤

a ≤ xi ≤ b} for some fixed a, b and ra+ b ≤M ≤ (r + 1)b. Then, we have

f(x1, . . . , x2) ≤ r0b
2 + (r − r0)a2 + (M − r0b− (r − r0)a)2,

where r0 is the largest integer satisfying M − r0b ≥ (r + 1 − r0)a. Moreover, the

equality holds if and only x1 = . . . = xr0 = b, xr0+1 = M − r0b − (r − r0)a and

xr0+2 = . . . = xr+1 = a, up to isomorphism.

Proof. Noted that f(x1, . . . , xr+1) =
∑r+1

i=1 (xi − a)2 + 2Ma − (r + 1)a2 over C,

therefore, we only need to prove the case when a = 0.

When a = 0, C is actually the polyhedral convex set in (r + 1)-dimensional

cube [0, b]r+1 cut by the hyperplane
∑r+1

i=1 xi = M . Clearly, f is a convex function.

Therefore, by Corollary 32.3.4 in [165], the supremum of f relative to C is attained

at one of the extreme points of C. Denote r1 = bM
b
c, since coordinates of the

extreme points of C all have the form: xi1 = . . . = xir1 = b, xir1+1 = M − r1b and

the rest xis all equal to zero. Therefore, we have f(x1, . . . , xr+1) ≤ r1b
2 +(M −r1b)

2

and the equality holds if and only if (x1, . . . , xr+1) is an aforementioned extreme

point of C.
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Armed with all these lemmas whose proofs we defer until later in this section,

we now show how to deduce Theorem 2.5.

Proof of Theorem 2.5. We prove the theorem by induction on r.

Consider the base case: r = 0. In this case, F contains at most one full t-star.

By Lemma 2.15, we know that F has a t-cover Ut with size |Ut| ≤ t(4r+5). W.l.o.g.,

assume that Ut = [m]. From Lemma 2.14 and Claim 9 in the proof of Lemma 2.15,

we know that as one of the most popular t-sets appearing in F , [t] has the degree

|F([t])| ≥ (1 − 2kt

Ct
)|F|. If F 6= F([t]), we must have [t] ( [m]. For i ∈ [m] \ [t], by

Claim 11 in the proof of Lemma 2.15, we have |F({1, . . . , t−1, i})| ≥ |F([t])|− 2k
C1
|F|.

Thus,

|F| ≥ |F([t])|+ |F{1, . . . , t− 1, i})| − |F({1, . . . , t, i})|

≥ (2− 4kt

Ct
− 2k

C1

)|F| −
(
n− (t+ 1)

k − (t+ 1)

)
> |F|,

a contradiction. Therefore, F = F([t]) ⊆ L(1)
n,k,t.

Now, let r0 be a non-negative integer. Assume that for every r ≤ r0, F ⊆
(

[n]
k

)
with size

∑t+r−1
i=t

(
n−i
k−t

)
+ δ
(
n−(r+t)
k−t

)
satisfying I(F) =MI(F) is isomorphic to some

F0 with the structure L(r)
n,k,t ⊆ F0 ⊆ L(r+1)

n,k,t . We shall prove that this also holds when

r = r0 + 1 by induction on n, k and t.

Assume that F can be covered by a single element x0 ∈ [n], i.e., there exists

an x0 ∈ [n] such that F = F(x0). Then, by identity (2.3), the optimality of F is

guaranteed by the new family

∂k−1(F(x0)) = {F \ {x0} : F ∈ F} ⊆
(

[n] \ {x0}
k − 1

)
with the same size as F . Noted that

t+r−1∑
i=t

(
n− i
k − t

)
+ δ

(
n− (r + t)

k − t

)
=

(t−1)+r−1∑
i=t−1

(
(n− 1)− i

(k − 1)− (t− 1)

)
+ δ

(
(n− 1)− (r + t− 1)

(k − 1)− (t− 1)

)
.
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Thus, the result follows from the induction hypothesis for the case n − 1, k − 1,

r = r0 + 1 and t − 1. In view of this, to complete the proof, we only need to

show that all F ∈ F share one common element. If F contains no full t-star, this

result follows from Lemma 2.16. Therefore, the case left is when F contains at least

one full t-star. For the induction process, we can assume that F ⊆
(

[n]
k

)
with size∑t+r−1

i=t

(
n−i
k−t

)
+ δ
(
n−(r+t)
k−t

)
>
(
n−t
k−t

)
.

Suppose F contains p full t-star Y1, . . . ,Yp for some integer 1 ≤ p ≤ r. Let

F1 = ∪pi=1Yi and F2 = F \ F1. Denote G0 as the optimal subfamily in
(

[n]
k

)
of size∑t+r−p−1

i=t

(
n−i
k−t

)
+ δ′

(
n−(t+r−p)

k−t

)
with respect to I(G0), where rδ

r+1
≤ δ′ ≤ δ. Since

p ≥ 1, by induction on r, we know that L(r−p)
n,k,t ⊆ G0 ⊆ L(r−p+1)

n,k,t . Thus,

I(F0) ≤ I(G0) ≤ (t− 1)|G0|2 + (r − p+ δ2 +
1

Ct
)

(
n− t
k − t

)2

,

for any F0 ⊆ F with size |F0| = |G0|. Therefore, by Lemma 2.12,

• for all i 6= j ∈ [p], |Yi ∩ Yj| = t− 1;

• for at least (1− 2r2kt
Ct

)|F2| k-sets F ∈ F2, |F ∩ Yi| = t− 1 for each 1 ≤ i ≤ p;

• I(F2) ≥ (t− 1)|F2|2 + (r − p+ δ2 − 4kr2p2

Ct
)
(
n−t
k−t

)2
.

Furthermore, by Lemma 2.14, the most popular t-set A appearing in F2 has degree

|F2(A)| ≥ r−p+δ2

2t(r−p+δ)2 |F2|. Denote F ′2 = {F ∈ F2 : |F ∩Yi| = t−1 for each 1 ≤ i ≤ p}

and F3 = F2 \ F ′2, we have F = F1 t F ′2 t F3. In the following, we shall determine

all the possible structures of F1 and F2 through discussions of the value of p and as

a consequence, we will have F3 = ∅.

To guarantee that |Yi∩Yj| = t−1 for all i 6= j ∈ [p], there are only two possible

cases:

• The first case: p ≤ t+ 1, up to isomorphism, Yi ∈
(

[t+1]
t

)
for all i ∈ [p].

When p ≤ 2, structures of Yis are the same as the second case, which will be

discussed later.
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When p ≥ 3, since |F ∩ Yi| = t − 1 for all F ∈ F ′2 and i ∈ [p], we know

that for each F ∈ F ′2, |F ∩ [t + 1]| = t. Therefore, assume that Yi = [t + 1] \ {i}

and F ′2 = ∪t+1
i=p+1Hi, where Hi is the t-star in F2 with core [t + 1] \ {i}. Since

|F3| ≤ 2r2kt
Ct
|F2|, w.l.o.g., we can assume A = [t + 1] \ {p + 1} as the most popular

t-set in F2. Then, |F2(A)| = |Hp+1| ≥ r−p+δ2

2t(r−p+δ)2 |F2|. Clearly, A ∈
(

[t+1]
t

)
. Denote

Z0 = {j ∈ [p + 1, t + 1] : |Hj| ≥ |F2|
C1
}, we claim that F ′2 = ∪j∈Z0Hj. Otherwise,

assume that there exists a G0 ∈ Hj0 for some j0 ∈ [p + 1, t + 1] \ Z0. Since F2

contains no full t-star, by replacing G0 with some F containing A, we have

I(F, F̃)− I(G0,F) =I(F,F1)− I(G0,F1) + I(F, F̃ ′2)− I(G0,F ′2)

+ I(F,F3)− I(G0,F3),

where F̃ = F1 t F̃ ′2 t F3 and F̃ ′2 = F ′2 \ {G0} t {F} is the new “F ′2” after shifting.

Noted that for every x ∈ [p], F1(x) = |F1|−|Yx|+
(
n−(t+1)
k−(t+1)

)
; for every x ∈ [p+1, t+1],

|F1(x)| = |F1|; and for every x ∈ [t+2, n], |F1(x)| =
(
n−(t+2)
k−(t+2)

)
+p
(
n−(t+2)
k−(t+1)

)
. Therefore,

I(F,F1)− I(G0,F1) = 0 and

I(F, F̃)− I(G0,F) = I(F, F̃2)− I(G0,F2) ≥
∑
x∈F

|F̃ ′2(x)| −
∑
x∈G0

(|F ′2(x)|+ |F3(x)|)

≥ (|F ′2| − |H(j0)|)− (|F ′2| − |H(p+ 1)|)−∑
x∈G0\[t+1]

|F ′2(x)| − k|F3(x)|

≥ r − p+ δ2

2t(r − p+ δ)2
|F2| −

k − t
C1

|F2| −
2r2k2t

Ct
|F2| > 0,

a contradiction, where the third inequality follows from |Hj0| ≤
|F2|
C1

, |Hp+1| ≥
r−p+δ2

2t(r−p+δ)2 |F2|, |F ′2(x)| ≤ (t+1)
(
n−(t+1)
k−(t+1)

)
≤ |F2|

C1
for each x ∈ [n]\ [t+1] and |F3(x)| ≤

2r2kt
Ct
|F2|.

Moreover, if F3 6= ∅, let G1 ∈ F3. Again, we can replace G1 with some F

containing A. Denote F̃ = F1 t F̃ ′2 t F̃3 as the new family. Since |G1 ∩ Yi0| ≤ t− 2

for some i0 ∈ [p], thus |G1∩[t+1]| ≤ t−1. When p+1 /∈ G1, we have (G1∩[t+1]) ( A.

Assume x0 ∈ A \G1, since F1 ∪ F ′2 = ∪t+1
i=1Hi (Hi = Yi for i ∈ [p]), we have∑

x∈F

|F̃(x)| −
∑
x∈G1

|F(x)| ≥ |F2(x0)| −
∑

x∈G1\[t+1]

|F(x)|
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≥ r − p+ δ2

2t(r − p+ δ)2
|F2| − k(t+ 1)

(
n− (t+ 1)

k − (t+ 1)

)
− k|F3|

≥ r − p+ δ2

2t(r − p+ δ)2
|F2| −

3r2k2t

Ct
|F2| > 0.

When p+ 1 ∈ G1, we have |G1 ∩ A| ≤ t− 2. Assume x1, x2 ∈ A \G1, we have∑
x∈F

|F̃(x)| −
∑
x∈G1

|F(x)| ≥ |F(x1)|+ |F(x2)| − |F(p+ 1)| −
∑

x∈G1\[t+1]

|F(x)|

≥ (|F| − |Hx1 | − |F3|) + (|F| − |Hx2 | − |F3|)−

(|F| − |Hp+1|)−
3r2k2t

Ct
|F2|

≥ (|F| − |Hx1| − |Hx2|) + |Hp+1| −
5r2k2t

Ct
|F2|.

Since |F| − |Hx1| − |Hx2| ≥ −|Hx1 ∩ Hx2| ≥ −
(
n−(t+1)
k−(t+1)

)
and |Hp+1| = |F2(A)|, thus

the above inequality is lower bounded by r−p+δ2

2t(r−p+δ)2 |F2| − 6r2k2t
Ct
|F2| > 0. Both cases

contradict the optimality of F . Therefore, F3 = ∅ and F = ∪i∈Z0∪[p]Hi, where for

i ∈ [p], Hi = Yi is the full t-star with core [t+ 1] \ {i}.

• The second case: all Yis share t− 1 elements in common.

The second case is much more complicated. W.l.o.g., assume Yi = {1, 2, . . . , t−

1, t − 1 + i} for 1 ≤ i ≤ p. To guarantee that |F ∩ Yi| = t − 1 for all F ∈ F ′2 and

i ∈ [p], we have the following claim:

Claim 14. Either p ≤ 2 and F ′2 = ∪t+1−p
j=1 Hj, or F ′2 = ∪li=t+pGi for some

l ∈ [t+ p, n], where Hj is a t-star with core [t+ 1] \ {j} and Gi is a t-star with core

{1, . . . , t− 1, i}.

Proof. • Case I: p ≥ 3.

Assume that there exists an F0 ∈ F ′2 such that |F0 ∩ [t − 1]| ≤ t − 2. Since

|F0 ∩ Yi| = t − 1, we have [t, t + p − 1] ⊆ F0 and |F0 ∩ [t − 1]| = t − 2. Thus, such

F0 contains at least t+ 1 fixed elements. By the choice of δ, this indicates that

|{F0 ∈ F ′2 : |F0 ∩ [t− 1]| ≤ t− 2}| ≤ p(t− 1)

(
n− (t+ 1)

k − (t+ 1)

)
<
|F ′2|
Ct

.

Noted that |F3| ≤ 2r2kt
Ct

, therefore, at least |F2|(1− 3r2kt
Ct

) k-sets in F2 contain [t−1].
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W.l.o.g., assume F2([t− 1]) = ∪lj=t+pGj. Since the most popular t-set A in F2

satisfies |F2(A)| ≥ r−p+δ2

2t(r−p+δ)2 |F2|, thus [t − 1] ⊆ A. Assume that A = {1, 2, . . . , t −

1, t+ p} and denote Z1 = {j ∈ [t+ p, l] : |Gj| ≥ |F2|
C1
}. Since

|F2([t− 1])| ≥
∑
j∈Z1

|Gj| −
∑

j1 6=j2∈Z1

|Gj1 ∩ Gj2|,

we have |Z1| ≤ 2C1. By the optimality of F , we claim that F2([t − 1]) = ∪j∈Z1Gj.

Otherwise, assume that there exists a G0 ∈ Gj0 for some j0 ∈ [t + p, l] \ Z1. Since

F2 contains no full t-star, by replacing G0 with some F containing A, we have

I(F, F̃)− I(G0,F) = I(F,F1)− I(G0,F1) + I(F, F̃ ′2)− I(G0,F ′2)+

I(F,F3)− I(G0,F3),

where F̃ = F1tF̃ ′2tF3 and F̃ ′2 = F ′2\{G0}t{F}. The structure of F1 indicates that

for every x ∈ [t−1], |F1(x)| = |F1|; for every x ∈ [t, t+p−1], |F1(x)| =
(
n−t
k−t

)
; and for

every x ∈ [t+ p, n], |F1(x)| =
∑t+p

i=t+1

(
n−i

k−(t+1)

)
. Therefore, I(F,F1)−I(G0,F1) = 0

and

I(F, F̃)− I(G0,F) ≥
∑
x∈F

|F̃ ′2(x)| −
∑
x∈G0

(|F ′2(x)|+ |F3(x)|)

≥ r − p+ δ2

2t(r − p+ δ)2
|F2| −

∑
x∈G0\[t−1]

|F ′2(x)| − k|F3|

≥ r − p+ δ2

2t(r − p+ δ)2
|F2| −

k − t+ 1

C1

|F ′2| −
2r2k2t

Ct
|F2| > 0,

a contradiction.

Recall that |F0∩[t−1]| = t−2, again, we can replace F0 with some F containing

A and denote the new family as F̃ = F1 t F̃ ′2 t F3. The above argument actually

proved that F2([t− 1]) has a small t-cover, since |Gi ∩Gj| ≤
(
n−(t+1)
k−(t+1)

)
for i 6= j ∈ Z1,

this enables us to control the value of I(F0,F2). Thus, we have

I(F, F̃)− I(F0,F) = I(F,F1)− I(F0,F1) + I(F, F̃ ′2)− I(F0,F ′2)+

I(F,F3)− I(F0,F3)

≥ |F1| − p
(
n− t
k − t

)
+ (1 +

r − p+ δ2

2t(r − p+ δ)2
− 3r2kt+ p

Ct
)|F2|−
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∑
x∈F0\[t+p−1]

|F ′2(x)| − k|F3|

≥ (1 +
r − p+ δ2

2t(r − p+ δ)2
− 3r2kt+ p+ p2

Ct
)|F2| −

∑
x∈F0∩Z1

|F ′2(x)|−

k

C1

|F2| −
2r2k2t

Ct
|F2|

≥ (
r − p+ δ2

2t(r − p+ δ)2
− 7r2k2t

Ct
− 2k

C1

)|F2| > 0,

where the third inequality follows from |F ′2| ≥
∑

x∈Z1
|F ′2(x)| −

∑
x 6=y∈Z1

|F ′2(x) ∩

F ′2(y)| and |F ′2(x)∩F ′2(y)| ≤ |Gx∩Gy|+ 3r2kt
Ct
|F2|. This contradicts the optimality of

F and thus disproves the existence of F0. Therefore, F ′2 = F2([t− 1]) = ∪lj=t+pGj.

• Case II: p = 1.

Assume Y1 = [t]. By Lemma 2.15, F has a t-cover Ut of size |Ut| ≤ t(4r + 5).

According to the proof of Lemma 2.15, Ut =
⋃
A∈Xt A, where Xt = {A ∈

(
[n]
t

)
:

|F(A)| ≥ |F|
Ct
}, we have [t] ⊆ Ut. Therefore, denote A = {A ∈

(
Ut
t

)
, |A∩ [t]| = t−1},

we have |A| ≤ t2(4r + 5) and F ′2 = ∪A∈AF(A). First, for each A ∈ A,

I(F(A)) =
∑
x∈[n]

|F(A ∪ {x})|2 ≤ t|F(A)|2 + (n− t)
(
n− (t+ 1)

k − (t+ 1)

)2

;

and for A1 6= A2 ∈ A,

I(F(A1),F(A2)) =
∑

F1∈F(A1)

∑
F2∈F(A2)

|F1 ∩ F2| =
∑

F1∈F(A1)

∑
x∈F1

|F(A2 ∪ {x})|

≤ |A1 ∩ A2||F(A1)||F(A2)|+ t(|F(A1)|+ |F(A2)|)
(
n− (t+ 1)

k − (t+ 1)

)
+ 2k

(
n− (t+ 1)

k − (t+ 1)

)2

.

Therefore, we have

I(F ′2) ≤
∑
A∈A

I(F(A)) + 2
∑

A1 6=A2∈A

I(F(A1),F(A2))

≤ t
∑
A∈A

|F(A)|2 + 2(
∑

A1 6=A2∈A

|A1 ∩ A2||F(A1)||F(A2)|) +
1

Ct

(
n− t
k − t

)2

.

(2.39)
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Moreover, since
∑

A∈A |F(A)| < |F2|+
(n−tk−t)
3Ct

< (r − p+ δ + 1
3Ct

)
(
n−t
k−t

)
and |F(A)| ≤(

n−t
k−t

)
for each A ∈ A, by Theorem 2.15, we have

∑
A∈A

|F(A)|2 < (r − p+ δ2 +
1

Ct
)

(
n− t
k − t

)2

. (2.40)

On the other hand, |F3| ≤ 2r2kt
Ct
|F2| leads to

I(F ′2) ≥ I(F2)− 5r4k2t

Ct

(
n− t
k − t

)2

≥ (t− 1)|F2|2 + (r − p+ δ2 − 9r4k2t

Ct
)

(
n− t
k − t

)2

.

(2.41)

Thus, combining (2.39), (2.40) and (2.41) together, we have

(t− 1)|F2|2 −
10r4k2t

Ct

(
n− t
k − t

)2

≤ (t− 1)(
∑
A∈A

|F(A)|)2+

2
∑

A1 6=A2∈A

(|A1 ∩ A2| − (t− 1))|F(A1)||F(A2)|.

Noted that (t − 2) ≤ |A1 ∩ A2| ≤ (t − 1) and |F(A1) ∩ F(A2)| ≤
(
n−(t+1)
k−(t+1)

)
for

A1 6= A2 ∈ A, the above inequality actually shows∑
A1∈A

∑
A2∈A,

|A1∩A2|=t−2

|F(A1)||F(A2)| ≤ 5r4k2t

Ct

(
n− t
k − t

)2

. (2.42)

Denote A1 = {A ∈ A : |F(A)| ≥ (n−tk−t)
C1
}, since |A| ≤ t2(4r + 5) ≤ 9rt2, we have

|
⋃
A∈A1

F(A)| ≥ |F ′2| −
t2(4r+5)

C1

(
n−t
k−t

)
. For each A ∈ A1, (2.42) shows that

|
⋃
B∈A,

|B∩A|<t−1

F(A)| ≤ 5r4k2tC1

Ct

(
n− t
k − t

)
.

Therefore, we can remove at most 45r5k2t3C1

Ct

(
n−t
k−t

)
k-sets from

⋃
A∈A1

F(A) and obtain

a subfamily A′ ⊆ A1 such that |A1 ∩ A2| = t − 1 for all A1 6= A2 ∈ A′. By the

choice of C1 and Ct, | ∪A∈A′ F(A)| ≥ (1 − 10r5k2t3

C1(r−1+δ)
)|F2|. Therefore, similar to the

structures of Yis, eitherA′ ⊆
(

[t+1]
t

)
or all A ∈ A′ and [t] share t−1 common elements.

Thus, either ∪A∈A′F(A) = ∪tj=1Hj or ∪A∈A′F(A) = ∪li=t+1Gi. For B ∈ A \ A′, if

|B ∩ A| = t − 1 for all A ∈ A′, then either B ∈
(

[t+1]
t

)
or [t − 1] ⊆ B. Therefore,
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∪A∈A′∪{B}F(A) has the same structure as ∪A∈A′F(A). W.l.o.g., we can assume that

for each B ∈ A \ A′ there exists some A ∈ A′ such that |A ∩B| < t− 1.

When ∪A∈A′F(A) = ∪tj=1Hj, if A′ 6= A, let G0 ∈ F(A0) for some A0 ∈ A \ A′,

we have |A0 ∩ [t]| = |A0 ∩ [t + 1]| = t − 1. W.l.o.g., assume the most popular t-set

in F2 is [t+ 1] \ {t} and A0 ∩ [t+ 1] = [t] \ {i0}. Since F2 contains no full t-star, we

can replace G0 with some F containing [t + 1] \ {t}. Denote the new family as F̃ ,

we have

∑
x∈F

|F̃(x)| −
∑
x∈G0

|F(x)| ≥ |F(t+ 1)|+ |F(i0)| − |F(t)| −
∑

x∈G0\[t+1]

|F(x)|

≥ |F2(t+ 1)| −
∑

x∈G0\[t+1]

|F2(x)|

≥ r − 1 + δ2

2t(r − 1 + δ)2
|F2| −

k(t+ 1)

Ct
|F2| −

10r5k3t3

C1(r − 1 + δ)
|F2|

− k|F3|

≥ r − 1 + δ2

2t(r − 1 + δ)2
|F2| −

15r5k3t3

C1(r − 1 + δ)
|F2| > 0,

a contradiction.

When ∪A∈A′F(A) = ∪li=t+1Gi, if A′ 6= A, let G0 ∈ F(A0) for some A0 ∈ A\A′,

we have |A0 ∩ [t]| = t− 1 and A0 ∩ [t] 6= [t− 1]. With a similar shifting argument as

above, we can also reach a contradiction.

Therefore, we have A = A′ and this indicates that either F ′2 = ∪tj=1Hj, or

F ′2 = ∪li=t+1Gi.

• Case III: p = 2.

Assume that Y1 = [t+ 1] \ {t+ 1} and Y2 = [t+ 1] \ {t}, since |F ∩ Yi| = t− 1

for all F ∈ F ′2 and i ∈ [2], F ′2 must have the following hybrid structure:

F ′2 = F21 t F22,

where F21 = ∪li=t+2Gi denotes the part of k-sets containing [t − 1], F22 = ∪t−1
j=1Hj

denotes the part that contains a t-set from [t + 1]. To guarantee the optimality of
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F , we claim that either F21 = ∅, or F22 = ∅. Our discussion is divided into the

following three parts.

• When |F22| ≤ |F2|
C1

, we have |F21| ≥ (1 − 1
C1

)|F2|. Similar to the case when

p ≥ 3, using shifting arguments, one can prove that F2([t − 1]) = F21 has a

small t-cover and then derive F ′2 = F21 by contradiction.

• When |F22| ≥ (1 − 1
C1

)|F2|, since the most popular t-set A in F2 satisfies

|F2(A)| ≥ r−p+δ2

3t(r−p+δ)2 |F2| > |F2|
C1

, w.l.o.g., assume that A = [t + 1] \ {1}. If

there exists a G0 ∈ F21, since F2 contains no full t-star, we can replace G0 with

some F containing A. Denote the resulting new family as F̃ = F1 t F̃ ′2 t F3,

then

I(F, F̃)− I(G0,F) = I(F,F1)− I(G0,F1) + I(F, F̃2
′
)− I(G0,F2) + I(F,F3)

− I(G0,F3)

≥ 2

(
n− t
k − t

)
− |F1|+

t−1∑
i=2

(|F2| − |Hj|) + 2|F22|

−
t−1∑
i=1

(|F2| − |Hj|)−
3r2kt

Ct
|F2|

≥ |H1|+ (1− 2 + kt

C1

)|F2| > 0,

a contradiction. Therefore, F ′2 = F22.

• When |F2|
C1

< |F22| < (1 − 1
C1

)|F2|, assume that |F22| = (l2 + δ2)
(
n−t
k−t

)
, where l2

is a non-negative integer and δ2 ∈ [0, 1). By the structure of F22, we have

I(F22) ≤
t−1∑
i=1

(|F22| − |Hi|)2 + 2|F22|2 + (n− t− 1)(t− 1)2

(
n− (t+ 1)

k − (t+ 1)

)2

≤ (t− 1)|F22|2 +
t−1∑
i=1

|Hi|2 +
t2

2Ct

(
n− t
k − t

)2

≤ (t− 1)|F22|2 + (l2 + δ2
2 +

t2

Ct
)

(
n− t
k − t

)2

,
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where the last inequality follows from Theorem 2.15. Combining with the lower

bound of I(F ′2) from (2.41), we have

I(F21) + 2I(F21,F22) = I(F ′2)− I(F22) ≥

(t− 1)|F21|2 + 2(t− 1)|F21||F22|+ (r − 2 + δ2 − l2 − δ2
2 −

10r4k2t2

Ct
)

(
n− t
k − t

)2

.

On the other hand, we have

I(F21,F22) =
∑

F1∈F21,F2∈F22

|F1 ∩ F2|

≤ (t− 2)|F21||F22|+
∑

F1∈F21,F2∈F22

|(F1 ∩ F2) \ [t+ 1]|

≤ (t− 2)|F21||F22|+ (k − t+ 1)(t− 1)

(
n− (t+ 1)

k − (t+ 1)

)
|F21|

≤ (t− 2 +
kt

Ct(l2 + δ2)
)|F21||F22|.

Thus,

I(F21) ≥ (t− 1)|F21|2 + (2− 2kt

Ct(l2 + δ2)
)|F21||F22|

+ (r − 2 + δ2 − l2 − δ2
2 −

10r4k2t2

Ct
)

(
n− t
k − t

)2

. (2.43)

Based on this lower bound, by Lemma 2.14, the most popular t-set A′ in F21

has degree |F21(A′)| ≥ |F21|
3t(r+1)

≥ |F2|
3t(r+1)C1

. W.l.o.g., assume that A′ = {1, . . . , t−

1, t+ 2} and denote Z2 = {i ∈ [t+ 2, l] : |Gi| ≥ |F2|
Ct
}. Then, |Z2| ≤ 2Ct. Similar

to the case p ≥ 3, using shifting arguments, we can prove that F21 = ∪i∈Z2Gi.

Based on this structure of F21, we have

I(F21) ≤ (t− 1)|F21|2 +
∑
i∈Z2

|Gi|2 + n|Z2|
(
n− (t+ 1)

k − (t+ 1)

)2

≤ (t− 1)|F21|2 + [(r − 2 + δ2 − l2 − δ2
2)+

(2δ2
2 − 2δ2δ + min{0, 2(δ − δ2)}) +

2

Ct
]

(
n− t
k − t

)2

,

where the second inequality follows from Theorem 2.15 and the choice of n.

Since 2δ2
2 − 2δ2δ + min{0, 2(δ − δ2)} ≤ 0, by the choice of C1 and Ct, the above
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upper bound is always strictly less than the lower bound given by (2.43), a

contradiction. Therefore, when |F2|
C1

< |F22| < (1 − 1
C1

)|F2|, I(F) can not be

optimal.

Therefore, for all three cases, either F ′2 = ∪t−1
j=1Hj or F ′2 = ∪li=t+2Gi. This

completes the proof of the claim.

With the same proof as that for the first case, when F ′2 = ∪li=t+pGi in the

second case, we can also prove that F ′2 is consisted of large t-stars. Denote Z = {i ∈

[t + p, n] : |Gi| ≥ |F2|
C1
}, we claim that F ′2 = ∪i∈ZGi. Otherwise, assume that there

exists a G0 ∈ Gi0 for some i0 /∈ Z. Since the most popular t-set A in F2 has degree

|F2(A)| ≥ r−p+δ2

2t(r−p+δ)2 |F2| and F2 contains no full t-star, we can replace G0 with some

F /∈ F containing A. With a similar counting argument as the proof of Claim 14

for p ≥ 3, this process strictly increases I(F), a contradiction. Thus, F ′2 = ∪i∈ZGi.

Moreover, noted that |F2| ≥
∑

i∈Z |Gi| −
∑

i 6=j∈Z |Gi ∩ Gj|, we have |Z| ≤ 2C1 and

l ≤ 2C1 + t+ p.

Now, we show that F3 = ∅ for the second case.

When p ≤ 2 and F ′2 = ∪t+1−p
j=1 Hj, we have F1 ∪ F ′2 = ∪t+1

j=1Hj which is same as

the structure of F1 ∪ F ′2 in the first case when p ≥ 3. Since the proof of F3 = ∅ in

the first case only depends on the structure of F1 ∪ F ′2 and is unrelated with the

value of p, therefore, with the same argument we have F3 = ∅.

When F ′2 = ∪li=t+pGi, we have F1 ∪ F ′2 = ∪li=tGi, where Gi = Yi−t+1 for t ≤

i ≤ t + p − 1. If F3 6= ∅, let G1 ∈ F3. Replace G1 with some F containing A and

denote F̃ = F1 t F̃ ′2 t F̃3 as the new family. Noted |G1 ∩ Yi0| ≤ t − 2 for some

i0 ∈ [p], thus either |G1 ∩ [t− 1]| ≤ t− 3 and t− 1 + i0 ∈ G1, or |G1 ∩ [t− 1]| ≤ t− 2

and t − 1 + i0 /∈ G1. When t − 1 + i0 ∈ G1, let x1, x2 ∈ [t − 1] \ G1. Since

|F| − |F3| ≥
∑l

i=t |Gi| − l2
(
n−(t+1)
k−(t+1)

)
,we have∑

x∈F

|F̃(x)| −
∑
x∈G1

|F(x)| ≥ |F(x1)|+ |F(x2)| −
∑

x∈G1\[t−1]

|F(x)|

≥ 2|F| − 2|F3| −
∑

i∈G1∩[t,l]

|Gi| − kl
(
n− (t+ 1)

k − (t+ 1)

)
− k|F3|
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≥ |F| − (l2 + kl)

(
n− (t+ 1)

k − (t+ 1)

)
− (k + 2)|F3| > 0.

When t− 1 + i0 /∈ G1, let x1 ∈ [t− 1] \G1, since |Gt−1+i0 | = |Yi0| =
(
n−t
k−t

)
, we have

∑
x∈F

|F̃(x)| −
∑
x∈G1

|F(x)| ≥ |F(x1)| −
∑

x∈G1\[t−1]

|F(x)|

≥ |F| − |F3| −
∑

i∈G1∩[t,l]

|Gi| − kl
(
n− (t+ 1)

k − (t+ 1)

)
− k|F3|

≥ |Gt−1+i0| − (l2 + kl)

(
n− (t+ 1)

k − (t+ 1)

)
− (k + 1)|F3| > 0.

Both cases contradict the optimality of F . Therefore, F3 = ∅ and F = ∪li=tGi.

Finally, we derive the basic outlines of F : F = ∪li=tGi or F = ∪t+1
j=1Hj.

When F = ∪li=tGi, all F ∈ F share t−1 common elements. When F = ∪t+1
j=1Hj,

if there exists some j0 ∈ [t + 1] such that |Hj0| = 0, then all F ∈ F contain

j0. If Hj 6= ∅ for all j ∈ [t + 1], from the proof of F3 = ∅ in the first case,

|Hj| ≥ |F2|
C1

> δ
2C1

(
n−t
k−t

)
. By Lemma 2.13, there exists a family F0 of size |F| such

that L(r)
n,k,t ⊆ F0 ⊆ L(r+1)

n,k,t and I(F0) > I(F), a contradiction. Therefore, all F ∈ F

always share one common element and the result follows from the induction.

This completes the proof.

It remains to prove the lemmas. First, with the same strategy as that of Lemma

2.9, we give a proof of Lemma 2.14.

Proof of Lemma 2.14. Fix t ≥ 1, let Ct = 22t−1−1 · 102t+2−2 · (k2t4(r + 1)7)2t−1
and

take Xt = {A ∈
(

[n]
t

)
: |F(A)| ≥ |F|

Ct
} as the family of moderately popular t-sets

appearing in F . First, we show that Xt can not be very large.

Claim 7. |Xt| < 2Ct.

Proof. Suppose not, let X0 be a subfamily of Xt with size 2Ct, then we have

|F| ≥ |
⋃
A∈X0

F(A)| ≥
∑
A∈X0

|F(A)| −
∑

A 6=B∈X0

|F(A ∪B)| (2.44)

≥ 2|F| −
(
|X0|

2

)(
n− (t+ 1)

k − (t+ 1)

)
.
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Since |F| = |L(r)
n,k,t|+ δ

(
n−(r+t)
k−t

)
, we know that

|F| ≥
(
r

1

)(
n− t
k − t

)
−
(
r

2

)(
n− (t+ 1)

k − (t+ 1)

)
+ δ

(
n− (r + t)

k − t

)
(2.45)

≥ (
nr

3k
+ δ

n− (r + k)

k − t
(1− k(r + k)

n− t
))

(
n− (t+ 1)

k − (t+ 1)

)
.

Combining (2.44) and (2.45) together, we have |F| ≥ (2 − 6Ct2k
n(r+δ)

)|F|, which

contradicts the requirement of n. Thus, the claim holds.

Now, we complete the proof by proving the following claim.

Claim 8. There is an A0 ∈ Xt such that |F(A0)| ≥ r+δ2

2t(r+δ)2 |F|.

Proof. Since

I(F) ≥ (t− 1)|F|2 + (r + δ2 − ε0)

(
n− t
k − t

)2

(2.46)

≥ (t− 1 +
9(r + δ2)

10(r + δ)2
)|F|2,

where the second inequality follows from that Ln,k = ∪t+ri=tGi, where Gi is the full

t-star with core [t − 1] ∪ {i} for t ≤ i ≤ t + r − 1 and Gt+r is contained in the full

t-star with core [t− 1] ∪ {t+ r}.

W.l.o.g, assume that [t] ∈ Xt is the most popular t-subset appearing in F .

Noticed that ∑
A∈([n]

t )

|F(A)|2 =
∑
F1∈F

∑
F2∈F

(
|F1 ∩ F2|

t

)
(2.47)

and function
(
x
t

)
= x(x−1)···(x−t+1)

t!
is convex when x ≥ t− 1. According to (2.46), we

know that I(F)
|F|2 > t− 1. Therefore, by Jensen’s inequality, we have

(I(F)
|F|2

t

)
· |F|2 =

(∑
F1,F2∈F

|F1∩F2|
|F|2

t

)
· |F|2

≤
∑

F1,F2∈F

(
|F1 ∩ F2|

t

)
=
∑

A∈([n]
t )

|F(A)|2. (2.48)

Since
(
x
t

)
is increasing in x when x ≥ t− 1, we also have(I(F)
|F|2

t

)
· |F|2 ≥

(
t− 1 + 9(r+δ2)

10(r+δ)2

t

)
· |F|2 ≥ 9(r + δ2)

10t(r + δ)2
· |F|2. (2.49)
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Therefore, by combining the above inequalities together, we can obtain

9(r + δ2)

10t(r + δ)2
· |F|2 ≤

∑
A∈([n]

t )

|F(A)|2 =
∑
A∈Xt

|F(A)|2 +
∑

A∈([n]
t )\Xt

|F(A)|2

≤ |F([t])| ·
∑
A∈Xt

|F(A)|+ |F|
Ct
·

∑
A∈([n]

t )\Xt

|F(A)|

≤ |F([t])| · (|F|+
(
|Xt|
2

)(
n− (t+ 1)

k − (t+ 1)

)
) +
|F|
Ct
·
(
k

t

)
· |F|

≤ |F([t])| · |F| · (1 +
6Ct

2k

n(r + δ)
) +

(
k
t

)
Ct
|F|2. (2.50)

This leads to |F([t])| ≥ r+δ2

2t(r+δ)2 |F|. Therefore, the claim holds.

Moreover, when r = 0, we have I(F) ≥ t|F|2, which changes the RHS of (2.49)

to |F|2. This leads to |F([t])| ≥ (1− 2kt

Ct
)|F|.

Based on Lemma 2.14, we turn to the proof of Lemma 2.15. Different from

the proof of Lemma 2.10, according to the definition of I(F), it seems that the

optimality of F can only guarantee the control of |F(x)|. This is far from enough,

since what we want is the control of |F(A)| for every A /∈ Xt. Therefore, besides the

moderately popular t-sets A ∈ Xt, we also consider the t-sets consisting of elements

from every moderately popular s-sets (1 ≤ s ≤ t− 1).

Proof of Lemma 2.15. For each 1 ≤ s ≤ t− 1, we define

Xs = {A ∈
(

[n]

s

)
: |F(A)| ≥ |F|

Cs
and A * B, for any B ∈

t⋃
i=s+1

Xi}

as the family of moderately popular s-sets appearing in F except those already

contained in some moderately popular (s + 1)-sets, where Cs = 22s−1−1 · 102s+2−2 ·

(k2t4(r+ 1)7)2s−1
. Since 2Cs2

Cs+1
< 1, we claim that |Xs| ≤ 2Cs. Otherwise, let X0 be a

subfamily of Xs with size 2Cs, we have

|F| ≥ |
⋃
A∈X0

F(A)| ≥
∑
A∈X0

|F(A)| −
∑

A 6=B∈X0

|F(A ∪B)|.
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A little different from (2.44), since A,B ∈ Xs are not contained in any member

of Xs+1, for A 6= B ∈ Xs, we have |F(A ∪ B)| ≤ |F|
Cs+1

. Then, through a similar

argument as that of Claim 7, we can reach a contradiction.

Let Ui =
⋃
A∈Xi A and U =

⋃
1≤s≤t Us, for the convenience of our following

proof, w.l.o.g., we assume that U = [m] and |F(1)| ≥ |F(2)| ≥ . . . ≥ |F(m)|. Based

on this ordering, we have the following claims.

Claim 9. [t] is one of the most popular t-sets appearing in F . Moreover, if F

contains a full t-star, then the core of this t-star is [t] and [t+ 1] \ {t} is one of the

most popular t-sets appearing in F \ F([t]).

Proof. Let A0 6= [t] be one of the most popular t-sets appearing in F , by Lemma

2.14, A0 ⊆ [m]. Assume that 1 /∈ A0, we consider the new family Sa0,1(F(A0)),

where a0 ∈ A0 \ [t]. If there exists some F ∈ Sa0,1(F(A0)) \ F , we can replace its

preimage S1,a0(F ) in F with F . Denote the new family as F ′, then I(F ′)−I(F) is∑
x∈F

|F ′(x)| −
∑

(F\{1})∪{a0}

|F(x)| = |F(1)|+ 1− |F(a0)| > 0.

Therefore, by the optimality of F , Sa0,1(F(A0)) ⊆ F(1).

Let A1 = A0 \ {a0} ∪ {1}, we know that |F(A1)| = |Sa0,1(F(A0))| = |F(A0)|.

Now, assume that 2 /∈ A1, let A2 = A1 \ {a1} ∪ {2} for some a1 ∈ A2 \ [t]. With a

similar argument, we have |F(A2)| = |F(A0)|. By repeating this process, finally, we

can obtain |F([t])| = |F(A0)|.

If F contains one full t-star Y1, we have r ≥ 1. From the analysis above, we

have Y1 = F([t]). Denote F1 = Y1 and F2 = F \ F1. Since I(F) = MI(F) ≥

(t− 1)|F|2 + (r + δ2)
(
n−t
k−t

)2
and I(F1) ≤ (t+ 1

Ct
)
(
n−t
k−t

)2
, we have

I(F2) + 2I(F1,F2) ≥ (t− 1)|F2|2 + 2(t− 1)|F1||F2|+ (r − 1 + δ2 − 1

Ct
)

(
n− t
k − t

)2

.

Moreover, noted that for each F2 ∈ F2, |F2 ∩ [t]| ≤ t− 1, we have

I(F1,F2) =
∑
F1∈F1

∑
F2∈F2

|F1 ∩ F2| ≤
∑
F1∈F1

∑
F2∈F2

(|[t] ∩ F2|+ |F1 ∩ (F2 \ [t])|)

≤ (t− 1)|F1||F2|+ k|F2|
(
n− (t+ 1)

k − (t+ 1)

)
≤ (t− 1)|F1||F2|+

kr

Ct

(
n− t
k − t

)2

.
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Combining the above two inequalities, we have

I(F2) ≥ (t− 1)|F2|2 + (r − 1 + δ2 − 3kr

Ct
)

(
n− t
k − t

)2

. (2.51)

By Lemma 2.14, we know that the most popular t-set A satisfies

|F2(A)| ≥ r − 1 + δ2

2t(r − 1 + δ)2
|F2| ≥

δ

3t(r + δ)
|F|.

Let B0 6= [t+ 1] \ {t} be one of the most popular t-sets appearing in F \F([t]).

Then, |F(B0)| ≥ |F2(A)|, which indicates that B0 ⊆ [m]. Similarly, assume that

1 /∈ B0 and consider the new family Sb0,1(F(B0)), where b0 ∈ B0 \ [t]. Using a same

shifting argument, we have Sb0,1(F(B0)) ⊆ F(1). Then, repeating this process for

2, 3, . . . , t− 1 and t+ 1 successively, we can obtain |F([t+ 1] \ {t})| = |F(B0)|.

For A,B ∈
(

[m]
t

)
, let A \B = {a1, a2, . . . , al} and B \A = {b1, b2, . . . , bl}, where

a1 ≤ . . . ≤ al and b1 ≤ . . . ≤ bl for some 0 ≤ l ≤ t. From the given ordering

that |F(1)| ≥ . . . ≥ |F(m)|, the shifting argument in Claim 9 actually shows that if

ai ≥ bi for all 1 ≤ i ≤ l, then |F(A)| ≥ |F(B)|.

Claim 10. [m] is a t-cover of F .

Proof. Suppose not, there exists an F0 ∈ F such that |F0 ∩ [m]| ≤ t − 1. Actually,

by the definition of [m], we know that for each x ∈ F0 \ [m] and every 1 ≤ s ≤ t,

there is no moderately popular s-set containing x. Thus, for each x ∈ F0 \ [m], we

have |F(x)| ≤ |F|
C1

.

Since F contains at most one full t-star, by Claim 9, we can assume [t] as

the core of this only full t-star in F (if exists). Thus, we can replace F0 with

some F ∈
(

[n]
k

)
containing [t + 1] \ {t}. Denote the new family as F ′. Noted that

|F(t+ 1)| ≥ |F([t+ 1] \ {t})| ≥ δ
3t(r+δ)

|F|. Thus, we have

∑
x∈F

|F ′(x)| −
∑
x∈F0

|F(x)| ≥
t−1∑
i=1

|F(i)|+ |F(t+ 1)| −
∑

x∈F0∩[m]

|F(x)| − k − t+ 1

C1

|F|

≥ δ

3t(r + δ)
|F| − k − t+ 1

C1

|F| > 0,

which contradicts the optimality of F . Thus, [m] is a t-cover of F .
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Now, we only need to show that for each i ∈ [m], i is contained in some A ∈ Xt.

For i ∈ [t], this easily follows from the fact that [t] ∈ Xt. For t+ 1 ≤ i ≤ m, we have

the following claim.

Claim 11. When F contains no full t-star, for t + 1 ≤ i ≤ m, |F(i)| ≥

|F(t)| − k
C1
|F| and |F({1, 2, . . . , t− 1, i})| ≥ |F([t])| − 2k

C1
|F|. When F contains one

full t-star, for t+1 ≤ i ≤ m, |F(i)| ≥ |F(t+1)|− k
C1
|F| and |F({1, 2, . . . , t−1, i})| ≥

|F([t+ 1] \ {t})| − 2k
C1
|F|.

Proof. First, similar to Claim 9, by a shifting argument, we can prove that {1, 2, . . .,

t − 1, i} has the largest degree in F among all t-sets in
(

[m]
t

)
containing i. This

indicates that

|F({1, . . . , t− 1, i})| ≥ |F(i)|(
m
t−1

) .
By the definition of U , we know that |F(i)| ≥ |F|

Ct
and m = |U | ≤

∑t
i=1 2iCi.

Therefore,

|F({1, . . . , t− 1, i})| ≥ |F|
(3tCt)t

.

If for every F ∈ F({1, . . . , t− 1, i}), |F ∩ [m]| ≥ t+ 1, then the size of F({1, . . . , t−

1, i}) shall be upper bounded by

|F({1, . . . , t− 1, i})| ≤ m

(
n− (t+ 1)

k − (t+ 1)

)
,

which contradicts the above lower bound since n is very large. Thus, there is an

F0 ∈ F({1, . . . , t− 1, i}) such that |F0 ∩ [m]| = t.

When F contains no full t-star, we can replace this F0 with an F /∈ F containing

[t]. Denote the new family as F ′, then, we have

∑
x∈F

|F ′(x)| −
∑
x∈F0

|F(x)| ≥
t∑
i=1

|F(i)| −
∑

x∈F0∩[m]

|F(x)| − k − t+ 1

C1

|F|

= |F(t)| − |F(i)| − k − t+ 1

C1

|F|.

Therefore, |F(i)| ≥ |F(t)| − k−t+1
C1
|F| follows from the optimality of F .

60



Inverse problems of EKR type theorems

When F contains one full t-star Y1, according to Claim 9, the core of Y1 is [t]

and [t+ 1] \ {t} is the most popular t-set with degree less than
(
n−t
k−t

)
. Thus, we can

replace F0 with some F ′ /∈ F containing [t+ 1] \ {t} and a same argument leads to

|F(i)| ≥ |F(t+ 1)| − k−t+1
C1
|F|.

Fix j ∈ [m]\{i}. For any B ∈
(

[m]\{i}
t

)
containing j, we know that F(B) ⊆ F(j)

and F(B \ {j} ∪ {i}) ⊆ F(i). Moreover, from our previous analysis, |F(B)| ≥

|F(B \ {j} ∪ {i})| for all j + 1 ≤ i ≤ m. Since for each j ∈ [m],∑
B∈([m]

t ),j∈B

|F(B)| −
∑

B1 6=B2∈([m]
t ),j∈B1,B2

|F(B1 ∪B2)| ≤ |F(j)| ≤
∑

B∈([m]
t ),j∈B

|F(B)|.

(2.52)

When F contains no full t-star, take j = t. For t + 1 ≤ i ≤ m, combining with

|F(i)| ≥ |F(t)| − k−t+1
C1
|F|, we have∑

B∈([m]
t ),i∈B

|F(B)| ≥
∑

B∈([m]
t ),t∈B

|F(B)| −
∑

B1 6=B2∈([m]
t ),t∈B1,B2

|F(B1 ∪B2)|

− k − t+ 1

C1

|F|.

Noted for each B ∈
(

[m]
t

)
containing {t}, |F(B)| ≥ |F(B \{t}∪{i})|. Thus, we have∑

B1 6=B2∈([m]
t ),t∈B1,B2

|F(B1 ∪B2)|+ k − t+ 1

C1

|F|

≥
∑

B∈([m]
t ),t∈B

|F(B)| −
∑

B′∈([m]
t ),i∈B′

|F(B′)|

≥ |F([t])| − |F({1, 2, . . . , t− 1, i})|

where the last inequality follows from the one to one correspondence between B ∈(
[m]
t

)
containing {t} and B′ ∈

(
[m]
t

)
containing {i}. Since |F(B1 ∪ B2)| ≤

(
n−(t+1)
k−(t+1)

)
,

by the choice of n, we have

|F({1, 2, . . . , t− 1, i})| ≥ |F([t])| − k − t+ 1

C1

|F| −
(

m

t− 1

)2(
n− (t+ 1)

k − (t+ 1)

)
≥ |F([t])| − 2k

C1

|F|.
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When F contains one full t-star Y1 = F([t]), through a similar estimation, we have

|F({1, 2, . . . , t− 1, i})| ≥ |F([t+ 1] \ {t})| − 2k
C1
|F|.

When F contains no full t-star, noted that |F([t])| ≥ r+δ2

2t(r+δ)2 |F|, by Claim 11,

|F({1, 2, . . . , t−1, i})| ≥ r+δ2

3t(r+δ)2 |F| for t+1 ≤ i ≤ m. Therefore, {1, 2, . . . , t−1, i} ∈

Xt and since

|F| ≥
m∑
i=t

|F({1, 2, . . . , t− 1, i})| −
∑

i 6=j∈[t,m]

|F({1, 2, . . . , t− 1, i, j})|

≥
m∑
i=t

|F({1, 2, . . . , t− 1, i})| − 1

Ct
|F|,

we have m ≤ 4t(r+δ)2

r+δ2 + t ≤ t(4r + 5).

When F contains one full t-star which is assumed as F([t]). From Claim 9,

|F([t+1]\{t})| ≥ r−1+δ2

2t(r−1+δ)2 |F2|, where F2 = F\F([t]). By Claim 11, |F({1, 2, . . . , t−

1, i})| ≥ r−1+δ2

3t(r−1+δ)2 |F2| for t+ 1 ≤ i ≤ m. Thus, we also have {1, 2, . . . , t− 1, i} ∈ Xt.

Moreover, since

|F2| ≥
m∑

i=t+1

|F({1, 2, . . . , t− 1, i})| −
∑

i 6=j∈[t+1,m]

|F({1, 2, . . . , t− 1, i, j})|

≥
m∑

i=t+1

|F({1, 2, . . . , t− 1, i})| − 1

Ct
|F2|,

we have m ≤ 4t(r−1+δ)2

r−1+δ2 + t ≤ t(4r + 5).

This completes the proof of Lemma 2.15.

We now proceed the proof of Lemma 2.16. This shows that when F contains

no full t-star, all F ∈ F share a common element.

Proof of Lemma 2.16. For the convenience of the proof, we inherit the assumptions

that [m] = U = Ut and |F(1)| ≥ |F(2)| ≥ . . . ≥ |F(m)| in the proof of Lemma 2.15.

Noted that [m] is a t-cover of F , first, we have the following claim which says

that |F(1)| is already fairly large.

Claim 12. |F(1)| ≥ ( t−1
t

+ r+δ2

t(r+δ)2 − 1
Ct

)|F|.
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Proof. By the definition of I(F) and inequality (2.52), for eachA = {a1, a2, . . . , at} ∈(
[m]
t

)
, we have

I(F(A),F) =
∑

F∈F(A)

I(F,F) ≤
∑

B∈([m]
t )

∑
F∈F(A)

I(F,F(B))

=
∑

B∈([m]
t )

∑
F∈F(A)

(
∑

x∈A∩B

|F(B)|+
∑

x∈F∩(B\A)

|F(B)|+
∑
x∈F\B

|F(B ∪ {x})|)

≤
∑

B∈([m]
t )

[
|A ∩B||F(A)||F(B)|+

∑
x∈B\A

∑
F∈F(A),x∈F

|F(B)|

+ k|F(A)|
(
n− (t+ 1)

k − (t+ 1)

)]
≤

∑
B∈([m]

t )

[
|A ∩B||F(A)||F(B)|+ (t|F(B)|+ k|F(A)|)

(
n− (t+ 1)

k − (t+ 1)

)]

≤ |F(A)| ·
[ t∑
i=1

∑
B∈([m]

t ),ai∈B

|F(B)|+ k

(
m

t

)(
n− (t+ 1)

k − (t+ 1)

)]
+ t

(
n− (t+ 1)

k − (t+ 1)

) ∑
B∈([m]

t )

|F(B)|

≤ |F(A)| ·
[ t∑
i=1

|F(ai)| · (1 +
1

4Ct
) + k

(
m

t

)(
n− (t+ 1)

k − (t+ 1)

)]
+

2t(k − t)
n− t

|F|2

≤ |F(A)| ·
t∑
i=1

|F(ai)| · (1 +
1

4Ct
) +

2k2mt

n− t
|F|2, (2.53)

where the last inequality follows from |F(A)| ≤ |F(ai)| ≤ |F| and t ≤ m ≤ t(4r+5).

This leads to

I(F) ≤
∑

A∈([m]
t )

I(F(A),F) ≤
∑

A∈([m]
t )

|F(A)| ·
∑
i∈[t]

|F(i)| · (1 +
1

4Ct
) +

2k2m2t

n− t
|F|2

≤
∑
i∈[t]

|F(i)| · |F| · (1 +
1

2Ct
) +

t|F|2

2Ct
.

Since I(F) ≥ I(Ln,k,t(|F|)) ≥ (t− 1 + r+δ2

(r+δ)2 )|F|2, thus we have∑
i∈[t]

|F(i)| ≥ 1

|F|
· (I(F)− t|F|2

Ct
) ≥ (t− 1 +

r + δ2

(r + δ)2
− t

Ct
)|F|. (2.54)
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This indicates that |F(1)| ≥ ( t−1
t

+ r+δ2

t(r+δ)2 − 1
Ct

)|F|.

Now, according to the size of |F(1)|, we divide our arguments into the following

two cases.

• When |F(1)| ≥ (1− 1
Ct

)|F|.

Assume that there exists an F0 ∈ F such that 1 /∈ F0. Since F contains no full

t-star, we can replace F0 with some F containing [t]. Denote the new family as F ′,

the gain of this shifting procedure is

∑
x∈F

|F ′(x)| −
∑
x∈F0

|F(x)| ≥ |F(1)| −
∑

x∈F0\[t]

|F(x)|.

Since [m] is a t-cover of F and |{F ∈ F : |F ∩ [m]| ≥ t + 1}| ≤
(
m
t+1

)(
n−(t+1)
k−(t+1)

)
,

we have

t|F| ≤
∑
i∈[m]

|F(i)| ≤ (t+
t

Ct
)|F|. (2.55)

Combined with (2.54), this indicates that

m∑
i=t+1

|F(i)| ≤ (1 +
2t

Ct
− r + δ2

(r + δ)2
)|F|.

Therefore, we have

∑
x∈F

|F ′(x)| −
∑
x∈F0

|F(x)| ≥ |F(1)| −
m∑

x=t+1

|F(x)| − k

C1

|F|

≥ (
r + δ2

(r + δ)2
− 3t

Ct
− k

C1

)|F| > 0,

a contradiction. Therefore, if |F(1)| ≥ (1− 1
Ct

)|F|, then the optimality of F guar-

antees that |F(1)| = |F|, i.e., for all F ∈ F , 1 ∈ F .

• When |F(1)| < (1− 1
Ct

)|F|.
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By the shifting argument in Claim 9, we know that [t+ 1] \ {1} has the largest

degree in F among all t-sets not containing 1. Thus, we have |F([t + 1] \ {1})| ≥
|F|

Ct·(m−1
t )

. Similar to the proof of Claim 11, we can find an F0 ∈ F([t+ 1] \ {1}) such

that |F0 ∩ [m]| = t. Again, replace F0 with some F containing [t] and denote the

new family as F ′. The gain of this procedure is∑
x∈F

|F ′(x)| −
∑
x∈F0

|F(x)| ≥ |F(1)| − |F(t+ 1)| − k

C1

|F|.

Thus, by the optimality of F , we have |F(t+ 1)| ≥ |F(1)| − k
C1
|F| and this leads to

|F(2)| ≥ . . . ≥ |F(t)| ≥ |F(1)| − k
C1
|F|. By Claim 11 and Claim 12, for all i ∈ [m],

|F(i)| ≥ |F(1)| − 2k
C1
|F| ≥ ( t−1

t
+ r+δ2

t(r+δ)2 − 3k
C1

)|F|. This leads to

∑
i∈[m]

|F(i)| ≥ m(
t− 1

t
+

r + δ2

t(r + δ)2
− 3k

C1

)|F|

≥ (m− m

t
+

m

t(r + 1)
− 3km

C1

)|F|.

When m ≥ t+ 2, this gives a lower bound no less than (t+ 1− 2
t
+ t+2

t(r+1)
− 3k(t+2)

C1
) >

(t+ t
Ct

), which contradicts the upper bound in (2.55). Therefore, m ≤ t+ 1. When

m = t, [t] is a t-cover of F . This means [t] ∈ F for all F ∈ F .

When m = t + 1, the above lower bound is (t + t−r
t(r+1)

− 3k(t+1)
C1

). If r < t,

it’s strictly larger than t + t
Ct

. Therefore, we have r ≥ t. Since [m] = [t + 1] is a

t-cover of F , we can assume that F = ∪t+1
i=1Hi, where Hi is the t-star in F with core

[t + 1] \ {i}. Therefore, |F| ≤ (t + 1)
(
n−(t+1)
k−t

)
+
(
n−(t+1)
k−(t+1)

)
. By the choice of δ, this

indicates r < t+ 1.

Since |F(t+1)| ≥ |F(1)|− k
C1
|F|, by (2.55), we have |F(i)| ≤ |F|·( t

t+1
+ k+1

C1
) for

every i ∈ [t+ 1]. Denote H̃j = Hj \F([t+ 1]), we have |H̃j| = |F|− |F(j)| ≥ |F|
2(t+1)

.

By Lemma 2.13, there exists a family F0 of size |F| such that I(F) < I(F0). This

contradicts the optimality of F , therefore, m 6= t+ 1.

Finally, for both cases, we have F(1) = F , this completes the proof of Lemma

2.16.

Now, we turn to the proof of Lemma 2.12, which determines the cross-intersecting
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structures of all full t-stars in F and their relationships with the remaining k-sets

of the family.

Proof of Lemma 2.12. Let F1 =
⋃p
i=1 Yi and F2 = F \ F1, then we have

I(F) = I(F1) + 2I(F1,F2) + I(F2).

By Lemma 2.11, we know that
∑t+p−1

i=t

(
n−i
k−t

)
≤ |F1| < p

(
n−t
k−t

)
. Thus, by the choice

of δ0,

t+r−p−1∑
i=t

(
n− i
k − t

)
+

rδ0

r + 1

(
n− (t+ r − p)

k − t

)
< |F2|

<

t+r−p−1∑
i=t

(
n− i
k − t

)
+ δ0

(
n− (t+ r − p)

k − t

)
.

According to the requirements of F , this leads to I(F2) ≤ (t − 1)|F2|2 + (r − p +

δ2
0 + 1

Ct
)
(
n−t
k−t

)2
.

Since I(F) ≥ I(Ln,k,t(|F|)), combining with this upper bound of I(F2), we

have

I(F1) + 2I(F1,F2) ≥ I(Ln,k,t(|F|))− I(F2)

≥ (t− 1)(|F|2 − |F2|2) + (p− 1

Ct
)

(
n− t
k − t

)2

≥ p
[
(t− 1)(2r + 2δ0 − p) + 1− 2

Ct

](n− t
k − t

)2

. (2.56)

On the other hand, due to the structure of F1, we also have

I(F1) + 2I(F1,F2) ≤
p∑

i,j=1

I(Yi,Yj) + 2

p∑
i=1

I(Yi,F2)

≤ (

p∑
i,j=1

|Yi ∩ Yj|) ·
(
n− t
k − t

)2

· (1 +
1

Ct
)+

2(

p∑
i=1

∑
F∈F2

|F ∩ Yi|) ·
(
n− t
k − t

)
· (1 +

1

Ct
). (2.57)

Since
∑p

i,j=1 |Yi∩Yj| = tp+
∑

i 6=j∈[p] |Yi∩Yj| and
∑p

i=1

∑
F∈F2

|F∩Yi|) ≤ p(t−1)|F2|,

we have ∑
i 6=j∈[p]

|Yi ∩ Yj| ≥ p(p− 1)(t− 1)(1− 2rkp

Ct
).
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According to the choice of Ct, p(p− 1)(t− 1)(1− 2rkp
Ct

) > p(p− 1)(t− 1)− 1. Thus,

we have
∑

i 6=j∈[p] |Yi ∩ Yj| = p(p − 1)(t − 1). Therefore, |Yi ∩ Yj| = t − 1 for all

i 6= j ∈ [p]. Moreover, by substituting
∑

i 6=j∈[p] |Yi ∩ Yj| = p(p − 1)(t − 1) into the

above two inequalities about I(F1) + 2I(F1,F2), we have

p∑
i=1

∑
F∈F2

|F ∩ Yi| ≥ p(t− 1)(1− 2rk

Ct
)|F2|. (2.58)

Therefore, there exist at least (1− 2r2kt
Ct

)|F2| k-sets in F2 satisfying |F ∩ Yi| = t− 1

for all i ∈ [p].

Moreover, (2.57) also leads to

I(F2) ≥ I(Ln,k,t(|F|))− (I(F1) + 2I(F1,F2))

≥ (t− 1)|F2|2 + (r − p+ δ2
0 −

4r2kp2

Ct
)

(
n− t
k − t

)2

. (2.59)

This completes the proof.

Finally, we prove Lemma 2.13.

Proof of Lemma 2.13. We prove this lemma by evaluating I(F) and I(F0) directly.

Since L(r)
n,k,t ⊆ F0 ⊆ L(r+1)

n,k,t , we can assume F0 = ∪t+ri=tGi, where Gi is a t-star

with core {1, . . . , t− 1, i} and Gi is a full t-star for each t ≤ i ≤ t+ r− 1. According

to this structure, we have

I(F0) =
∑
x∈[n]

|F0(x)|2 = (t− 1)|F|2 + r

(
n− t
k − t

)2

+ |F0(t+ r)|2 +
∑

x∈[t+r+1,n]

|F0(x)|2.

(2.60)

Since |F0(t + r)| =
(
n−t
k−t

)
− (1 − δ)

(
n−(t+r)
k−t

)
and |F0(x)| >

∑t+r
i=t+1

(
n−i

k−(t+1)

)
for x ∈

[t+ r + 1, n], this leads to

I(F0) ≥(t− 1)|F|2 + r

(
n− t
k − t

)2

+ (δ

(
n− (t+ r)

k − t

)
+

r∑
i=1

(
n− (t+ i)

k − (t+ 1)

)
)2+

(n− t− r)(
r∑
i=1

(
n− (t+ i)

k − (t+ 1)

)
)2.
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On the other hand, denote H̃j = Hj \ F([t+ 1]), we have

I(F) =
∑
x∈[n]

|F(x)|2 =
∑

x∈[t+1]

(|F| − |H̃x|)2 +
∑

x∈[t+2,n]

|F(x)|2

= (t+ 1)|F|2 − 2|F|(
∑

x∈[t+1]

|H̃x|) +
∑

x∈[t+1]

|H̃x|2 +
∑

x∈[t+2,n]

|F(x)|2. (2.61)

Since |F([t + 1])| ≤
(
n−(t+1)
k−(t+1)

)
, |F(x)| ≤ (t + 1)

(
n−(t+1)
k−(t+1)

)
for x ∈ [t + 2, n] and∑

x∈[t+1] |H̃x| = |F| − |F([t+ 1])|, thus

I(F) ≤ (t− 1)|F|2 +
∑

x∈[t+1]

|H̃x|2 + 2|F||F([t+ 1])|+ (n− t− 1)(t+ 1)2

(
n− (t+ 1)

k − (t+ 1)

)2

.

Noted that |H̃x| ≤
(
n−(t+1)
k−t

)
, by Theorem 2.15, we have

∑
x∈[t+1]

|H̃x|2 ≤ r

(
n− (t+ 1)

k − t

)2

+ (|F| − |F([t+ 1])| − r
(
n− (t+ 1)

k − t

)
)2 = m0

(2.62)

and the inequality holds if and only if |H̃x| =
(
n−(t+1)
k−t

)
for exactly r distinct xs in

[t+ 1] and the rest k-sets are all contained in another H̃x.

When r < t, since |Hj| ≥ δ
C1

(
n−t
k−t

)
for each j ∈ [t + 1], we have |H̃j| = |Hj| −

|F([t + 1])| ≥ δ
2C1

(
n−t
k−t

)
. By Theorem 2.15,

∑
x∈[t+1] |H̃x|2 ≤ m0 − δ2

4C1

(
n−t
k−t

)2
. Thus,

according to the former evaluation, we have

I(F0)− I(F) ≥r
(
n− t
k − t

)2

+ (δ

(
n− (t+ r)

k − t

)
+

r∑
i=1

(
n− (t+ i)

k − (t+ 1)

)
)2−

∑
x∈[t+1]

|H̃x|2 − 2|F|
(
n− (t+ 1)

k − (t+ 1)

)
− (n− t− 1)(t+ 1)2

(
n− (t+ 1)

k − (t+ 1)

)2

≥ δ2

4C1

(
n− t
k − t

)2

− 4kt2
(
n− t
k − t

)(
n− (t+ 1)

k − (t+ 1)

)
.

Since
(
n−(t+1)
k−(t+1)

)
≤ (n−tk−t)

4kt2C3
t
, we have I(F0) > I(F).

When r = t, first, we have the following claim.

Claim 13. F = ∪t+1
j=1Hj maximizes I(F) only if F contains t full t-stars.
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Proof. First, we show that F must contain t almost full t-stars. Assume that F1 =

∪t+1
j=1H′j contains t full t-stars with size |F|. Then, from (2.61) we have

I(F1) ≥ (t− 1)|F|2 +m1 + 2|F|
(
n− (t+ 1)

k − (t+ 1)

)
,

where m1 = t
(
n−(t+1)
k−t

)2
+ (|F| −

(
n−(t+1)
k−(t+1)

)
− t
(
n−(t+1)
k−t

)
)2.

W.l.o.g., assume that |H̃1| ≥ . . . ≥ |H̃t+1| and (1− 1
Ct

)
(
n−(t+1)
k−t

)
≥ |H̃t| ≥ |H̃t+1|.

According to the size of F , this indicates that δ 6= 1. Since
∑

x∈[t+1] |H̃x| = |F| −

|F([t+ 1])|, by Theorem 2.15, we have∑
x∈[t+1]

|H̃x|2 ≤(t− 1)

(
n− (t+ 1)

k − t

)2

+ (1− 1

Ct
)2

(
n− (t+ 1)

k − t

)2

+

(|F| − |F([t+ 1])| − (t− 1

Ct
)

(
n− (t+ 1)

k − t

)
)2 ≤ m0 −

(1− δ)
Ct

(
n− t
k − t

)2

.

Since m1 −m0 ≥ −2δ
(
n−t
k−t

)
(
(
n−(t+1)
k−(t+1)

)
− |F([t + 1])|), by the choices of n and δ, this

leads to

I(F1)− I(F) ≥1− δ
Ct

(
n− t
k − t

)2

+ 2(

(
n− (t+ 1)

k − (t+ 1)

)
− |F([t+ 1])|)(|F| − 2δ

(
n− t
k − t

)
)

− (n− t− 1)(t+ 1)2

(
n− (t+ 1)

k − (t+ 1)

)2

> 0,

a contradiction. Therefore, to maximize I(F), |H̃j| > (1− 1
Ct

)
(
n−(t+1)
k−t

)
for j ∈ [t].

Now, we prove that F must contain t full t-stars. W.l.o.g., assume that |H̃1| ≥

. . . ≥ |H̃t+1| and |Ht| <
(
n−t
k−t

)
. Then, there is an F /∈ Ht containing [t + 1] \ {t}.

Pick some G0 ∈ H̃t+1 and replace G0 with F . Denote the resulting new family as

F ′, we have∑
x∈F

|F ′(x)| −
∑
x∈G0

|F(x)| ≥ (|F| − |H̃t+1|)− (|F| − |H̃t|)− k(t+ 1)

(
n− (t+ 1)

k − (t+ 1)

)
≥ |H̃t| − |H̃t+1| −

1

C2
t

(
n− t
k − t

)
≥ (

1

C1

− 2

Ct
)

(
n− (t+ 1)

k − t

)
> 0.

This shows that as long as F contains less than t full t-stars, we can get a new

family F ′ with I(F ′) > I(F). Therefore, F must contain t full t-stars.
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Now, assume that F contains t full t-stars. Our aim is to find a proper F0 with

the required structure satisfying I(F0) > I(F).

According to the structure of F , we have m0 = m1 and

I(F) = (t− 1)|F|2 + 2|F|
(
n− (t+ 1)

k − (t+ 1)

)
+m0 +

∑
x∈[t+2,n]

|F(x)|2. (2.63)

Meanwhile,

I(F0) = (t− 1)|F|2 + t

(
n− t
k − t

)2

+ (

(
n− t
k − t

)
− (1− δ)

(
n− 2t

k − t

)
)2 +

∑
x∈[2t+1,n]

|F0(x)|2.

(2.64)

Thus,

I(F0)− I(F) =t

(
n− t
k − t

)2

+ (

(
n− t
k − t

)
− (1− δ)

(
n− 2t

k − t

)
)2 −m0 − 2|F|

(
n− (t+ 1)

k − (t+ 1)

)
+

∑
x∈[2t+1,n]

|F0(x)|2 −
∑

x∈[t+2,n]

|F(x)|2.

Denote ∆1 =
(
n−t
k−t

)
−
(
n−2t
k−t

)
=
∑2t

i=t+1

(
n−i

k−(t+1)

)
and ∆2 =

∑t−2
i=1 i

(
n−(2t−i)
k−(t+1)

)
. Noted

that

|F| −
(
n− (t+ 1)

k − (t+ 1)

)
− t
(
n− (t+ 1)

k − t

)
= δ

(
n− 2t

k − t

)
+

2t−1∑
i=t+2

(

(
n− i
k − t

)
−
(
n− (t+ 1)

k − t

)
)

= δ

(
n− 2t

k − t

)
−

t−2∑
i=1

i

(
n− (2t− i)
k − (t+ 1)

)
= δ

(
n− 2t

k − t

)
−∆2.

Thus, we have

I(F0)− I(F) =t(

(
n− t
k − t

)
+

(
n− (t+ 1)

k − t

)
)

(
n− (t+ 1)

k − (t+ 1)

)
− 2|F|

(
n− (t+ 1)

k − (t+ 1)

)
+

(δ

(
n− 2t

k − t

)
+ ∆1)2 − (δ

(
n− 2t

k − t

)
−∆2)2 +

∑
x∈[2t+1,n]

|F0(x)|2 −
∑

x∈[t+2,n]

|F(x)|2

=(2∆2 + (t− 2)

(
n− (t+ 1)

k − (t+ 1)

)
)

(
n− (t+ 1)

k − (t+ 1)

)
+ ∆2

1 −∆2
2+

2δ

(
n− 2t

k − t

)
(∆1 + ∆2 −

(
n− (t+ 1)

k − (t+ 1)

)
) +

∑
x∈[2t+1,n]

|F0(x)|2 −
∑

x∈[t+2,n]

|F(x)|2.

(2.65)
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Since for each x ∈ [2t+ 1, n], |F0(x)| =
∑2t

i=t+1

(
n−i

k−(t+1)

)
+ |G2t(x)| and for each

x ∈ [t+ 2, n], |F(x)| =
(
n−(t+2)
k−(t+2)

)
+ t
(
n−(t+2)
k−(t+1)

)
+ |H̃t+1(x)|. Thus,

|F0(x)| − |F(x)| ≥ |G2t(x)| − |Ht+1(x)| − t2
(
n− (t+ 2)

k − (t+ 2)

)
for each x ∈ [2t + 1, n]. Since

∑
x∈[t+2,2t] |F(x)|2 ≤ t(t + 1)2

(
n−(t+1)
k−(t+1)

)2
, therefore, we

only need to find a proper G2t to control |G2t(x)| − |Ht+1(x)| for all x ∈ [2t + 1, n].

Let Ht+1 = H1
t+1 t H2

t+1, where H1
t+1 = {F ∈ Ht+1 : F ∩ [t + 2, 2t] = ∅} and

H2
t+1 = Ht+1 \ H1

t+1. Noted that |G2t| ≥ |Ht+1|, thus for each F ∈ H1
t+1, we can

arrange a G(F ) = {1, . . . , t−1, 2t}∪(F \[t]) in G2t. Denote G1
2t = {G(F ) : F ∈ H1

t+1}

and G2
2t = G2t \ G1

2t. Clearly, for x ∈ [2t + 1, n], |G1
2t(x)| = |H1

t+1(x)|. Since for each

F ′ ∈ H2
t+1, ([t]∪{i0}) ⊆ F ′ for some i0 ∈ [t+ 2, 2t]. Therefore, for x ∈ [2t+ 1, n] we

have

|G2t(x)| − |Ht+1(x)| = |G2
2t(x)| − |H2

t+1(x)| ≥ −(t− 1)

(
n− (t+ 2)

k − (t+ 2)

)
.

This indicates that∑
x∈[2t+1,n]

|F0(x)|2 −
∑

x∈[t+2,n]

|F(x)|2 (2.66)

=
∑

x∈[2t+1,n]

(|F0(x)| − |F(x)|)(|F0(x)|+ |F(x)|)−
∑

x∈[t+2,2t]

|F(x)|2

≥− 2t(t+ 1)2n

(
n− (t+ 2)

k − (t+ 2)

)(
n− (t+ 1)

k − (t+ 1)

)
− t(t+ 1)2

(
n− (t+ 1)

k − (t+ 1)

)2

≥− 4t(t+ 1)2k

(
n− (t+ 1)

k − (t+ 1)

)2

. (2.67)

Since t ≥ 2, based on the choice of δ, n and (2.66), we have

I(F0)− I(F) ≥ 2δ

(
n− 2t

k − t

)(
n− (t+ 2)

k − (t+ 1)

)
− 5t(t+ 1)2k

(
n− (t+ 1)

k − (t+ 1)

)2

> 0.

This completes the proof.

§ 2.4 Proof of Theorem 2.6

Let n be a positive integer and V be an n-dimensional vector space over Fq. In

the following, if there is no confusion, we shall omit the field size q in the Gaussian
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binomial coefficient and use “dim” in short for “dimensional”.

Lemma 2.17. [90] Let α be a k-dim subspace of V . Then, for integers j, l satisfying

0 ≤ j ≤ l, the number of l-dim subspaces of V whose intersection with α has

dimension j is

q(k−j)(l−j)
[
n− k
l − j

][
k

j

]
.

Proposition 2.2. For integer 1 ≤ t ≤ n, denote U0 as a t-dim subspace of V . Let F

be the family of all k-dim subspaces of V containing U0. Then, we have |F| =
[
n−t
k−t

]
and

I(F) =

(
k−t∑
j=0

(j + t)q(k−t−j)2

[
n− k

k − t− j

][
k − t
j

])[
n− t
k − t

]
. (2.68)

Proof. The first statement is an immediate consequence of Lemma 2.17.

Denote V = U0⊕V1 and take G0 as the family of all (k− t)-dim subspaces of V1.

Therefore, F = U0⊕G0 = {U0⊕G : G ∈ G0}. For F1 ∈ F , let F1 = U0⊕G1. Then,

we have I(F1,F) =
∑

F∈F | dim(F1 ∩ F )| =
∑

G∈G0
(| dim(G1 ∩ G)| + t). Combined

with Lemma 2.17, this leads to

I(F1,F) =
k−t∑
j=0

(j + t)q(k−t−j)2

[
(n− t)− (k − t)

k − t− j

][
k − t
j

]
.

Therefore, (2.68) follows from I(F) =
∑

F∈F I(F,F).

Now, we present the proof of Theorem 2.6.

Proof of Theorem 2.6. First, we shall show that the number of popular t-dim sub-

spaces is not large.

Claim .1. Let X = {U ∈
[
V
t

]
: |F(U)| ≥ |F|

(2k+2)[kt]
}, then |X | < (4k + 4)

[
k
t

]
.

Proof. Otherwise, assume that there is an X0 ⊆ X such that |X0| = (4k+ 4)
[
k
t

]
. We

have

|F| ≥ |
⋃
U∈X

F(U)| ≥
∑
U∈X0

|F(U)| −
∑

U1 6=U2∈X0

|F(U1 + U2)|
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≥ 2|F| −
(
|X0|

2

)[
n− t− 1

k − t− 1

]
.

Since |F| = δ
[
n−t
k−t

]
and δ ≥ (4k+4)2n

qn−k
, based on the choice of n and δ, we have

|F| ≥ (4k + 4)2n

qn−k
·
[
n− t
k − t

]
=

(4k + 4)2n

qn−k
· q

n−t − 1

qk−t − 1
·
[
n− t− 1

k − t− 1

]
= (4k + 4)2n · qn−t − 1

qn−t − qn−k
·
[
n− t− 1

k − t− 1

]
> 8(k + 1)2 ·

[
k

t

]2

·
[
n− t− 1

k − t− 1

]
≥
(
|X0|

2

)[
n− t− 1

k − t− 1

]
. (2.69)

This leads to 2|F| −
(|X0|

2

)[
n−t−1
k−t−1

]
> |F|, a contradiction.

Claim .1 enables us to proceed further estimation on I(F). Next, we shall

prove that the most popular t-dim subspace is contained in the majority members

of F .

Claim .2. There exists a t-dim subspace U0 ∈ X such that |F(U0)| ≥ (1− 2
3k+3

)|F|.

Proof. Denote U0 as the most popular t-dim subspace appearing in the members of

F .

• When δ ≤ 1.

Consider the new family F0 ⊆
[
V
k

]
of size |F| and U0 ⊆ F for all F ∈ F0.

According to (2.3), we have I(F0) ≥ t|F|2. Therefore, by the optimality of F ,

I(F) ≥ t|F|2.

Given a positive integer q, for variable x ∈ R+, define the function
[
x
k

]
=

k−1∏
i=0

qx−i−1
qk−i−1

. One can easily verify that
[
x
k

]
is a convex increasing function when

x ≥ k − 1. Thus by Jensen Inequality, we have∑
U∈[Vt ]

|F(U)|2 =
∑
A,B∈F

[
dim(A ∩B)

t

]
≥
[∑

A,B∈F dim(A∩B)

|F|2

t

]
· |F|2. (2.70)

Note that I(F) =
∑

A,B∈F dim(A ∩ B), (2.70) leads to
∑

U∈[Vt ]
|F(U)|2 ≥

[I(F)

|F|2
t

]
·

|F|2 ≥ |F|2. Moreover, we also have∑
U∈[Vt ]

|F(U)|2 =
∑
U∈X

|F(U)|2 +
∑
U /∈X

|F(U)|2
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≤|F(U0)| ·
∑
U∈X

|F(U)|+ |F|
(2k + 2)

[
k
t

] ·∑
U /∈X

|F(U)|

≤|F(U0)| ·

(
|F|+

∑
U1 6=U2∈X

|F(U1 + U2)|

)
+

|F|
(2k + 2)

[
k
t

] · ∑
U∈[Vt ]

|F(U)|.

Note that dim(U1 +U2) ≥ t+1 for U1 6= U2 ∈ X and
∑

U∈[Vt ]
|F(U)| =

∑
F∈F |{U ⊆

F : U ∈
[
V
t

]
}| = |F|

[
k
t

]
, we can further obtain∑

U∈[Vt ]

|F(U)|2 ≤ |F(U0)| ·
(
|F|+

(
|X |
2

)[
n− t− 1

k − t− 1

])
+

|F|
(2k + 2)

[
k
t

] ·∑
F∈F

|{U ⊆ F : U ∈
[
V

t

]
}|

≤ |F(U0)| ·
(
|F|+

(
|X |
2

)[
n− t− 1

k − t− 1

])
+
|F|2

2k + 2
. (2.71)

According to the calculation of (2.69), the choice of δ leads to
(|X |

2

)[
n−t−1
k−t−1

]
≤ [kt]

2
|F|
n

.

Note that n ≥ (4k + 4)2
[
k
t

]2
, this indicates that

(|X |
2

)[
n−t−1
k−t−1

]
≤ |F|

(4k+4)2 . Therefore,

by (2.71), we have |F(U0)| ≥ (1− 2
3k+3

)|F|.

• When δ > 1.

Write U0 = U1 ⊕ 〈u0〉, where U1 is a (t− 1)-dim subspace of U0 and 〈u0〉 is the

1-dim subspace spanned by some u0 ∈ U0. Let U ′ = U1 ⊕ 〈u1〉 be another t-dim

subspace of V , where u1 ∈ V \ U0. Consider the new family G0 = G1 t G2 with

size |F|, where G1 consists of all k-dim subspaces containing U0 and G2 consists of

(δ− 1)
[
n−t
k−t

]
k-dim subspaces containing U ′. Based on the structure of G0, according

to (2.3), we have

I(G0) ≥ (t− 1)|F|2 + |G1|2 + |G2|2

= t|F|2 − 2|G1||G2| = (t− 2(δ − 1)

δ2
)|F|2.

Again, by the optimality of F , we have I(F) ≥ I(G0) ≥ (t − 2(δ−1)
δ2 )|F|2.

Therefore, (2.70) leads to
∑

U∈[Vt ]
|F(U)|2 ≥

[t− 2(δ−1)

δ2

t

]
· |F|2. Now, consider the

function
[
t−x
t

]
=
∏t−1

i=0
qt−x−i−1
qt−i−1

for x ∈ R satisfying 0 < x < 1. Clearly,
[
t−x
t

]
is a
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decreasing function and when x is fixed, the term qt−x−i−1
qt−i−1

is decreasing as i increases.

Therefore, we have [
t− x
t

]
=

t−1∏
i=0

qt−x−i − 1

qt−i − 1
≥ (

q1−x − 1

q − 1
)t.

Since δ ≤ 1 + 1
96t(k+1) ln q

, we have 2(δ−1)
δ2 ≤ 1

48t(k+1) ln q
. Denote ε = 1

48t(k+1) ln q
. Then,

we have
[t− 2(δ−1)

δ2

t

]
≥ ( q

1−ε−1
q−1

)t = (1 − 1−q−ε
1−q−1 )t. Note that for q ≥ 2, 1 − q−ε ≤ ε ln q

and 1− 1
q
≥ 1

2
. Thus, we have[
t− 2(δ−1)

δ2

t

]
≥ (1− 2ε ln q)t ≥ 1− 2tε ln q = 1− 1

24(k + 1)
.

This leads to

∑
U∈[Vt ]

|F(U)|2 ≥
[
t− 2(δ−1)

δ2

t

]
· |F|2 ≥ (1− 1

24(k + 1)
)|F|2.

Combined with the upper bound given by (2.71), by the choice of n and δ, we also

have |F(U0)| ≥ (1− 2
3k+3

)|F|.

Finally, we show that when δ ≤ 1, U0 is contained in all members of F ; when

δ > 1, all k-dim subspaces of V that contains U0 are in F .

• When δ ≤ 1.

Assume that there exists an F0 ∈ F such that U0 * F0. Since for each F ∈ F ,

I(F,F) =
∑
A∈F

dim(F ∩ A) =
∑

U0⊆A,A∈F

dim(F ∩ A) +
∑

U0*A,A∈F

dim(F ∩ A). (2.72)

Take F = F0 in the above equality and consider the first term
∑

U0⊆A,A∈F dim(F0∩A)

in the RHS. Assume thatA = A0⊕U0 and F0 = F1⊕(U0∩F0). When dim(F0∩A) ≥ t,

knowing that U0 * F0, we have | dim(A0 ∩ F1)| ≥ 1. Therefore, we can write

A0 = A1 ⊕ U1 for some 1-dim subspace in F1. Note that there are at most
[
k
1

]
different choices of such U1 ⊆ F1. And for each fixed U1, there are at most

[
n−(t+1)
k−(t+1)

]
different choices of A satisfying U0 ⊕ U1 ⊆ A. Therefore, the number of such As is
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at most
[
k
1

][
n−t−1
k−t−1

]
. When dim(F0 ∩A) ≤ t− 1, since A ∈ F , the number of such As

is upper bounded by |F(U0)|. Therefore, we have∑
U0⊆A,A∈F

dim(F0 ∩ A) ≤ (k − 1)

[
k

1

][
n− t− 1

k − t− 1

]
+ (t− 1)|F(U0)|.

As for the second term, we have that
∑

U0*A,A∈F dim(F0 ∩ A) ≤ k(|F| − |F(U0)|).

Therefore, combined with Claim .2, this leads to

I(F0,F) ≤ k

(
|F|+

[
k

1

][
n− t− 1

k − t− 1

])
− (k − t+ 1)|F(U0)|

≤ (t− 2t+ k + 1

3k + 3
)|F|+ k

[
k

1

][
n− t− 1

k − t− 1

]
. (2.73)

From the assumption, we know that F is not contained in any full t-star.

Therefore, we can replace F0 with some F ′ /∈ F containing U0. Denote the resulting

new family as F ′, we have

I(F ′)− I(F) =
∑
F∈F ′
I(F,F ′)−

∑
F∈F

I(F,F)

= 2(I(F ′,F \ {F0})− I(F0,F \ {F0})),

where the second equality follows from F ′ \ {F ′} = F \ {F0}. By (2.72) and Claim

.2, we have I(F ′,F \ {F0}) ≥ t|F(U0)| ≥ (t− 2t
3k+3

)|F|. Therefore, based on (2.73)

and the calculations in (2.69), we have

I(F ′,F \ {F0})− I(F0,F \ {F0}) ≥ I(F ′,F \ {F0})− I(F0,F)

≥(t− 2t

3k + 3
)|F| − (t− 2t+ k + 1

3k + 3
)|F| − k

[
k

1

][
n− t− 1

k − t− 1

]
≥|F|

3
−

k
[
k
1

]
8(k + 1)2

[
k
t

]2 |F| ≥ (
1

3
− 1

8(k + 1)
[
k
t

])|F| > 0.

This contradicts the fact that I(F) =MI(F). Thus, all F ∈ F must contain U0.

• When δ > 1.

Assume that there exists a G′ ∈
[
V
k

]
\ F with U0 ⊆ G′. Since |F| = δ

[
n−t
k−t

]
and δ > 1, clearly, there exists some G0 ∈ F such that U0 * G0. Take F = G0
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in (2.72), since the estimation in (2.73) is irrelevant to the choice of δ. Thus, with

similar procedures, we can also obtain I(G0,F) ≤ (t− 2t+k+1
3k+3

)|F|+k
[
k
1

][
n−t−1
k−t−1

]
. On

the other hand, by (2.72), we also have I(G′,F \ {G0}) ≥ t|F(U0)| ≥ (t− 2t
3k+3

)|F|.

Again, we can replace G0 with G′ and denote the resulting new family as F ′. With

similar arguments as those for the case δ ≤ 1, this procedure increases the value of

I(F) strictly, a contradiction. Therefore, all k-dim subspaces of V containing U0

are in F .

This completes the proof of Theorem 2.6.

§ 2.5 Proof of Theorem 2.7

For any integer s ≥ 1
2
(n − 1)!, there exist unique k ∈ N and ε ∈ (−1

2
, 1

2
] such

that s = (k + ε)(n − 1)!. Denote T0(n, s) as the subfamily of T (n, s) consisting of

bk+εc = a0 pairwise disjoint 1-cosets and b(k+ε−a0)(n−1)c = a1 pairwise disjoint

2-cosets from another 1-coset disjoint from the former a0 1-cosets.

Assume that

T0(n, s) = (

a1+1⊔
i=2

C1→1,2→i) t (

a0+1⊔
j=2

C1→j), (2.74)

where C1→1,2→i = {σ ∈ Sn : σ(1) = 1 and σ(2) = i} and C1→j = {σ ∈ Sn : σ(1) = j}.

Note that for every T ⊆ Sn,

I(T ) =
∑
i,j∈[n]

|Ti→j|2,

where Ti→j = {σ ∈ T : σ(i) = j}. Hence, when 0 ≤ a0 ≤ a1 ≤ n− 1, we have

I(T0(n, s)) =
∑
i,j∈[n]

|T0(n, s)i→j|2

=
∑
j∈[n]

|T0(n, s)1→j|2 +
∑
j∈[n]

|T0(n, s)2→j|2 +
∑
i∈[3,n]

∑
j∈[n]

|T0(n, s)i→j|2

=
[
(a1(n− 2)!)2 + a0((n− 1)!)2

]
+ ((n− 2)!)2(a2

0n+ 2a0a1 − 2a2
0 + a1 − a0)+

(n− 2)
[
(a0(n− 2)!)2 + a0((a0 − 1)(n− 2)! + (a1 − 1)(n− 3)!)2+
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(a1 − a0)(a0(n− 2)! + (a1 − 1)(n− 3)!)2+

(n− a1 − 1)(a0(n− 2)! + a1(n− 3)!)2
]
. (2.75)

When 0 ≤ a1 ≤ a0 ≤ n− 1, similarly, we have

I(T0(n, s)) =
[
(a1(n− 2)!)2 + a0((n− 1)!)2

]
+ ((n− 2)!)2(a2

0n+ 2a0a1 − 2a2
0 + a0 − a1)

+ (n− 2)
[
(a0(n− 2)!)2 + a1((a0 − 1)(n− 2)! + (a1 − 1)(n− 3)!)2+

(a0 − a1)((a0 − 1)(n− 2)! + a1(n− 3)!)2+

(n− a0 − 1)(a0(n− 2)! + a1(n− 3)!)2
]
. (2.76)

For both cases, if we denote η1 = a1

n−1
, then we have

I(T0(n, s)) ≥ ((n− 1)!)2
{

(a0 + η2
1) +

(a2
0n+ 2a0a1 − 2a2

0 + a1 − a0)

(n− 1)2
+

n− 2− o(1)

(n− 1)2

[
a2

0 + a0(a0 − 1 + η1)2 + (n− a0 − 1)(a0 + η1)2
]}
. (2.77)

To proceed the proof of Theorem 2.7, we need some additional notations and a

stability result by Ellis, Filmus and Friedgut [56] (see Theorem 1 in [56]). Assume

each permutation in Sn is distributed uniformly. Then, for a function f : Sn → R,

the expected value of f is defined by E[f ] = 1
n!

∑
σ∈Sn f(σ). The inner product of

two functions f, g : Sn → R is defined as 〈f, g〉 := E[f · g], this induces the norm

‖f‖ :=
√
〈f, f〉. Given c > 0, denote round(c) as the nearest integer to c.

Theorem 2.16. [56] There exist positive constants C0 and ε0 such that the following

holds. Let F be a subfamily of Sn with |F| = α(n− 1)! for some α ≤ n
2
. Let f = 1F

be the characteristic function of F and let fU1 be the orthogonal projection of f onto

U1. If E[(f − fU1)2] = εE[f ] for some ε ≤ ε0, then

E[(f − g)2] ≤ C0α
2

(
1

n2
+
ε

1
2

n

)
,

where g is the characteristic function of a union of round(α) cosets of Sn.

Proof of Theorem 2.7. For the convenience of our proof, for σ, π ∈ Sn, we denote

σ ∩ π = {i ∈ [n] : σ(i) = π(i)}. Set c = min{ ε0
12
, 1

2
} and C = 3C0, where ε0 and C0
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are the positive constants from Theorem 2.16. Let f be the characteristic vector of

F . Write f = f0 + f1 + f2, where f0 is the projection of f onto the eigenspace U(n)

and f1 is the projection of f onto the eigenspace U(n−1,1). By the orthogonality of

the eigenspaces, we have

‖f‖2 = ‖f0‖2 + ‖f1‖2 + ‖f2‖2. (2.78)

Moreover, since f is Boolean and U(n) = span{~1}, we also have‖f‖
2 = E[f 2] = E[f ] = |F|

n!
= k+ε

n
,

‖f0‖2 = 〈f,~1〉2 = E[f ]2 = (k+ε)2

n2 .

(2.79)

By the definition of I(F), we have

I(F) =
∑
σ∈F

∑
π∈F

|σ ∩ π| = f tBf, (2.80)

where B = (bi,j)n!×n! is a matrix with entry bi,j = |σi ∩ σj| under a certain ordering

of all permutations in Sn = {σ1, . . . , σn!}. According to the definition of B, we can

write B =
∑n

s=1Bs, where Bs = (bsi,j)n!×n! is the matrix with entries

bsi,j =

1, if |σi ∩ σj| ≥ s;

0, otherwise.

From a simple observation, we know that Bs = J−As, where J is the n!×n! matrix

with all entries 1 and As is the adjacency matrix of Γs, i.e., the adjacency matrix of

the Cayley graph on Sn with generating set FPFs. Therefore, by (2.80), we have

I(F) = f t
n∑
s=1

(J − As)f = nf tJf −
n∑
s=1

f tAsf

= n|F|2 −
n∑
s=1

(f t0Asf0 + f t1Asf1 + f t2Asf2). (2.81)

Since U(n) and U(n−1,1) are eigenspaces for all As, 1 ≤ s ≤ n, therefore,

I(F) = n|F|2 − n!
n∑
s=1

(λ
(s)
(n)‖f0‖2 + λ

(s)
(n−1,1)‖f1‖2)−

n∑
s=1

f t2Asf2
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= n|F|2 − n!
n∑
s=1

[
(λ

(s)
(n) − λ

(s)
(n−1,1))‖f0‖2 + λ

(s)
(n−1,1)‖f‖

2

− λ(s)
(n−1,1)‖f2‖2

]
−

n∑
s=1

f t2Asf2.

According to Lemma 2.7,
∑n

s=1(λ
(s)
(n) − λ

(s)
(n−1,1)) = n!(n − n−2

n−1
) and

∑n
s=1 λ

(s)
(n−1,1) =

(n− 1)!(n−2
n−1
− 2). Therefore, we have

I(F) = n|F|2 − ((n− 1)!)2
[
(k + ε)2(n− n− 2

n− 1
) + (k + ε)(

n− 2

n− 1
− 2)

]
−

((n− 1)!)2(2n− n2 − 2n

n− 1
)‖f2‖2 −

n∑
s=1

f t2Asf2

= ((n− 1)!)2
[
(k + ε)2n− 2

n− 1
+ (k + ε)

n

n− 1

]
− ((n)!)2

n− 1
‖f2‖2 −

n∑
s=1

f t2Asf2.

(2.82)

On the other hand, write k + ε = a0 + η1 + c
n−1

for some 0 ≤ c ≤ 1. By (2.77)

and (2.82), we have

I(F)− I(T0(n, s)) ≤ (η1 − η2
1 +

c′

n− 1
)((n− 1)!)2 − ((n)!)2

n− 1
‖f2‖2 −

n∑
s=1

f t2Asf2,

where c′ = (1 + 2c)(a0 + η1 + 1). Note that I(F) ≥ I(T0(n, s))− δ((n− 1)!)2, which

indicates that

(n!)2

n− 1
‖f2‖2 +

n∑
s=1

f t2Asf2 ≤ (η1 − η2
1 + δ +

c′

n− 1
)((n− 1)!)2. (2.83)

To obtain an upper bound on ‖f2‖2, we need the following claim.

Claim 1.
∑n

s=1 f
t
2Asf2 ≥ −(c3

(n!)2

n2 + 6(n!)2

n lnn
)‖f2‖2 for some absolute constant

c3.

Proof. Denote Φ = {ρ ` n : ρ 6= (n), (n − 1, 1)}. First, note that f2 lies in U⊥1 and

the eigenvalues corresponding to U⊥1 are {λ(s)
ρ : ρ ∈ Φ, 1 ≤ s ≤ n}. Thus, we have

f t2Asf2 = n!
∑
ρ∈Φ

λ(s)
ρ ‖fρ‖2, (2.84)

where fρ is the orthogonal projection of f2 (or f) onto Uρ.
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Based on estimations about λ
(s)
ρ s for ρ ∈ Φ from Lemma 2.8, we havef

t
2Asf2 ≥ −c3

(n!)2

n3 ‖f2‖2, for 3 ≤ s ≤ n− n
lnn
− 7;

f t2Asf2 ≥ −3(n!)2

n2 ‖f2‖2, for s = 1, 2 and n− n
lnn
− 7 ≤ s ≤ n,

(2.85)

where c3 > 0 is an absolute constant. This leads to

n∑
s=1

f t2Asf2 ≥ −(c3
(n!)2

n2
+

6(n!)2

n lnn
)‖f2‖2.

Now, with the help of Claim 1 and (2.83), we have

(η1 − η2
1 + δ +

c′

n− 1
)((n− 1)!)2 ≥ (n!)2

n− 1
‖f2‖2 +

n∑
s=1

f t2Asf2

≥ (n!)2(
1

n− 1
− 7

n lnn
)‖f2‖2

≥ n!(n− 1)!

1 + o(1)
‖f2‖2.

From the definition, min{η1, 1− η1} ≤ |ε| and c′ ≤ 3(k + ε+ 1). Thus, we have

‖f2‖2 ≤
η1 − η2

1 + δ + c′

n−1

n
(1 + o(1)) ≤ |ε|+ δ

k + ε
(1 + o(1))‖f‖2.

Since max{|ε|, δ} ≤ ck, we have

E[(f − fU1)2] = ‖f2‖2 ≤ ε0‖f‖2 = ε0E[f ].

By Theorem 2.16, there exists G, a union of k 1-cosets of Sn such that

E[(f − 1G)
2] ≤ C0(k + ε)2

(√
|ε|+ δ

(k + ε)n2
(1 + o(1)) +

1

n2

)
.

This leads to |F∆G| = E[(f − 1G)
2] · n! ≤ C0(

√
2k(|ε|+ δ) + k

n
)|F|.

When ε = δ = 0, we have k+ ε = k = a0 and η1 = 0. Since 0 = a1 < a0 for this

case, we need another estimation of I(T0(n, a0(n− 1)!)). Similar to (2.75), we have

I(T0(n, s)) =
∑
i,j∈[n]

|T0(n, s)i→j|2 =
∑
j∈[n]

|T0(n, s)1→j|2 +
∑
i∈[2,n]

∑
j∈[n]

|T0(n, s)i→j|2
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= a0((n− 1)!)2 + (n− 1)
[
a0((a0 − 1)(n− 2)!)2 + (n− a0)(a0(n− 2)!)2

]
.

(2.86)

Therefore, combined with (2.82), (2.86) leads to

(n!)2

n− 1
‖f2‖2 +

n∑
s=1

f t2Asf2 ≤ 0. (2.87)

By Claim 1, we have ‖f2‖2 ≤ 0. Thus, f = 1F = f0 +f1 ∈ U1. As shown by Ellis et.

al [58] (see Theorem 7 and Theorem 8 in [58]), this indicates that F is the union of

k 1-cosets of Sn. Since |F| = k(n− 1)!, these k 1-cosets must be pairwise disjoint.

This completes the proof.

Remark 2.2. As an immediate consequence of Theorem 2.7, when |ε|, δ = o( 1
n
),

the optimal family F with maximum total intersection number is “almost” the union

of k disjoint 1-cosets. However, due to the restrictions of parameters in Theorem

2.16, the structural characterization given by Theorem 2.7 becomes weaker as each

value of |ε| and δ grows.

§ 2.6 Upper bounds on maximum total intersection

numbers for families from different schemes

In this section, we will show several upper bounds on maximum total intersec-

tion numbers for families of vector spaces and permutations using linear program-

ming method for corresponding association schemes.

2.6.1 Grassmann scheme

In this subsection, we take (X,R) as the Grassmann scheme, which can be

regarded as a q-analogue of the Johnson scheme (for explicit definition of Johnson

scheme, see [90]).

For 1 ≤ k ≤ n, denote Gq(n, k) as the set of all subspaces in Fnq with constant

dimension k andR = {R0, . . . , Rk} as the corresponding distance relation set, where

Ri = {(U1, U2) ∈ Gq(n, k)×Gq(n, k) : dim(U1 ∩U2) = k− i}. (Gq(n, k),R) is called

the Grassmann scheme.
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Theorem 2.17. [49] Given 0 ≤ i, j ≤ k, the eigenvalues and the dual eigenvalues

of the Grassmann scheme Gq(n, k) are given by

Pi(j) = E
(q)
i (j); (2.88)

Qj(i) = D
(q)
j (i), (2.89)

where the generalized Eberlein polynomial E
(q)
i (x) and the dual Hahn polynomial

D
(q)
j (x) are defined as follows:

E
(q)
i (x) =

i∑
r=0

(−1)i−rq(
i−r

2 )
[
k − r
k − i

][
k − x
r

][
n+ r − k − x

r

]
qrx, (2.90)

D
(q)
j (x) =

([
n

j

]
−
[

n

j − 1

]) j∑
r=0

{
(−1)rq(

r
2)
[
j

r

][
n+ 1− r

r

][
k

r

]−1[
n− k
r

]−1
}[

x

r

]
q−rx.

(2.91)

Now, consider a family F ⊆ Gq(n, k) with size M . According to the definition

of ai in (2.11), we have

ai =
1

M
|{(U1, U2) : U1, U2 ∈ F , dim(U1 ∩ U2) = k − i}|.

This leads to

a0 = 1,
k∑
i=0

ai = M. (2.92)

Then, recall the definition of I(F) from (2.3), we have

I(F) = M

k∑
i=0

(k − i)ai = kM

k∑
i=0

ai −M
k∑
i=0

iai

= kM2 −M
k∑
i=0

iai. (2.93)

Based on the relationship between inner distribution ais and dual distribution

bis, we have the following theorem.

Theorem 2.18. Given a prime power q and positive integers n, k,M with k ≤ n,

M ≤
[
n
k

]
. Let F ⊆ Gq(n, k) with |F| = M and {b0, . . . , bk} be the dual distribution

of F . Then, we have

I(F) ≤
(
b1 + 1−

[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2, (2.94)
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I(F) ≤

([
n
k

]
M
−

k∑
r=2

br −
[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2. (2.95)

Proof. From (2.9) and (2.13), we know that b1 = 1
M

k∑
i=0

Q1(i)ai. By (2.89) and (2.90)

from Theorem 2.17, we can further obtain

b1 =
1

M

k∑
i=0

([
n

1

]
− 1

)(
1−

[
n
1

][
i
1

][
k
1

][
n−k

1

]
qi

)
ai

≥
([
n
1

]
− 1
)

M

k∑
i=0

ai −
[
n
1

] ([
n
1

]
− 1
)

qM
[
k
1

][
n−k

1

] k∑
i=0

iai

=

([
n

1

]
− 1

)
−
[
n
1

] ([
n
1

]
− 1
)

qM
[
k
1

][
n−k

1

] (kM − I(F)

M

)
,

where the last equality follows from (2.92) and (2.93). This leads to (2.94).

On the other hand, from Lemma 2.3, we know that b1 =
[nk]
M
− 1 −

∑k
r=2 br.

Thus, combined with (2.94), this implies that

I(F) ≤
(
b1 + 1−

[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2

=

([
n
k

]
M
−

k∑
r=2

br −
[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2,

which gives (2.95).

With the help of Theorem 2.18, we now proceed the proof of Theorem 2.8.

Proof of Theorem 2.8. From Lemma 2.2, we know that bj ≥ 0 for 0 ≤ j ≤ k. This

leads to
∑k

r=2 br ≥ 0. Thus, combined with (2.95), we have

MI(F) ≤

([
n
k

]
M
−

k∑
r=2

br −
[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2

≤

([
n
k

]
M
−
[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2.

This proves inequality (2.6).

Next, we shall use a linear programming method to give a lower bound of∑k
r=2 bs. From Lemma 2.1, we know that for 1 ≤ i ≤ k,

k∑
r=0

brPi(r) ≥ 0. (2.96)
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Meanwhile, by Lemma 2.3, we also have b0 = 1 and b1 =
[nk]
M
− 1 −

∑k
r=2 br. Thus,

this leads to

k∑
r=0

brPi(r) = b0Pi(0) + b1Pi(1) +
k∑
r=2

brPi(r)

= Pi(0) +

([
n
k

]
M
− 1−

k∑
r=2

br

)
Pi(1) +

k∑
r=2

brPi(r)

= Pi(0) +

[
n
k

]
M
Pi(1)− Pi(1) +

k∑
r=2

[Pi(r)− Pi(1)]br. (2.97)

Combining (2.96) with (2.97), we further have

k∑
r=2

br[Pi(1)− Pi(r)] ≤ Pi(0) +

[
n
k

]
M
Pi(1)− Pi(1),

for 1 ≤ i ≤ k. To obtain a lower bound on
∑k

r=2 br under the restrictions of the

above inequality together with br ≥ 0 (2 ≤ r ≤ k) from Lemma 2.2, we now consider

the following LP problem:

(I) Choose real variables y2, . . . , yk so as to

Λ(n, k, q,M) = minimize
k∑
r=2

yr,

subject to
yr ≥ 0, for r = 2, 3, . . . , k;
k∑
r=2

yr[Pi(1)− Pi(r)] ≤ Pi(0) +
[nk]
M
Pi(1)− Pi(1), for i = 1, 2, . . . , k.

Note that when M ≥
[
n−1
k−1

]
, by (2.88) and (2.90), we have

1 +

[
n
k

]
M

Pi(1)

Pi(0)
− Pi(1)

Pi(0)
= 1 +

([
n
k

]
M
− 1

)
Pi(1)

Pi(0)

= 1 +

([
n
k

]
M
− 1

)(
1−

[
n
1

][
i
1

][
k
1

][
n−k

1

]
qi

)

≥ 1 +

( [
n
k

][
n−1
k−1

] − 1

)(
1−

[
n
1

][
n−k

1

]
qk

)
= 0.
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Moveover, since Pi(0) =
[
k
1

][
n−k

1

]
qi

2 ≥ 0, this also leads to Pi(0)+
[nk]
M
Pi(1)−Pi(1) ≥ 0,

for 1 ≤ i ≤ k. Therefore, by taking y2 = y3 = · · · = yk = 0, we can obtain the

optimal solution Λ(n, k, q,M) = 0.

When M ≤
[
n−1
k−1

]
, by (2.95), for F ⊆ Gq(n, k) with |F| = M ≤

[
n−1
k−1

]
, we have:

MI(F) ≤

([
n
k

]
M
−

k∑
r=2

br −
[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2

≤

([
n
k

]
M
− Λ(n, k, q,M)−

[
n

1

])
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2. (2.98)

Consider the dual problem of (I), which is given as follows (see [144, Section 4 of

Chapter 17]).

(II) Choose real variables x1, x2, . . . , xk so as to

Λ̄(n, k, q,M) = maximize
k∑
i=1

[
Pi(1)−

[
n
k

]
M
Pi(1)− Pi(0)

]
xi,

subject to 
xi ≥ 0, for i = 1, 2, . . . , k;
k∑
i=1

xi[Pi(1)− Pi(r)] ≥ −1, for r = 2, 3, . . . , k.

We claim that x1 = · · · = xk−1 = 0, xk = [Pk(2)− Pk(1)]−1 is a feasible solution to

the above LP problem (II). To show this, we only need to prove that

Pk(1)− Pk(r)
Pk(2)− Pk(1)

≥ −1, (2.99)

for 2 ≤ r ≤ k. From (2.90) and (2.88), we know that Pk(r) = (−1)rq(
r
2)+k(k−r)[n−k−r

k−r

]
.

Thereofore, Pk(2)−Pk(1) > 0 and (2.99) follows from the fact that q(
r
2)+k(k−r)[n−k−r

k−r

]
is decreasing on r when k ≤ n/2. With this feasible solution, we have

Λ̄(n, k, q,M) ≥
Pk(1)− [nk]

M
Pk(1)− Pk(0)

Pk(2)− Pk(1)

=
−qk(k−1)

[
n−k−1
k−1

]
+

[nk]
M
qk(k−1)

[
n−k−1
k−1

]
− qk2[n−k

k

]
q1+k(k−2)

[
n−k−2
k−2

]
+ qk(k−1)

[
n−k−1
k−1

]
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=

([
n
k

]
M
− qn − 1

qk − 1

)
qk−1(qn−k−1 − 1)

qn−2 − 1
.

Therefore, it follows from (2.98) that

MI(F) ≤

[[
n
k

]
M
−

([
n
k

]
M
− qn − 1

qk − 1

)
qk−1(qn−k−1 − 1)

qn−2 − 1
−
[
n

1

]]
qM2

[
k
1

][
n−k

1

][
n
1

] ([
n
1

]
− 1
) + kM2

=

[[
n
k

]
(qk−1 − 1)

M(qn−2 − 1)
− (qn − 1)(qn−1 − 1)(qk−1 − 1)

(q − 1)(qk − 1)(qn−2 − 1)

]
M2(qk − 1)(qn−k − 1)

(qn − 1)(qn−1 − 1)
+ kM2

=

[[
n
k

]
M
− (qn − 1)(qn−1 − 1)

(q − 1)(qk − 1)

]
M2(qk − 1)(qk−1 − 1)(qn−k − 1)

(qn − 1)(qn−1 − 1)(qn−2 − 1)
+ kM2.

This completes the proof of (2.7).

As an immediate consequence of Theorem 2.8 and Proposition 2.2, we have the

following corollaries showing that bounds in Theorem 2.8 are tight for some special

cases.

Corollary 2.6.1. Given a prime power q, a positive integer n with n ≥ 2, for

F ⊆ Gq(n, 2) with |F| =
[
n−1

1

]
, we have

MI (F) =
(qn−1 + q − 2)(qn−1 − 1)

(q − 1)2
. (2.100)

Proof. By inequality (2.6), we already have

MI (F) ≤ (qn−1 + q − 2)(qn−1 − 1)

(q − 1)2
.

To show that this upper bound is tight, we take Y1 ⊆ Gq(n, 2) as the family of all

2-dim subspaces containing some fixed 1-dim subspace. Clearly, |Y1| =
[
n−1

1

]
. By

Proposition 2.2, we have

I(Y1) =

[
n− 1

1

] 1∑
j=0

(j + 1)q(1−j)2

[
n− 2

1− j

][
1

j

]
=

[
n− 1

1

]
qn−1 + q − 2

q − 1
.

Hence, (2.100) follows from MI(F) ≥ I(Y1).
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Corollary 2.6.2. Given a prime power q, a positive integer n with n ≥ 6, for

F ⊆ Gq(n, 3) with |F| =
[
n−2

1

]
, we have

MI (F) =
(2qn−2 + q − 3)(qn−2 − 1)

(q − 1)2
. (2.101)

Proof. Similarly, by (2.7), we have

MI (F) ≤ (2qn−2 + q − 3)(qn−2 − 1)

(q − 1)2
.

Now, take Y2 ⊆ Gq(n, 3) as the family of all 3-dim subspaces containing some fixed

2-dim subspace. Clearly, |Y2| =
[
n−2

1

]
. By Proposition 2.2, we have

I(Y2) =

[
n− 2

1

] 1∑
j=0

(j + 2)q(1−j)2

[
n− 3

1− j

][
1

j

]
=

(2qn−2 + q − 3)(qn−2 − 1)

(q − 1)2
.

Hence, (2.101) follows from MI(F) ≥ I(Y2).

2.6.2 The conjugacy scheme of symmetric group

Given a positive integer n, we take X as the symmetric group Sn. Denote

C0, C1, . . . , Cs as the conjugacy classes of Sn and the relations R = {R0, . . . , Rs} are

defined as follows:

Ri = {(g, h) ∈ Sn × Sn| gh−1 ∈ Ci}.

(Sn,R) is called the conjugacy scheme of Sn.

For each element σ of Sn, one can write

σ = (a1 . . . ak1)(b1 . . . bk2) . . . (c1 . . . ckm),

as a product of disjoint cycles with k1 ≥ k2 ≥ . . . ≥ km ≥ 1. This m-tuple

(k1, . . . , km) is called the cycle-shape of σ. Then, the conjugacy classes of Sn are

precisely

{σ ∈ Sn : cycle-shape(σ) = λ}λ`n.
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Clearly, each conjugacy class {Ci : 0 ≤ i ≤ s} corresponds to a cycle-shape σi

of Sn respectively. In particular, C0 corresponds to the cycle-shape (1, 1, . . . , 1).

According to [90, Chapter 11.12], eigenvalues and dual eigenvalues of the conjugacy

scheme of Sn are given by

Pi(j) =
|Ci|ψj(ci)
ψj(e0)

, Qj(i) = ψj(ci)ψj(e0), (2.102)

where ci ∈ Ci for 0 ≤ i ≤ s, e0 is the identity element in Sn and ψj (0 ≤ j ≤ s)

denote irreducible characters of Sn. Especially, ψ0 denotes the trivial character,

which maps all the elements of G into 1.

Given F ⊆ Sn with size M , consider the inner distribution of F with respect

to R. According to the definition of ai, (2.11) can be rewritten as

ai =
1

M
|{(x, y) : x, y ∈ F , xy−1 ∈ Ci}|.

Thus, one can easily obtain

a0 = 1 and
s∑
i=0

ai = M. (2.103)

Given a cycle-shape σ = (k1, . . . , km), define Uσ = |{i ∈ [m] : ki = 1}|. From the

new expression of ai above, we have

I(F) = M

s∑
i=1

Uσai. (2.104)

Now, according to the relationship between inner distribution ais and dual

distribution bis, we have the following theorem.

Theorem 2.19. Given positive integers n and M with M ≤ n!. Let F ⊆ Sn with

|F| = M and {b0, . . . , bs} be the dual distribution of F . Then, we have

I(F) = M2

(
b1

n− 1
+ 1

)
, (2.105)

I(F) =
M2

n− 1

(
n!

M
+ n− 2−

s∑
r=2

br

)
. (2.106)
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Proof. According to [111, Lemma 6.9], there exists an irreducible character ψ of

Sn which is defined as: ψ(c) = Uσ(c) − 1 for c ∈ Sn, where σ(c) is the cycle-shape

of c. W.l.o.g, we can assume that ψ1 = ψ. By (2.9) and (2.13), we know that

b1 = 1
M

s∑
i=0

Q1(i)ai. Then, by (2.102), we further have

b1 =
1

M

s∑
i=0

ψ1(ci)ψ1(e0)ai

=
1

M

s∑
i=0

(Uσ(ci) − 1)(n− 1)ai.

Combined with (2.103) and (2.104), this leads to

b1 =
1

M

(
s∑
i=0

(n− 1)aiUσ(ci) −
s∑
i=0

(n− 1)ai

)
=

1

M2
(n− 1)I(F)− (n− 1),

Therefore, we have (2.105).

On the other hand, by Lemma 2.3, we have b1 = n!
M
− 1 −

∑s
r=2 br. Thus,

combined with (2.105), this implies that

I(F) = M2

(
b1

n− 1
+ 1

)
=

M2

n− 1

(
n!

M
+ n− 2−

s∑
r=2

br

)
.

Proof of Theorem 2.9. From Lemma 2.2, bj ≥ 0 for 0 ≤ j ≤ s. This leads to∑s
r=2 br ≥ 0. Thus, combined with (2.106), we have

MI(F) =
M2

n− 1

(
n!

M
+ n− 2−

s∑
r=2

br

)

≤ M2

n− 1

(
n!

M
+ n− 2

)
.

Remark 2.3. Actually, similar to the proof of Theorem 2.8, we can also use the

linear programming approach to bound
∑s

r=2 br. For interested readers, the corre-

sponding LP problem is formulated as follows:
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(I) Choose real variables y2, . . . , yk so as to

Λ(n,M) = minimize
s∑
r=2

yr,

subject to
yr ≥ 0, for r = 2, 3, . . . , s;
k∑
r=2

yr[Pi(1)− Pi(r)] ≤ Pi(0) + n!
M
Pi(1)− Pi(1), for i = 1, 2, . . . , s.

Note that when M ≥ (n − 1)!, the optimal solution Λ(n,M) = 0 is given by taking

y2 = y3 = · · · = ys = 0. When M ≤ (n − 1)!, we turn to the following the dual

problem of (I).

(II) Choose real variables x1, x2, . . . , xs so as to

Λ(n,M) = maximize
s∑
i=1

[
Pi(1)− n!

M
− Pi(0)

]
xi,

subject to 
xi ≥ 0, for i = 1, 2, . . . , s;
s∑
i=1

xi[Pi(1)− Pi(r)] ≥ −1, for r = 2, 3, . . . , s.

Unfortunately, the feasible solution we find is x1 = . . . = xs = 0, which leads

to the same lower bound
∑s

r=2 br ≥ 0 as Lemma 2.2. Possibly, one can find other

more proper feasible solutions to improve Theorem 2.9.

As an immediate consequence of Theorem 2.9, we have the following corollary.

Corollary 2.6.3. Given a positive integer n ≥ 2, let F ⊆ Sn with |F| = (n − 1)!,

we have

MI (F) = 2 ((n− 1)!)2 . (2.107)

Proof. By Theorem 2.9, we have

MI (F) ≤ 2 ((n− 1)!)2 .

On the other hand, by taking Y = {y ∈ Sn : y(1) = 1} ⊆ Sn, we have I(Y) =

2 ((n− 1)!)2. Therefore, (2.107) follows from MI(F) ≥ I(Y).
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§ 2.7 Concluding remarks and open problems

In this chapter, we introduce a new type of intersection problems which can

be viewed as inverse problems of Erdős-Ko-Rado type theorems. These problems

concern the extremal structure of the family that maximizes the total intersection

number among all families with the same size. For families of subsets, vector spaces

and permutations, using the quantitative shifting method and spectral method,

we provide structural characterizations of the optimal families satisfying I(F) =

MI(F) for several ranges of |F|. To some extent, these results determine the unique

structure of the optimal family and characterize the relation between maximizing

I(F ) and being intersecting. Moreover, using linear programming methods, we also

obtain several upper bounds onMI(F). These bounds may provide a reference for

the study of structures of optimal families. However, there are several limits of our

results that may require some further research.

• One can remove the uniformity requirement of the family in Question 2.1.2 and

consider a more general question:

Question 2.7.1. For a family of subsets F ⊆ 2[n], if I(F) =MI(F), what can

we say about its structure?

It should be noted that this question is highly related to Ahlswede-Katona.s

[4] average distance problem in Hamming space: For every 1 ≤ M ≤ 2n, de-

termine the minimum average Hamming distance Dn(M) of binary codes with

length n and size M . Based on the correspondence between binary vectors

with length n and subsets of [n], for |F| = M , there is a qualitative relation be-

tween D(M) andMI(F). And this qualitative relation becomes an equivalence

when we consider both problems for k-uniform families (i.e., codes with constant

weight k). Over the years, there are a number of papers dealing with this topic.

Althöfer and Sillke [13], Fu, together with other authors (see [82, 84, 206, 207]),

Mounits [149], as well as Yu and Tan [209], proved various of bounds on Dn(M).
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In view of Dn(M) for codes with constant weight k, Corollary 2.1.4 and Corol-

lary 2.1.5 actually provide better lower bounds on Dn(M) for the required ranges

of M compared to the results in [207].

• The method we use for the proof of Theorem 2.4 is the quantitative shifting

arguments introduced by Das, Gan and Sudakov in [47]. While for the proof

of Theorem 2.5, we do a lot of modifications about this method that involve

analysis of degrees of s-sets (1 ≤ s ≤ t) in F from different levels. This requires

n to be larger than a certain polynomial of r. As a consequence, our results

cannot cover the whole range of M from 1 to
(
n
k

)
.

Maybe due to the nature of the problem itself, the implementation of this

method requires a great deal of countings and evaluations, which might cover

the idea and intuition for dealing with this kind of problems. Therefore, as

one direction for the further study, one can try to use other methods to obtain

stronger results and reduce n’s polynomially dependent of r.

• Given a hypergraph H with vertex set V , for every v ∈ V , denote degH(v) as

the degree of v in H. Since families of subsets are often viewed as hypergraph-

s, therefore in view of hypergraphs, Question 2.1.2 actually asks the structure

of the extremal hypergraph which maximizes the value of
∑

v∈V degH(v)2 with

|H| fixed. If we treat |H| as some kind of perimeter and
∑

v∈V degH(v)2 as the

area, Question 2.1.2 can be viewed as an isoperimetric problem for k-uniform

hypergraphs. There are already some works concerning isoperimetric inequali-

ties about n-dimensional Boolean cube ∗, see [59], [60] and references therein.

In view of this, is there any connections between Question 2.1.2 and the isoperi-

metric inequality?

• Take ε0 = 1
96t ln q(k+1)

, Theorem 2.6 shows that for n large enough and δ ≤

1 + ε0 not too close to 0, the optimal family with maximum total intersection

∗This inequality was originally proved by Harper [102], Lindsey [134], Bernstein [22] and Hart

[103], see Theorem 1.1 in [60].
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number is either contained in a full t-star or containing a full t-star. When

|F| > (1+ε0)
[
n−t
k−t

]
, the quantitative shifting arguments in the proof of Theorem

2.6 no longer work. So, can we obtain similar structural results for families

with size larger than (1 + ε0)
[
n−t
k−t

]
? Note that the intersection problem of vector

spaces often requires tools from linear algebra or exterior algebra, maybe ideas

from these areas can help us to tackle this problem.

• For families of permutations, we consider the case for |F| = Θ((n− 1)!). Never-

theless, for |F| = Θ((n − t)!) (t ≥ 2), nothing is known yet. It is worth noting

that, in [57], the authors provide a stability result for families of permutations

with size Θ((n − t)!) similar to Theorem 2.16. Thus, it is natural to wonder if

we can extend the result of Theorem 2.7 to families with size |F| = Θ((n− t)!)

using this stability result. Sadly, this requires more information about spectra

of Γk, which is beyond our capability.

Moreover, when ε becomes relatively large, the result of Theorem 2.7 seems

to be trivial. Thus, for this case, more specific structural characterizations for

families of permutations are also worth studying.

• Due to the choice of feasible solutions of corresponding LP problems, our upper

bounds onMI(F) are no longer tight for families of subspaces with size Θ(
[
n−t
k−t

]
)

or families of permutations with size Θ((n− t)!), for t ≥ 2. Therefore, one can

try to find other more proper feasible solutions to improve these upper bounds.
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Chapter 3 Multi-part cross-intersecting families

§ 3.1 Introduction

Denote 2[n] as the power set of [n], let Ai ⊆ 2[n] for each 1 ≤ i ≤ m,

A1,A2, . . . ,Am are said to be cross-t-intersecting, if |A∩B| ≥ t for any A ∈ Ai and

B ∈ Aj, i 6= j. Especially, we say A1,A2, . . . ,Am are cross-intersecting if t = 1.

In 1967, Hilton and Milner [105] first dealt with pairs of cross-intersecting fam-

ilies in
(

[n]
k

)
when neither of the two families is empty:

Theorem 3.1. ([105]) Let A,B ⊆
(

[n]
k

)
be non-empty cross-intersecting families with

n ≥ 2k. Then |A|+ |B| ≤
(
n
k

)
−
(
n−k
k

)
+ 1.

This result was generalized by Frankl and Tokushige [76] to the case when A

and B are not necessarily in the same k-uniform subfamily of 2[n]:

Theorem 3.2. ([76]) Let A ⊆
(

[n]
a

)
and B ⊆

(
[n]
b

)
be non-empty cross-intersecting

families with n ≥ a+ b, a ≤ b. Then |A|+ |B| ≤
(
n
b

)
−
(
n−a
b

)
+ 1.

Then, in [199], Wang and Zhang generalized Theorem 3.2 to cross-t-intersecting

families. Recently, using shifting techniques, Frankl and Kupavskii [74] gave another

proof of Wang and Zhang’s result for the case when A,B ⊆
(

[n]
k

)
.

For general cross-intersecting families, Hilton [104] investigated families in
(

[n]
k

)
and proved the following inequality:

Theorem 3.3. ([104]) Let A1,A2, . . . ,Am be cross-intersecting families in
(

[n]
k

)
with

n ≥ 2k. Then

m∑
i=1

|Ai| ≤


(
n
k

)
, if m ≤ n

k
;

m ·
(
n−1
k−1

)
, if m ≥ n

k
.
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In the same paper, Hilton also determined the structures of Ai’s when the e-

quality holds. Since then, there have been many extensions about Theorem 3.3.

Borg [31] gave a simple proof of Theorem 3.3, and generalized it to labeled sets [30],

signed sets [33] and permutations [32]. Using the results of the independent num-

ber about vertex-transitive graphs, Wang and Zhang [198] extended this theorem

to general symmetric systems, which comprise finite sets, finite vector spaces and

permutations, etc.

As another direction, the multi-part extension of the Erdős–Ko–Rado problem

was introduced by Frankl [70], in connection with a similar result of Sali [168].

For positive integers p ≥ 1 and n1, . . . , np, let [
∑

i∈[p] ni] be the ground set. Then

it can be viewed as the disjoint union of p parts
⊔
i∈[p] Si, where S1 = [n1] and

Si = [ni−1 + 1, ni] for 2 ≤ i ≤ p. Denote 2Si as the power set of Si, for Ai ∈ 2Si

and Fi ⊆ 2Si , let
⊔
i∈[p] Ai be the subset of

⊔
i∈[p] Si with Ai in the i-th part and let∏

i∈[p]Fi = {
⊔
i∈[p] Ai : Ai ∈ Fi}. Then for 1 ≤ ki ≤ ni,

∏
i∈[p]

(
[ni]
ki

)
is the family

of all subsets of
⊔
i∈[p] Si which have exactly ki elements in the i-th part. Therefore,

families of the form F ⊆
∏

i∈[p]

(
[ni]
ki

)
can be viewed as the natural generalization

of k-uniform families to the multi-part setting. Similarly, a multi-part family is

intersecting if any two sets of this family intersect in at least one of the p parts.

In [70], Frankl proved that for any integer p ≥ 1, any positive integers n1, . . . , np

and k1, . . . , kp satisfying k1

n1
≤ . . . ≤ kp

np
≤ 1

2
, if F ⊆

∏
i∈[p]

(
[ni]
ki

)
is a multi-part

intersecting family, then

|F| ≤ kp
np
·
∏
i∈[p]

(
ni
ki

)
.

This bound is sharp, for example, it is attained by the following family:

{A ∈
(

[np]

kp

)
: i ∈ A, for some i ∈ [np]} ×

∏
i∈[p−1]

(
[ni]

ki

)
.

Recently, Kwan, Sudakov and Vieira [128] considered a stability version of the

Erdős–Ko–Rado theorem in the multi-part setting. They determined the maximum

size of the non-trivially intersecting multi-part family when all the ni’s are suffi-

ciently large. This disproved a conjecture proposed by Alon and Katona, which was
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also mentioned in [120].

In this chapter, we extend Theorem 3.3 and Theorem 3.2 to the multi-part

version. For S ⊆ [n] and F ⊆ 2[n], denote S̄ as the complementary set of S in [n]

and for A ⊆ F , denote AF = {B ∈ F : A∩B = ∅ for some A ∈ A}. Then, we have

Theorem 3.4. Given a positive integer p, let n1, . . . , np and k1, . . . , kp be positive

integers satisfying ni ≥ 2ki for all i ∈ [p]. Let X =
∏

i∈[p]

(
[ni]
ki

)
and A1, . . . ,Am be

cross-intersecting families over X with A1 6= ∅. Then

m∑
i=1

|Ai| ≤


|X|, if m ≤ min

i∈[p]

ni
ki

;

m ·M, if m ≥ min
i∈[p]

ni
ki
,

(3.1)

where M = maxi∈[p]

(
ni−1
ki−1

)∏
j 6=i
(
nj
kj

)
. Furthermore, the bound is attained if and only

if one of the following holds:

(i) m < mini∈[p]
ni
ki

and A1 = X, A2 = · · · = Am = ∅;

(ii) m > mini∈[p]
ni
ki

and A1 = · · · = Am = I, where I is a maximum intersecting

family in X;

(iii) m = mini∈[p]
ni
ki

and A1, . . . ,Am are as in (i) or (ii), or there exists a non-empty

set S1 ⊆ {s ∈ [p] : ns
ks

= 2} and F =
∏

s∈S1

(
[ns]
ks

)
such that

A1 = (A t (E ∪ EF))×
∏

s∈[p]\S1

(
[ns]
ks

)
and A2 = (A t (E ′ ∪ E ′F))×

∏
s∈[p]\S1

(
[ns]
ks

)
(3.2)

for some A, E, E ′ ⊆ F , where A = {A1, . . . , Aw0} satisfying 2w0 < |F| and

Ai 6= Āj for all i 6= j ∈ [w0], E t E ′ = {E1, . . . , Ev} and EF tE ′F = {Ē1, . . . , Ēv}

satisfying 2(v + w0) =
∏

s∈S1

(
ns
ks

)
and tvj=1{Ej, Ēj} = F \ (A tAF).

Theorem 3.5. For any p ≥ 2, let ni, ti, si be positive integers satisfying ni ≥

si + ti + 1, 2 ≤ si, ti ≤ ni
2

for every i ∈ [p] and ni ≤ 7
4
nj for all distinct i, j ∈ [p].

If
∏

i∈[p]

(
ni
si

)
≥
∏

i∈[p]

(
ni
ti

)
and A ⊆

∏
i∈[p]

(
[ni]
ti

)
, B ⊆

∏
i∈[p]

(
[ni]
si

)
are non-empty

cross-intersecting families, then

|A|+ |B| ≤
∏
i∈[p]

(
ni
si

)
−
∏
i∈[p]

(
ni − ti
si

)
+ 1, (3.3)
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and the bound is attained if and only if the following holds:

(i)
∏

i∈[p]

(
ni
si

)
≥
∏

i∈[p]

(
ni
ti

)
, A = {A} and B = {B ∈

∏
i∈[p]

(
[ni]
si

)
: B ∩ A 6= ∅} for

some A ∈
∏

i∈[p]

(
[ni]
ti

)
;

(ii)
∏

i∈[p]

(
ni
si

)
=
∏

i∈[p]

(
ni
ti

)
, B = {B} and A = {A ∈

∏
i∈[p]

(
[ni]
ti

)
: B ∩ A 6= ∅} for

some B ∈
∏

i∈[p]

(
[ni]
si

)
.

The remainder of this chapter is organized as follows. In Section § 3.2, we will

introduce some results about the independent sets of vertex-transitive graphs and

their direct products. In Section § 3.3, we prove Theorem 3.4 and in Section § 3.4,

we prove Theorem 3.5. In Section § 3.5, we conclude this chapter and discuss some

remaining problems. For the convenience of the proof, if there is no confusion, we

will denote
∏

i∈[p] Ai as the subset
⊔
i∈[p] Ai ⊆

⊔
i∈[p] Si in the rest of this chapter.

§ 3.2 Preliminary results

3.2.1 Independent sets of vertex-transitive graphs

Given a finite set X, for A ⊆ X, denote Ā = X \ A. For a simple graph

G = G(V,E), denote α(G) as the independent number of G and I(G) as the set

of all maximum independent sets of G. For v ∈ V (G), define the neighborhood

NG(v) = {u ∈ V (G) : (u, v) ∈ E(G)}. For a subset A ⊆ V (G), write NG(A) =

{b ∈ V (G) : (a, b) ∈ E(G) for some a ∈ A} and NG[A] = A ∪NG(A), if there is no

confusion, we denote them as N(A) and N [A] for short respectively.

A graph G is said to be vertex-transitive if its automorphism group Γ(G) acts

transitively upon its vertices. As a corollary of the “No-Homomorphism” lemma for

vertex-transitive graphs in [7], Cameron and Ku [41] proved the following theorem.

Theorem 3.6. ([41]) Let G be a vertex-transitive graph and B a subset of V (G).

Then any independent set S in G satisfies that |S|
|V (G)| ≤

α(G[B])
|B| , equality implies that

|S ∩B| = α(G[B]).

Using the above theorem, Zhang [211] proved the following result.
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Lemma 3.1. ([211]) Let G be a vertex-transitive graph, and A be an independent

set of G, then |A|
|NG[A]| ≤

α(G)
|G| . Equality implies that |S ∩ NG[A]| = |A| for every

S ∈ I(G), and in particular A ⊆ S for some S ∈ I(G).

An independent set A in G is said to be imprimitive if |A| < α(G) and

|A|
|N [A]| = α(G)

|G| , and G is called IS-imprimitive if G has an imprimitive independent

set. Otherwise, G is called IS-primitive. Note that a disconnected vertex-transitive

graph G is always IS-imprimitive. Hence IS-primitive vertex-transitive graphs are

all connected.

The following inequality about the size of an independent set A and its non-

neighbors N̄ [A] is crucial for the proof of Theorem 3.4.

Lemma 3.2. Let G be a vertex transitive graph, and let A be an independent set of

G. Then |A|+ α(G)
|G| |N̄ [A]| ≤ α(G). Equality holds if and only if A = ∅ or |A| = α(G)

or A is an imprimitive independent set.

For the integrity of the thesis, we include the proof here. In [198], Wang and

Zhang proved the same inequality for a more generalized combinatorial structure

called symmetric system (see [198], Corollary 2.4).

Proof. If A = ∅ or A = α(G), the equality trivially holds. Suppose 0 < |A| < α(G),

and let B be a maximal independent set in N̄ [A], then |B| = α(N̄(A)). Clearly,

A∪B is also an independent set of G, thus we have |A|+ |B| ≤ α(G). By Theorem

3.6, we obtain that |B|
|N̄ [A]| ≥

α(G)
|G| . Therefore,

|A|+ α(G)

|G|
|N̄ [A]| ≤ |A|+ |B| ≤ α(G),

the equality holds when α(G) = |A|+ α(G)
|G| |N̄ [A]| = |A|+ α(G)

|G| (|G| − |N [A]|), which

leads to |A|
|N [A]| = α(G)

|G| , i.e., A is an imprimitive independent set.

Let X be a finite set, and Γ a group acting transitively on X. Then Γ is

said to be primitive on X if it preserves no nontrivial partition of X. A vertex-

transitive graph G is called primitive if the automorphism Aut(G) is primitive on
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V (G). To show the connection between the primitivity and the IS-primitivity of a

vertex-transitive graph G, Zhang (see Proposition 2.4 in [211]) proved that if G is

primitive, then it must be IS-primitive. As a consequence of this result, Wang and

Zhang [198] derived the IS-primitivity of the Kneser graph.

Proposition 3.1. ([198]) The Kneser graph KGn,k is IS-primitive except for n =

2k ≥ 4.

In order to deal with the multi-part case, we also need the results about the

independent sets in direct products of vertex-transitive graphs. Let G and H be two

graphs, the direct product G×H of G and H is defined by

V (G×H) =V (G)× V (H),

E(G×H) ={[(u1, v1), (u2, v2)] : (u1, u2) ∈ E(G) and (v1, v2) ∈ E(H)}.

Clearly, G×H is a graph with Aut(G)×Aut(H) as its automorphism group. And,

if G,H are vertex-transitive, then G×H is also vertex-transitive under the actions

of Aut(G)×Aut(H). We say the direct product G×H is MIS-normal (maximum-

independent-set-normal) if every maximum independent set of G×H is a preimage

of an independent set of one factor under projections.

In [212], Zhang obtained the exact structure of the maximal independent set of

G×H.

Theorem 3.7. ([212]) Let G and H be two vertex-transitive graphs with α(G)
|G| ≥

α(H)
|H| .

Then α(G×H) = α(G)|H|, and exactly one of the following holds:

(i) G×H is MIS-normal;

(ii) α(G)
|G| = α(H)

|H| and one of G or H is IS-imprimitive;

(iii) α(G)
|G| >

α(H)
|H| and H is disconnected.

In fact, if α(G)
|G| = α(H)

|H| and A is an imprimitive independent set of G, then for

every I ∈ I(H), S = (A× V (H))∪ (N̄ [A]× I) is an independent set of G×H with

size α(G)|H|.
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Zhang [211] also investigated the relationship between the graph primitivity

and the structures of the maximum independent sets in direct products of vertex-

transitive graphs.

Theorem 3.8. ([211]) Suppose G ×H is MIS-normal and α(H)
|H| ≤

α(G)
|G| . If G ×H

is IS-imprimitive, then one of the following two possible cases holds:

(i) α(G)
|G| = α(H)

|H| and one of them is IS-imprimitive or both G and H are bipartite;

(ii) α(G)
|G| >

α(H)
|H| and G is IS-imprimitive.

As an application of Theorem 3.7 and Theorem 3.8, Geng et al. [87] showed the

MIS-normality of the direct products of Kneser graphs.

Theorem 3.9. ([87]) Given a positive integer p, let n1, n2, . . . , np and k1, k2, . . . , kp

be 2p positive integers with ni ≥ 2ki for 1 ≤ i ≤ p. Then the direct product of the

Kneser graph

KGn1,k1 ×KGn2,k2 × · · · ×KGnp,kp

is MIS-normal except that there exist i, j and ` with ni = 2ki ≥ 4 and nj = 2kj, or

ni = nj = n` = 2.

3.2.2 Nontrivial independent sets of part-transitive bipartite graphs

For a bipartite graph G(X, Y ) with two parts X and Y , an independent set A

is said to be non-trivial if A * X and A * Y . G(X, Y ) is said to be part-transitive

if there is a group Γ acting transitively upon each part and preserving its adjacency

relations. Clearly, if G(X, Y ) is part-transitive, then every vertex of X (Y ) has

the same degree, written as d(X) (d(Y )). We use α(X, Y ) and I(X, Y ) to denote

the size and the set of the maximum-sized nontrivial independent sets of G(X, Y ),

respectively.

Let G(X, Y ) be a non-complete bipartite graph and let A ∪ B be a nontrivial

independent set of G(X, Y ), where A ⊆ X and B ⊆ Y . Then A ⊆ X \ N(B) and

B ⊆ Y \N(A), which implies

|A|+ |B| ≤ max {|A|+ |Y | − |N(A)|, |B|+ |X| − |N(B)|}.
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So we have

α(X, Y ) = max {|Y | − ε(X), |X| − ε(Y )}, (3.4)

where ε(X) = min{|N(A)|−|A| : A ⊆ X,N(A) 6= Y } and ε(Y ) = min{|N(B)|−|B| :

B ⊆ Y,N(B) 6= X}.

We call A ⊆ X a fragment of G(X, Y ) in X if N(A) 6= Y and |N(A)| − |A| =

ε(X), and we denote F(X) as the set of all fragments in X. Similarly, we can

define F(Y ). Furthermore, denoting F(X, Y ) = F(X) ∪ F(Y ), we call an element

A ∈ F(X, Y ) a k-fragment if |A| = k. And we call a fragment A ∈ F(X) trivial if

|A| = 1 or A = X \N(b) for some b ∈ Y . Since for each A ∈ F(X), Y \N(A) is a

fragment in F(Y ). Hence, once we know F(X), F(Y ) can also be determined.

Let X be a finite set, and Γ a group acting transitively on X. If Γ is imprimitive

on X, then it preserves a nontrivial partition of X, called a block system, each

element of which is called a block. Clearly, if Γ is both transitive and imprimitive,

there must be a subset B ⊆ X such that 1 < |B| < |X| and γ(B) ∩ B = B or ∅

for every γ ∈ Γ. In this case, B is called an imprimitive set in X. Furthermore, a

subset B ⊆ X is said to be semi-imprimitive if 1 < |B| < |X| and for each γ ∈ Γ

we have γ(B) ∩B = B, ∅ or {b} for some b ∈ B.

The following theorem (cf. [110, Theorem 1.12]) is a classical result on the

primitivity of group actions.

Theorem 3.10. ([110]) Suppose that a group Γ transitively acts on X. Then Γ is

primitive on X if and only if for each a ∈ X, Γa is a maximal subgroup of Γ. Here

Γa = {γ ∈ Γ : γ(a) = a}, the stabilizer of a ∈ X.

Noticing the similarities about cross-t-intersecting and cross-Sperner families,

Wang and Zhang [199] proved the following theorem about α(G(X, Y )) and I(X, Y )

of a special kind of part-transitive bipartite graphs.

Theorem 3.11. ([199]) Let G(X, Y ) be a non-complete bipartite graph with |X| ≤

|Y |. If G(X, Y ) is part-transitive and every fragment of G(X, Y ) is primitive under

the action of a group Γ. Then α(X, Y ) = |Y | − d(X) + 1. Moreover,
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(1) If |X| < |Y |, then X has only 1-fragments;

(2) If |X| = |Y |, then each fragment in X has size 1 or |X| − d(X) unless there is

a semi-imprimitive fragment in X or Y .

To deal with multi-part cross-intersecting families, we introduce the following

variation of Theorem 3.11.

Theorem 3.12. Let G(X, Y ) be a non-complete bipartite graph with |X| ≤ |Y |. If

G(X, Y ) is part-transitive under the action of a group Γ. Then

α(X, Y ) = max {|Y | − d(X) + 1, |A′|+ |Y | − |N(A′)|, |B′|+ |X| − |N(B′)|}, (3.5)

where A′ and B′ are minimum imprimitive subsets of X and Y respectively. By

minimum, here we mean that

|N(A′)| − |A′| = min {|N(A)| − |A| : A ∈ X (or Y ) is imprimitive}.

For the proof of Theorem 3.12, we need the following two lemmas from [199].

Lemma 3.3. ([199]) Let G(X, Y ) be a non-complete bipartite graph. Then, |Y | −

ε(X) = |X| − ε(Y ), and

(i) A ∈ F(X) if and only if (Y \N(A)) ∈ F(Y ) and N(Y \N(A)) = X \ A;

(ii) A∩B and A∪B are both in F(X) if A, B ∈ F(X), A∩B 6= ∅ and N(A∪B) 6= Y .

Lemma 3.4. ([199]) Let G(X, Y ) be a non-complete and part-transitive bipartite

graph under the action of a group Γ. Suppose that A ∈ F(X, Y ) such that ∅ 6=

γ(A) ∩ A 6= A for some γ ∈ Γ. Define φ : F(X, Y )→ F(X, Y ),

φ(A) =

 Y \N(A), if A ∈ F(X);

X \N(A), if A ∈ F(Y ).

If |A| ≤ |φ(A)|, then A ∪ γ(A) and A ∩ γ(A) are both in F(X, Y ).
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Remark 3.1. As a direct consequence of Lemma 3.3, a maximum-sized nontrivial

independent set in G(X, Y ) is of the form A t (Y \ N(A)) for some A ∈ F(X) or

B t (X \N(B)) for some B ∈ F(Y ). Therefore, in order to address our problems,

it suffices to determine F(X) (or F(Y )).

Meanwhile, for the mapping φ in Lemma 3.4, we have φ−1 = φ and |A| +

|φ(A)| = α(X, Y ). When |A| = |φ(A)|, we call the fragment A balanced. Thus, all

balanced fragments have size 1
2
α(X, Y ).

Proof of Theorem 3.12. The same as the original proof of Theorem 3.11 in [199],

we apply Lemma 3.4 repeatedly. For any A0 ∈ F(X, Y ) satisfying |A0| ≤ |φ(A0)|, if

there exists γ ∈ Γ such that ∅ 6= γ(A0)∩A0 6= A0, then by Lemma 3.4 we have: (1)

A0 ∩ γ(A0) ∈ F(X, Y ) or (2) γ(A0) ∩ A0 = ∅ or γ(A0) ∩ A0 = A0 for any γ ∈ Γ.

For case (1), denote

A1 =

 A0 ∩ γ(A0), if |A0 ∩ γ(A0)| ≤ |φ(A0 ∩ γ(A0))|;

φ(A0 ∩ γ(A0)), otherwise;

and consider the primitivity of A1, i.e., whether there is a γ′ ∈ Γ such that ∅ 6=

γ′(A1) ∩ A1 6= A1 or not.

For case (2), if |A0| 6= 1, according to the definition, A0 is an imprimitive set of

X (or Y ). Otherwise, |A0| = 1, which means F(X, Y ) contains a singleton.

By doing these procedures repeatedly, after r (0 ≤ r ≤ |A0| − 1) steps, we have

a fragment Ar ∈ F(X, Y ) such that Ar is either a singleton or an imprimitive set.

Hence, we have α(X, Y ) =

max {|Y | − d(X) + 1, |X| − d(Y ) + 1, |A′|+ |Y | − |N(A′)|, |B′|+ |X| − |N(B′)|},

where A′ and B′ are minimum imprimitive subsets of X and Y respectively. Noticing

that |Y | ≥ |X| and d(X)|X| = d(Y )|Y |, we have d(X) = d(Y )|Y |/|X| ≥ d(Y ).

Therefore,

|Y | − |X| = d(X)|X|/d(Y )− |X| = (d(X)− d(Y ))|X|/d(Y ) ≥ d(X)− d(Y ),

which implies that |X| − d(Y ) + 1 ≤ |Y | − d(X) + 1. Finally we have

α(X, Y ) = max {|Y | − d(X) + 1, |A′|+ |Y | − |N(A′)|, |B′|+ |X| − |N(B′)|}.
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§ 3.3 Proof of Theorem 3.4

Throughout this section, for any nonempty subset S ⊆ [p] and A =
∏

i∈S Ai ∈∏
i∈S
(

[ni]
ki

)
, denote Ā =

∏
i∈S Āi. Before we start the proof of Theorem 3.4, we

introduce the following proposition about the direct product of Kneser graphs.

Proposition 3.2. Given a positive integer p, let n1, n2, . . . , np and k1, k2, . . . , kp be

positive integers with ni ≥ 2ki for 1 ≤ i ≤ p. Let G =
∏

i∈[p] KGni,ki. Then G is

IS-imprimitive if and only if there exists an i ∈ [p] such that ni = 2ki ≥ 4 or there

exist distinct i, j ∈ [p] such that ni = nj = 2 and ki = kj = 1.

Proof. Note that if the Kneser graph KGn,k is disconnected, then n = 2k ≥ 4 and

KGn,k is bipartite. Thus by Proposition 3.1, KG2k,k is IS-imprimitive for all k ≥ 2.

Moreover, since χ(KGn,k) = n− 2k+ 2 for all n ≥ 2k (Lovász-Kneser Theorem, see

[136]), we know that if KGn,k is bipartite, then n = 2k ≥ 2. Now we use induction

on the number of factors p.

If p = 2, let G1 = KGn1,k1 , G2 = KGn2,k2 , and G = G1 × G2. W.l.o.g.,

assume that α(G1)
|G1| ≥

α(G2)
|G2| . Then, by Theorem 3.7, (i) G1 × G2 is MIS-normal, or

(ii) α(G1)
|G1| = α(G2)

|G2| and one of G1 and G2 is IS-imprimitive, or (iii) α(G1)
|G1| > α(G2)

|G2|

and G2 is disconnected. For case (i), by Theorem 3.8, at least one factor of G is

IS-imprimitive or both G1 and G2 are bipartite. Noticed that KG2,1 is IS-primitive,

therefore, either there exists an i ∈ [2] such that ni = 2ki ≥ 4 or there exist distinct

i, j ∈ [2] such that ni = nj = 2ki = 2kj = 2. For cases (ii) and (iii), since G is not

MIS-normal, by Theorem 3.9, at least one of G1 and G2 is IS-imprimitive. Thus the

proposition holds when p = 2.

Suppose the proposition holds when the number of factors is p − 1. Set G′1 =∏p−1
i=1 KGni,ki and G′2 = KGnp,kp , by Theorem 3.8, at least one factor of G′1 and G′2

is IS-imprimitive or both G′1 and G′2 are bipartite. If G′1 is IS-imprimitive, by the

induction hypothesis, there exists an i′ ∈ [p−1] such that ni′ = 2ki′ ≥ 4 or there exist
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distinct i′, j′ ∈ [p− 1] such that ni′ = nj′ = 2ki′ = 2kj′ = 2. If G′2 is IS-imprimitive,

then np = 2kp ≥ 4. Otherwise, both G′1 and G′2 are IS-primitive and bipartite.

Thus, for G′2, we have np = 2kp = 2. For G′1, since χ(G′1) · α(G′1) ≥ |V (G′1)|, we

know that there exists i′ ∈ [p − 1] such that ni′ = 2ki′ = 2 by Theorem 3.7. This

completes the proof.

The idea of the proof of Theorem 3.4 is similar to that for general connected

symmetric systems in [198]. Since
∏p

i=1 KGni,ki is a vertex transitive graph, by

Lemma 3.2, we can prove (3.1). Then, through a careful analysis, we can obtain the

structure of all imprimitive independent sets of this graph. This leads to the unique

structure of A1 and A2 in (3.2).

Proof of Theorem 3.4. Define a graph G on the vertex set X =
∏

s∈[p]

(
[ns]
ks

)
with

A,B ∈ X forming an edge in G if and only if A∩B = ∅. Therefore, G is the direct

product of Kneser graphs KGn1,k1 × · · · ×KGnp,kp .

Assume that 2 ≤ n1

k1
≤ n2

k2
≤ . . . ≤ np

kp
, then |G|

α(G)
= n1

k1
by Theorem 3.7. Follow-

ing the notations of Borg in [31–33], writeA∗i = {A ∈ Ai|A∩B 6= ∅ for any B ∈ Ai},

Âi = Ai \ A∗i , A∗ =
⋃m
i=1A∗i , Â =

⋃m
i=1 Âi. Note that N̄G[A] = {B ∈ X|A ∩ B 6=

∅, for any A ∈ A} for A ⊆ X, it is easy to show that A∗ is an intersecting family

and Â ⊆ N̄G[A∗]. It follows that Ai ∩ Aj ⊆ A∗i ∩ A∗j from the definition, therefore

Âi ∩ Âj = ∅ for i 6= j, and |Â| =
∑m

i=1 |Âi|. Thus by Lemma 3.2 we have

m∑
i=1

|Ai| =
m∑
i=1

|Âi|+
m∑
i=1

|A∗i | ≤ |Â|+m|A∗| ≤ |N̄G[A∗]|+m|A∗|

=
|G|
α(G)

(
α(G)

|G|
|N̄G[A∗]|+ |A∗|) + (m− |G|

α(G)
)|A∗|

≤ |G|+ (m− |G|
α(G)

)|A∗| = |G|+ (m− n1

k1

)|A∗|.

If m < n1

k1
, then

∑m
i=1 |Ai| ≤ |G|, and the equality implies A∗ = ∅. Thus

Ai = Âi for every i ∈ [m], and this yields that the graph G is a disjoint union of

the induced subgraph G[Ai]′s. And by the cross-intersecting property, each G[Ai]

is a connected component of G. Since G is connected when ns
ks
> 2 for all s ∈ [p]

and m ≥ 2, we know that one of Ai is X and the rest are empty sets, as case (i).
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If m > n1

k1
, then

∑m
i=1 |Ai| ≤ mα(G), and the equality implies that A∗1 = . . . =

A∗m = A∗, |A∗| = α(G), as case (ii).

If m = n1

k1
, then

∑m
i=1 |Ai| ≤ |X|, and the equality implies that A∗1 = . . . =

A∗m = A∗ and α(G)
|G| |N̄G[A∗]|+ |A∗| = α(G). By Lemma 3.2, we know that |A∗| = 0,

or |A∗| = α(G), or A∗ is an imprimitive independent set of G. In the last case,

Â1, . . . , Âm are cross-intersecting families and form a partition of N̄G[A∗]. In order

to determine the structures of the maximum-sized cross-intersecting families in this

case, we shall characterize the imprimitive independent set of G.

Claim .3. Let F =
∏

s∈S
(

[ns]
ks

)
and X ′ =

∏
s∈[p]\S

(
[ns]
ks

)
, where S = {s ∈ [p] : ns

ks
=

2}. If A∗ is an imprimitive independent set of G, then A∗ = A×X ′, where A ⊆ F

is a non-maximum intersecting family.

According to Proposition 3.2, G is IS-imprimitive if and only if there exists an

i ∈ S such that ni = 2ki ≥ 4 or there exist distinct i, j ∈ S such that ni = nj = 2

and ki = kj = 1. Thus, with the assumptions in this claim, S 6= ∅ and S = {i0} if

and only if ni0 = 2ki0 ≥ 4 for some i0 ∈ [p]. W.l.o.g., assume that S = [s0], where

s0 = |S|. Under this circumstance, m = n1

k1
= 2.

Divide A∗ into u disjoint parts {Ci×Di}ui=1, where Ci = Ci,1× . . .×Ci,s0 ∈ F ,

Di ⊆ X ′ for all i ∈ [u] and Ci 6= Cj for any i 6= j ∈ [u]. Since NG(Ci×Di) = C̄i×D′i,

where D′i = {A ∈ X ′ : A ∩Di = ∅ for some Di ∈ Di}, we know that NG[Ci ×Di] ∩

NG[Cj ×Dj] = ∅ for all i 6= j ∈ [u]. Meanwhile, Ci ×Di ∩NG(Cj ×Dj) = ∅ for all

i 6= j ∈ [u]. Otherwise, assume that there exists T1×T2 ∈ Ci×Di∩NG(Cj×Dj), for

some T1 ∈ F and T2 ∈ X ′. Thus we have T1 × T2 ∩Cj ×Dj = ∅, for some Dj ∈ Dj,

which contradicts the fact that A∗ is an intersecting family.

By projecting G onto the last p−s0 factors, we obtain a graph G′ with vertex set

X ′ such that A,B ∈ X ′ form an edge in G′ if and only if A,B are disjoint. Consider

the cross-intersecting families {Di, N̄G′(Di)} in X ′, since |{Di, N̄G′(Di)}| = 2 <

ns0+1

ks0+1
, by case (i), we know that

|Di|+ |N̄G′(Di)| = |Di|+ |X ′| − |NG′(Di)| ≤ |X ′|,
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thus we have |Di| ≤ |NG′(Di)|, and |Ci × Di| = |Di| ≤ |NG′(Di)| = |NG(Ci × Di)|.

Therefore

|A∗|
|NG[A∗]|

=

∑
i∈[u] |Ci ×Di|∑

i∈[u] |NG[Ci ×Di]|
≤ 1

2
=
α(G)

|G|
=
k1

n1

,

and the equality holds if and only if for all i ∈ [u], Di = X ′ or N̄G′(Di) = X ′. Since

Di 6= ∅, we have A∗ =
⊔u
i=1Ci × X ′ = A × X ′. Recall that ns

ks
> 2 for all s > s0,

hence Ci ∩ Cj 6= ∅ for any i 6= j ∈ [u]. Therefore, by the imprimitivity of A∗, A∗ is

a non-maximum independent set of G, thus A ⊆ F is a non-maximal intersecting

family and the claim holds.

For every intersecting family A ⊆ F , since ns
ks

= 2 for all s ∈ S, then

A = {A1, A2, . . . , Aw} ×
∏

s∈S\S′
(

[ns]
ks

)
for some nonempty subset S ′ ⊆ S, where

{A1, . . . , Aw} ⊆
∏

s∈S′
(

[ns]
ks

)
satisfying Ai 6= Āj for all i 6= j ∈ [w]. In particular, if A

is a maximum intersecting family, we can obtain that
⊔w
j=1{Aj, Āj} =

∏
s∈S′

(
[ns]
ks

)
and 2w =

∏
s∈S′

(
ns
ks

)
.

Therefore,

A∗ = {A1, A2, . . . , Aw0} ×
∏

s∈S\S1

(
[ns]

ks

)
×X ′

and

NG(A∗) = {Ā1, Ā2, . . . , Āw0} ×
∏

s∈S\S1

(
[ns]

ks

)
×X ′

for some positive integer w0 <
∏
s∈S1

(nsks)
2

and nonempty subset S1 ⊆ S.

From the structure of the imprimitive independent set A∗, we know that

N̄G[A∗] = {E1, Ē1, E2, Ē2, . . . , Ev, Ēv} ×
∏

s∈S\S1

(
[ns]

ks

)
×X ′,

where ∅ 6= {E1, . . . , Ev} ⊆
∏

s∈S1

(
[ns]
ks

)
, and

w0⊔
j=1

{Aj, Āj} t
v⊔
j=1

{Ej, Ēj} =
∏
s∈S1

(
[ns]

ks

)
.

Since Ej ×
∏

s∈S\S1

(
[ns]
ks

)
×X ′ and Ēj ×

∏
s∈S\S1

(
[ns]
ks

)
×X ′ must be contained

in the same one of Â1, Â2, we have

Â1 = (E ∪ Ẽ)×
∏

s∈S\S1

(
[ns]

ks

)
×X ′,
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Â2 = (E ′ ∪ Ẽ ′)×
∏

s∈S\S1

(
[ns]

ks

)
×X ′,

where E t E ′ = {E1, . . . , Ev} and Ẽ t Ẽ ′ = {Ē1, . . . , Ēv}. Here we denote Ẽ =

{Ēi1 , . . . , Ēil} if E = {Ei1 , . . . , Eil} ⊆
∏

s∈S1

(
[ns]
ks

)
, for some subset {i1, . . . , il} ⊆ [v].

Finally, to sum up,

A1 = A∗ t Â1 = (A×X ′) t ((E ∪ Ẽ)×
∏

s∈S\S1

(
[ns]

ks

)
×X ′),

A2 = A∗ t Â2 = (A×X ′) t ((E ′ ∪ Ẽ ′)×
∏

s∈S\S1

(
[ns]

ks

)
×X ′).

§ 3.4 Proof of Theorem 3.5

Throughout this section, we denote Sn as the symmetric group on [n] and SC

as the symmetric group on C for C ⊆ [n]. For each i ∈ [p], let Xi be a finite set,

then for each family A ⊆
∏

i∈[p] Xi, we denote A|i as the projection of A onto the

i-th factor.

For the proof of Theorem 3.5, we need the following proposition obtained by

Wang and Zhang in [199].

Proposition 3.3. ([199]) Let G(X, Y ) be a non-complete bipartite graph with |X| =

|Y | and ε(X) = d(X)−1, and let Γ be a group part-transitively acting on G(X, Y ). If

each fragment of G(X, Y ) is primitive and there are no 2-fragments in F(X, Y ), then

every nontrivial fragment A ∈ F(X) (if there exists) is balanced (see Remark 3.1),

and for each a ∈ A, there is a unique nontrivial fragment B such that A∩B = {a}.

The proof of Theorem 3.5 is divided into two parts: Firstly, we prove the bound

(3.3). Consider a non-complete bipartite graph defined by the multi-part cross-

intersecting family. Through discussions about the primitivity of group
∏p

i=1 Sni

and careful evaluations about |A| + |Y| − |N(A)|, the bound (3.3) follows from

Theorem 3.12. Secondly, based on a characterization of all nontrivial fragments in
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this bipartite graph, we determine all the structures of A and B when the bound

(3.3) is attained.

Proof of Theorem 3.5. With the assumptions in the theorem, we define a bipar-

tite graph G(X ,Y) with X =
∏p

i=1

(
[ni]
ti

)
and Y =

∏p
i=1

(
[ni]
si

)
. For A =

∏p
i=1Ai ∈ X

and B =
∏p

i=1 Bi ∈ Y (Ai ∈
(

[ni]
ti

)
and Bi ∈

(
[ni]
si

)
, for every 1 ≤ i ≤ p), (A,B) forms

an edge in G(X ,Y) if and only if A ∩B = ∅, i.e., Ai ∩Bi = ∅ for each 1 ≤ i ≤ p.

It can be easily verified that
∏p

i=1 Sni acts transitively on X and Y , respectively,

and preserves the property of cross-intersecting. Thus we have d(X ) = |N(A)| for

each A ∈ X , and d(Y) = |N(B)| for each B ∈ Y . Since, for each A =
∏p

i=1 Ai ∈ X ,

N(A) = {B =

p∏
i=1

Bi ∈ Y : Ai ∩Bi = ∅ for each 1 ≤ i ≤ p} =

p∏
i=1

(
[ni] \ Ai

si

)
,

we have d(X ) = |N(A)| =
∏p

i=1

(
ni−ti
si

)
. Similarly, d(Y) = |N(B)| =

∏p
i=1

(
ni−si
ti

)
.

By Theorem 3.12, we obtain that

α(X ,Y) = max {|Y| − d(X ) + 1, |A′|+ |Y| − |N(A′)|, |B′|+ |X | − |N(B′)|},

where A′ and B′ are minimum imprimitive subsets of X and Y respectively. There-

fore, in order to estimate α(X ,Y) accurately, more discussions about the sizes and

the structures of the imprimitive subsets of X and Y are necessary.

Claim .4. Let A and B be imprimitive subsets of X and Y respectively, then

A =
∏
i∈T1

{Ai, Āi} ×
∏
i∈T2

{Ai} ×
∏

i∈[p]\(T1tT2)

(
[ni]

ti

)
, for some disjoint T1, T2 ⊆ [p],

B =
∏
i∈R1

{Bi, B̄i} ×
∏
i∈R2

{Bi} ×
∏

i∈[p]\(R1tR2)

(
[ni]

si

)
, for some disjoint R1, R2 ⊆ [p],

where Ai ∈
(

[ni]
ti

)
, Bi ∈

(
[ni]
si

)
, T1tT2 6= ∅, R1tR2 6= ∅ and T2, R2 6= [p]. Furthermore,

for each i ∈ T1, ni = 2ti and for each i ∈ R1, ni = 2si.

If Γ =
∏p

i=1 Sni is imprimitive on X , then from the definition we know that Γ

preserves a nontrivial partition {Xj}Lj=1 of X . By projecting Xj to the i-th factor,

we can obtain that
⊔L
j=1(Xj|i) = X|i =

(
[ni]
ti

)
and Γ|i = Sni preserving this partition

of
(

[ni]
ti

)
.
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It is well known that for each Ai ∈
(

[ni]
ti

)
, the stabilizer of Ai is isomorphic to

Sti × Sni−ti , which is a maximal subgroup of Sni if 2ti 6= ni (see e.g. [152]). Then

by Theorem 3.10, we obtain that Sni is primitive on
(

[ni]
ti

)
unless 2ti = ni, which

means for the factors with 2ti 6= ni the partition
⊔L
j=1(Xj|i) of

(
[ni]
ti

)
must be a trivial

partition. Thus for each j ∈ L, Xj|i is either a singleton in
(

[ni]
ti

)
, or Xj|i =

(
[ni]
ti

)
.

When 2ti = ni, it can be easily verified that the only imprimitive subset of(
[ni]
ti

)
has the form {Ai, Āi}. Therefore, for the factors with 2ti = ni, the partition⊔L

j=1(Xj|i) of
(

[ni]
ti

)
is either a trivial partition, or each partition block has the form

Xj|i = {Ai,j, Āi,j} for some Ai,j ∈
(

[ni]
ti

)
.

Since each imprimitive subset of X can be seen as a block of a nontrivial parti-

tion of X , we have A = Xj for some j ∈ [L]. From the analysis above, we know that

A|i = {Ai} or {Ai, Āi} for some Ai ∈
(

[ni]
ti

)
, or A|i =

(
[ni]
ti

)
. Therefore, set T1 ⊆ [p]

such that for all i ∈ T1, 2ti = ni and A|i = {Ai, Āi} for some Ai ∈
(

[ni]
ti

)
; set T2 ⊆ [p]

such that for all i ∈ T1, A|i is a singleton, finally, we have

A =
∏
i∈T1

{Ai, Āi} ×
∏
i∈T2

{Ai} ×
∏

i∈[p]\(T1tT2)

(
[ni]

ti

)
.

The proof for the imprimitive subsets of Y is the same as that of X . Thus, the claim

holds.

By Claim .4, we know that for the imprimitive subsets A and B above

|A| = 2|T1| ·
∏

i∈[p]\(T1tT2)

(
ni
ti

)
and |B| = 2|R1| ·

∏
i∈[p]\(R1tR2)

(
ni
si

)
.

And since

N(A) = {B ∈ Y : A ∩B = ∅ for some A ∈ A}

=
∏
i∈T1

(

(
Ai
si

)
t
(
Āi
si

)
)×

∏
i∈T2

(
[ni] \ Ai

si

)
×

∏
i∈[p]\(T1tT2)

(
[ni]

si

)
,

N(B) = {A ∈ X : A ∩B = ∅ for some B ∈ B}

=
∏
i∈R1

(

(
Bi

ti

)
t
(
B̄i

ti

)
)×

∏
i∈R2

(
[ni] \Bi

ti

)
×

∏
i∈[p]\(R1tR2)

(
[ni]

ti

)
,
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we have

|N(A)| = 2|T1| ·
∏
i∈T1

(ni
2

si

)
·
∏
i∈T2

(
ni − ti
si

)
·

∏
i∈[p]\(T1tT2)

(
ni
si

)
,

|N(B)| = 2|R1| ·
∏
i∈R1

(ni
2

ti

)
·
∏
i∈R2

(
ni − si
ti

)
·

∏
i∈[p]\(R1tR2)

(
ni
ti

)
.

Now we can estimate quantities |A′|+ |Y| − |N(A′)| and |B′|+ |X | − |N(B′)|.

Claim .5. With the assumptions in the theorem, for all imprimitive subsets A ⊆ X

and B ⊆ Y, |Y| − d(X ) + 1 > |A|+ |Y| − |N(A)|, and |Y| − d(X ) + 1 > |B|+ |X | −

|N(B)|.

We prove the claim by estimating the difference directly. Denote

D1 = |N(A)| − |A| − d(X ) + 1 and

D2 = |Y| − |X |+ |N(B)| − |B| − d(X ) + 1

to be the differences between |Y| − d(X ) + 1 and, respectively, |A| + |Y| − |N(A)|

and |B|+ |X |−|N(B)|. Set d1 = D1

|N(A)| , d2 = D2

|X | . Then, we have d1 = 1−β1−β2 +θ,

d2 = δ+η0 ·(1−η1−η2)+θ′, where θ = |N(A)|−1, δ = |Y|−|X |
|X | , η0 = |N(B)|

|X | , θ′ = |X |−1,

β1 = |A|
|N(A)| , β2 = d(X )

|N(A)| , η1 = |B|
|N(B)| , and η2 = d(X )

|N(B)| .

Since
(
ni
ti

)
·
(
ni−ti
si

)
=
(
ni
si

)
·
(
ni−si
ti

)
for each i ∈ [p], we have 1/

(
ni−ti
si

)
=
(
ni
ti

)
/(
(
ni
si

)
·(

ni−si
ti

)
) for each i ∈ [p]. This yields that

β1 =
∏
i∈[p]

(
ni
ti

)(
ni
si

) · ∏
i∈T1tT2

1(
ni−si
ti

) , β2 =
1

2|T1|
·

∏
i∈[p]\(T1tT2)

si−1∏
j=0

(1− ti
ni − j

),

η1 =
∏
i∈[p]

(
ni
si

)(
ni
ti

) · ∏
i∈R1tR2

1(
ni−ti
si

) , η2 =
∏
i∈[p]

(
ni
si

)(
ni
ti

) · 1

2|R1|
·

∏
i∈[p]\(R1tR2)

ti−1∏
j=0

(1− si
ni − j

).

By the assumptions, we know that ni ≥ si + ti + 1 ≥ 5,
∏

i∈[p]

(niti )
(nisi)
≤ 1 and(

ni−si
ti

)
≥
(dni

2
e

ti

)
≥ ni

2
. Since T1tT2 6= ∅, R1tR2 6= ∅ and T2, R2 6= [p], we can obtain

β1 ≤
∏

i∈T1tT2

1(
ni−si
ti

) ≤ max
i∈(T1tT2)

{( 2

ni + 2
)|T1| · ( 2

ni
)|T2|},

β2 ≤
1

2|T1|
· max
i∈[p]\(T1tT2)

{(1− 4ni − 6

ni(ni − 1)
)p−(|T1|+|T2|)},
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and

η1 ≤ (1 + δ) ·
∏

i∈R1tR2

1(
ni−ti
si

) ≤ (1 + δ) · max
i∈(R1tR2)

{( 2

ni + 2
)|R1| · ( 2

ni
)|R2|},

η2 ≤ (1 + δ) · 1

2|R1|
· max
i∈[p]\(R1tR2)

{(1− 4ni − 6

ni(ni − 1)
)p−(|R1|+|R2|)}.

This leads to

β1 + β2 ≤


1− min

i 6=j∈[p]
{ 6
ni
− 2

ni−1
− 2

nj
}, if T2 6= ∅;

1
2
− min

i 6=j∈[p]
{ 3
ni
− 1

ni−1
− 2

nj+2
}, otherwise;

and

η1 + η2

1 + δ
≤


1− min

i 6=j∈[p]
{ 6
ni
− 2

ni−1
− 2

nj
}, if R2 6= ∅;

1
2
− min

i 6=j∈[p]
{ 3
ni
− 1

ni−1
− 2

nj+2
}, otherwise.

Since 5 ≤ ni ≤ 7
4
nj for all distinct i, j ∈ [p], thus we have β1 + β2,

η1+η2

1+δ
≤ 1.

Therefore,

d1 = 1− β1 − β2 + θ > 1− β1 − β2 ≥ 0,

d2 = δ + η0 · (1− η1 − η2) + θ′ = δ · (1− η0 ·
η1 + η2

1 + δ
) + η0 · (1−

η1 + η2

1 + δ
) + θ′ > 0.

Thus, the claim holds.

For each pair of non-empty cross-intersecting families (A,B) ∈ 2X × 2Y , A∪B

forms a nontrivial independent set ofG(X ,Y). Therefore, by Claim .5, the inequality

(3.3) holds.

To complete the proof, we need to characterize all the nontrivial fragments in

F(X ). As a direct consequence of Claim .5, every fragment of G(X ,Y) is primitive.

Hence, by Theorem 3.11, when
∏

i∈[p]

(
ni
ti

)
<
∏

i∈[p]

(
ni
si

)
, X has only 1-fragments.

When
∏

i∈[p]

(
ni
ti

)
=
∏

i∈[p]

(
ni
si

)
, suppose there are nontrivial fragments in F(X ).

W.l.o.g., assume that S is a minimal-sized nontrivial fragment in X . By Theorem

3.11, S is semi-imprimitive. Since for any two different elements A,B ∈ X , |N(A)∩

N(B)| <
∏

i∈[p]

(
ni−ti
si

)
− 1. Therefore, there are no 2-fragments in F(X ). By

Proposition 3.3, S is balanced.
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Now we are going to prove the non-existence of such S by analyzing its size

and structure, which will yield that X also has only 1-fragments when
∏

i∈[p]

(
ni
ti

)
=∏

i∈[p]

(
ni
si

)
.

For each A =
∏

i∈[p] Ai ∈ S, let ΓA =
∏

i∈[p](SAi × SĀi), ΓS = {σ ∈ Γ :

σ(S) = S} and ΓA,S = {σ ∈ ΓA : σ(S) = S}. We claim that there exists a subset

C ∈ S such that ΓC 6= ΓC,S . Otherwise, for any two different subsets B,B′ ∈ S,

we have ΓB = ΓB,S and ΓB′ = ΓB′,S . Since ΓB,S and ΓB′,S are both subgroups

of ΓS , we have 〈ΓB,ΓB′〉 is a subgroup of ΓS . Let T ⊆ [p] be the factors where

B′i = Bi (or B̄i if 2ti = ni), write

ΓB =
∏
i∈T

(SBi × SB̄i)×
∏

i∈[p]\T

(SBi × SB̄i),

then we have,

ΓB′ =
∏
i∈T

(SBi × SB̄i)×
∏

i∈[p]\T

(SB′i × SB̄′i).

Since 〈SBi × SB̄i , SB′i × SB̄′i〉 = Sni for each B′i 6= Bi (and B′i 6= B̄i if 2ti = ni), we

have

〈ΓB,ΓB′〉 =
∏
i∈T

(SBi × SB̄i)×
∏

i∈[p]\T

Sni .

Therefore, for some fixed B ∈ S, ΓS contains
∏

i∈T ′(SBi × SB̄i) ×
∏

i∈[p]\T ′ Sni as a

subgroup, where

T ′ = {i|i ∈ [p], such that Ai = Bi (or B̄i if 2ti = ni) for all A ∈ S}.

When T ′ = ∅, we have ΓS =
∏

i∈[p] Sni , thus S = X , yielding a contradiction. When

T ′ 6= ∅, if |T ′| = 1, w.l.o.g., taking T ′ = {1}, we have (SB1×SB̄1
)×
∏

i∈[p]\{1} Sni ⊆ ΓS .

Therefore, since S 6= X , from the definition of T ′ we have

S = {B1} ×
∏

i∈[p]\{1}

(
[ni]

ti

)
, or S = {B1, B̄1} ×

∏
i∈[p]\{1}

(
[ni]

ti

)
when 2t1 = n1.

In both cases, |S| < α(X ,Y)
2

. If |T ′| ≥ 2, we have

S ⊆ {Bi0} ×
∏

i∈[p]\{i0}

(
[ni]

ti

)
, or S ⊆ {Bi0 , B̄i0} ×

∏
i∈[p]\{i0}

(
[ni]

ti

)
when 2ti0 = ni0 ,
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for some i0 ∈ T ′. Therefore, when T ′ 6= ∅, we always have |S| < α(X ,Y)
2

, which

contradicts the fact that S is balanced. Hence, the existence of C is guaranteed.

By Proposition 3.3 we have that [ΓC : ΓC,S ], the index of ΓC,S in ΓC , equals 2.

Now let ΓC,S [Ci] be the projection of ΓC,S onto SCi , ΓC,S [Ci] must be a subgroup of

SCi of index no greater than 2. Thus ΓC,S [Ci] = SCi or ACi . Since ΓC =
∏

i∈[p](SCi×

SC̄i), we know that ΓC,S =
∏

i∈[p]\{j}(SCi × SC̄i) × (ACj × SC̄j) or
∏

i∈[p]\{j}(SCi ×

SC̄i)× (SCj × AC̄j), for some j ∈ [p].

Since for all i ∈ [p], ti = |Bi ∩ Ci| + |Bi ∩ C̄i| for each pair B,C ∈ S. If

|Bi ∩ Ci| > 1, let s, t ∈ Bi ∩ Ci, then the transposition (s t) fixes both Ci and Bi.

Taking i = j, the semi-imprimitivity of S implies that (s t) ∈ ΓC,S |SCj×SC̄j . This

yields ΓC,S |SCj×SC̄j = SCj × AC̄j . From this process it follows that, for each B ∈ S,

there exists at most one of |Bj ∩ Cj| and |Bj ∩ C̄j| to be greater than 1. Note that

if Bj ∈ C̄j, then SCj and SBj fix both Cj and Bj, i.e., SCj × SBj ⊆ ΓC,S |SCj×SC̄j .

Since ΓC,S |SCj×SC̄j = ACj × SC̄j or SCj ×AC̄j , and neither ACj × SC̄j nor SCj ×AC̄j
contains SCj × SBj . Therefore, we obtain that |Bj ∩ Cj| = 1 for each B ∈ S, or

|Bj ∩ Cj| = tj − 1 for each B ∈ S.

We claim that for both cases, S can not be balanced.

Suppose |Bj ∩Cj| = 1 for each B ∈ S. W.l.o.g., assume Bj ∩Cj = {1} for some

B ∈ S. From the semi-imprimitivity of S, we know that for all γ ∈ Γ, γ(S) ∩ S =

∅, S or {A} for some A ∈ S. Thus (γ(S) ∩ S)|j = ∅, S|j or {Aj} for some

Aj ∈
(

[nj ]
tj

)
. If tj > 2, then |Bj ∩ C̄j| ≥ 2, so ΓC,S |SCj×SC̄j = ACj ×SC̄j . On the other

hand, we can find distinct s, t ∈ Cj such that (1 s t)(Bj) = Bj \ {1} ∪ {s} ∈ S|j
since (1 s t) ∈ ACj . Then (1 s)(S|j) has more than one element of S|j, therefore

(1 s) ∈ ΓC,S |SCj×SC̄j . This contradiction proves that tj = 2. Thus S|j = C = {Aj ∈(
[nj ]

2

)
: 1 ∈ Aj}. Otherwise, w.l.o.g., assume Cj = {1, 2} and there exists B ∈ S

such that Bj ∩ Cj = {2}. Since ΓC,S |SCj×SC̄j = ACj × SC̄j or SCj × AC̄j , we have

C ⊆ S|j and C ′ = {Aj ∈
(

[nj ]
2

)
: 2 ∈ Aj} ⊆ S|j. Thus S|j = C ∪ C ′. This yields

ΓC,S |SCj×SC̄j = SCj × SC̄j , leading to a contradiction.

Suppose now |Bj ∩ Cj| = tj − 1 > 1 for each B ∈ S. Similarly, we can prove
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that nj − tj = 2, which contradicts nj ≥ sj + tj + 1 and 2 ≤ sj, tj ≤ n
2
. Therefore,

for each B ∈ S, |Bj ∩ Cj| = 1.

From the analysis above, we know that for each B ∈ S, Bj = {1, b} for some

b ∈ [nj]. Thus, for each B ∈ S, we have ΓB,S |SBj×SB̄j = ABj × SB̄j , and ΓB,S =∏
i∈[p]\{j}(SBi × SB̄i)× (ABj × SB̄j) since [ΓB : ΓB,S ] = 2. Therefore ΓS contains

〈ΓB,S , for all B ∈ S〉 =
∏
i∈T ′′

(SCi × SC̄i)×
∏

i∈[p]\(T ′′∪{j})

Sni × S[nj ]\{1}

as a subgroup, where T ′′ = {i|i ∈ [p], such that Bi = Ci (or C̄i if 2ti = ni) for all B ∈

S}. Similarly, by arguing the structure of S, if T ′′ 6= ∅, we can prove that |S| <
α(X ,Y)

2
. Thus we have T ′′ = ∅ and S =

∏
i∈[p]\{j}

(
[ni]
ti

)
× C.

Since S is balanced,
∏

i∈[p]

(
ni
ti

)
=
∏

i∈[p]

(
ni
si

)
and |S| =

∏
i∈[p]\{j}

(
ni
ti

)
· (nj − 1),

we have

2
∏

i∈[p]\{j}

(
ni
ti

)
· (nj − 1) =

∏
i∈[p]\{j}

(
ni
ti

)
·
(
nj
2

)
−

∏
i∈[p]\{j}

(
ni − si
ti

)
·
(
nj − sj

2

)
+ 1,

(3.6)

which means nj must be an integral zero of the following function

H(x) = (1− a0) · x2 − (5− a0 · (2sj + 1)) · x+ (2b0 + 4− a0 · (s2
j + sj)),

where a0 =
∏

i∈[p]\{j}
(ni−siti

)
(niti )

and b0 =
∏

i∈[p]\{j}
(
ni
ti

)−1
. Since nj ≥ 3 + sj and

2 ≤ sj ≤ nj
2

, by Vieta’s formulas for quadratic polynomials, there is no such nj

satisfying H(nj) = 0 when sj ≥ 3. Hence S =
∏

i∈[p]\{j}
(

[ni]
ti

)
× C is a nontrivial

balanced fragment of X if and only if tj = sj = 2 and equation (3.6) holds. Using

the fact that
(ni−siti

)
(niti )

≤ (1 − si
ni

)(1 − si
ni−1

) and the assumption ni ≤ 7
4
nj for distinct

i, j ∈ [p], it can be easily verified that the LHS of equation (3.6) is strictly less than

the RHS when sj = 2. Therefore, S can not be balanced.

This completes the proof.

§ 3.5 Concluding remarks

In this chapter we investigate two multi-part generalizations of the cross- in-

tersecting theorems. For multi-part cross-intersecting families, we determining the
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maximum size and the corresponding structures of the families for both trivially and

nontrivially (with the non-empty restriction) cross-intersecting cases.

The method of the proofs were originally introduced by Wang and Zhang in

[198], which was further generalized to the bipartite case in [199]. This method

can deal with set systems, finite vector spaces and permutations uniformly. It is

natural to ask whether we can extend the single-part cross-intersecting theorems

for finite vector spaces and permutations to the multi-part case. It is possible for

permutations when considering the case without the non-empty restriction, and we

believe it is also possible for finite vector spaces. But when it comes to the case

where the families are non-empty, as far as we know, there is still no result for finite

vector spaces and permutations.

For single-part families A and B, it is natural to define cross-t-intersecting as

|A ∩ B| ≥ t for each pair of A ∈ A and B ∈ B. But for multi-part families, when

defining cross-t-intersecting between two families, the simple extension of the defi-

nition for single-part case can be confusing. Therefore, a reasonable definition and

related problems for multi-part cross-t-intersecting families are also worth consider-

ing.
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Chapter 4 Constant weighted X-codes

§ 4.1 Introduction

In this chapter, we focus on constant weighted X-codes. As an important class

of codes in coding theory, constant weighted codes have been extensively studied

for decades. They have played crucial roles in a number of engineering applications,

including code-division multiple-access (CDMA) systems for optical fibers [45], pro-

tocol design for the collision channel without feedback [1], automatic-repeat-request

error-control systems [197], and parallel asynchronous communication [25]. For the

study of constant weighted codes, we recommend [3] and the reference therein.

With the development of the large scale integrated circuits (IC), corresponding

circuit testing techniques also updated rapidly. Typical digital circuit testing ap-

plies test patterns to the circuit and observes the circuit’s responses. The observed

response to a test pattern is compared with the expected response, and a chip in the

circuit is determined to be defective if the comparison mismatches. Since voltages

on signal lines in digital circuit system are usually interpreted as logic values 0 or

1, therefore, the expected responses are captured as {0, 1} vectors by test engineers

when applying test patterns through fault-free simulations of the circuit. However,

due to timing constraints, uninitialized memory elements, bus contention, inaccu-

racies of simulation models, etc (see Table 2 in [148]), for many digital systems,

some simulated responses cannot be uniquely determined as 0 or 1 state. These

unknown states are modeled as “X” states. In the presence of Xs, the technique of

X-compact was proposed in [147] as one of the compression-based approaches that

have high reliability and error detection ability in actual digital systems.
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X-compact uses X-codes as to compress test responses. An (m,n, d, x) X-code

is a set of m-dimensional {0, 1}-vectors of size n which can also be viewed as an m×n

binary matrix with column vectors as codewords. The parameters d, x correspond

to the test quality of the code. The value of n
m

is called the compaction ratio and

X-codes with large compaction ratios are desirable for actual IC testing. The weight

of a codeword c is the number of 1s in c. It corresponds to the required fan-out of

the X-compactor. For an X-compactor, larger fan-in increases power requirements,

area, and delay [203]. Due to the large amount of connections betweenX-compactors

and inputs [147], compactors with smaller fan-out inputs shall reduce fan-in values.

Therefore, codewords in X-codes are expected to have small weights.

Let M(m, d, x) be the maximum number n of codewords for which there exists

an (m,n, d, x) X-code. To obtain X-codes with large compaction ratios, studies

of the behavior of M(m, d, x) are unavoidable. In [79], based on a combinatori-

al approach, Fujiwara and Colbourn obtained a general lower bound 2
m

2x+1(d+x) on

M(m, d, x) using probabilistic method (see Theorem 4.6, [79]). And this lower bound

was further improved to e
m−c0

e(x+1)(d+x−1) by Tsuboda et al. in [193].

Firstly, in [148], stochastic coding techniques are employed to design constant

weighted X-compactors. For x = 1, by viewing the matrix of an (m,n, d, 1) X-code

as an incidence matrix of a graph, Wohl and Huisman [203] built a connection be-

tween this kind ofX-codes with constant weight 2 and graphs with girth at least d+2.

For cases with multiple Xs, given an (m,n, d, x) X-code, Fujiwara and Colbourn

[79] showed that a codeword of weight less than or equal to x does not essentially

contribute to the compaction ratio (see also [139]). Since then, aiming to achieve a

large compaction ratio while minimizing the weight of each codeword, many works

have been done about (m,n, d, x) X-codes of constant weight x+1. Let Mw(m, d, x)

be the maximum number n of codewords for which there exists an (m,n, d, x) X-

code of constant weight w. Using results from combinatorial design theory and

superimposed codes, Fujiwara and Colbourn [79] proved that M3(m, d, 2) = O(m2)

and M3(m, 1, 2) = Θ(m2). And they studied a special class of (m,n, 1, 2) X-codes
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of constant weight 3 with a property that boosts test quality when there are few-

er unknowable bits than anticipated. In [192], Tsunoda and Fujiwara proved that

M3(m, d, 2) = o(m2) for d ≥ 4 and they also improved the lower bound on the

maximum number of codewords for the above special class of (m,n, 1, 2) X-codes of

constant weight 3 introduced in [79].

This chapter is organised as follows: In Section § 4.2, we list some necessary

notations and introduce the combinatorial requirements and the definitions of X-

codes, we also include a lower bound for hypergraph independent sets preparing

for proofs in Section § 4.4. In Section § 4.3, we investigate the bounds and con-

structions for constant weighted X-codes. We prove a general result on Mw(m, d, x)

and a non-trivial lower bound on M3(m, d, 2). We also present some explicit con-

structions for constant weighted X-codes with d = 3, 7 and x = 2 based on the

results from additive combinatorics and finite fields. These constructions further

improve the general lower bound by providing a nearly optimal lower bound m2−ε

for M3(m, 3, 2) and an optimal lower bound c′m2 for M4(m, 3, 2), when m is large

enough. In Section § 4.4, we improve the lower bound on the maximum number of

codewords for a special class of (m,n, 1, 2) X-codes of constant weight 3 and extend

this result to a general case. In Section § 4.5, we conclude this chapter with some

remarks.

§ 4.2 Preliminaries

4.2.1 Notation

We use the following standard notations throughout this chapter.

• Let q be the power of a prime p, Fq be the finite field with q elements, Fnq be

the vector space of dimension n over Fq.

• For any vector v = (v1, · · · , vn) ∈ Fnq , let supp(v) = {i ∈ [n] : vi 6= 0} and

w(v) = |supp(v)|. For a set S ⊆ [n], define v|S = (vi1 , . . . , vi|S|), where ij ∈ S

for 1 ≤ j ≤ |S| and 1 ≤ i1 < · · · < i|S| ≤ n.
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• For positive integer k ≥ 1, a subset P ⊆ Fq of size k is called an arithmetic

progression of length k if it has the form: P = {x + ia : x, a ∈ Fq and 0 ≤

i ≤ k− 1}. For simplicity, we denote k-AP as the shortened form of arithmetic

progression of length k.

• For functions f = f(n) and g = g(n), we use standard asymptotic notations

Ω(·), Θ(·), O(·) and o(·) as n→∞:

f = O(g), if ∃ a constant c1 such that |f | ≤ c1|g|;

f = Ω(g), if ∃ a constant c2 such that |f | ≥ c2|g|;

f = Θ(g), if f = O(g) and f = Ω(g);

f = o(g), if lim
n→∞

f
g

= 0.

4.2.2 X-Codes and digital system test compaction

To describe the behavior of unknown value Xs, operations including addition

(XOR) and multiplication (AND) for the 3-valued logic system (0, 1 and X) are

formulated as X-algebra by Fujiwara and Colbourn [79]: The X-algebra X2 =

({0, 1, X},+, ·) over F2 is the set {0, 1} ⊆ F2 and a third element X, equipped with

two binary operations “+” (addition) and “·” (multiplication) satisfying:

1) For a, b ∈ F2, a+ b and a · b are performed in F2;

2) For a ∈ F2, a+X = X + a = X;

3) For the additive identity 0, 0 ·X = X · 0 = 0;

4) 1 ·X = X · 1 = X.

(4.1)

Now, consider a circuit with response output c = (c1, . . . , cn) ∈ {0, 1, X}n. Assume

we have a test output b = (b1, . . . , bn) ∈ {0, 1}n, based on the property of X-algebra,

the ith bit is regarded as an error bit if and only if bi + ci = 1.

For these testing and response outputs vectors, the X-compact technique is

performed by right multiplying an n ×m binary matrix H, where the arithmetics

are carried out in X2. Denote c′ = (c′1, . . . , c
′
m) = cH and b′ = (b′1, . . . , b

′
m) = bH
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as the X-compacted outputs of the response vector c and testing vector b above.

Similarly, the ith bit is regarded as an error bit if and only if b′i + c′i = 1. Here, H

is called the X-compact matrix and the value of n
m

is called the compaction ratio

of H. To design X-compact matrices with large compaction ratio, X-codes were

introduced in [139]. Roughly speaking, an X-code can be viewed as the set of row

vectors of an X-compact matrix. To give the formal definition of X-codes, first, we

introduce the following two operations on vectors.

Consider two m-dimensional vectors s1 = (s
(1)
1 , s

(1)
2 , . . . , s

(1)
m ) and s2 = (s

(2)
1 , s

(2)
2

, . . . , s
(2)
m ) where s

(j)
i ∈ F2. The addition of s1 and s2 is bit-by-bit addition, denoted

by s1 ⊕ s2; that is

s1 ⊕ s2 = (s
(1)
1 + s

(2)
1 , s

(1)
2 + s

(2)
2 , . . . , s(1)

m + s(2)
m ).

The superimposed sum of s1 and s2, denoted by s1 ∨ s2, is

s1 ∨ s2 = (s
(1)
1 ∨ s

(2)
1 , s

(1)
2 ∨ s

(2)
2 , . . . , s(1)

m ∨ s(2)
m ),

where s
(j)
i ∨ s

(l)
k = 0 if s

(j)
i = s

(l)
k = 0, otherwise 1. And we say an m-dimensional

vector s1 covers an m-dimensional vector s2 if s1 ∨ s2 = s1. For a finite set S =

{s1, . . . , ss} of m-dimensional vectors, define

⊕
S = s1 ⊕ · · · ⊕ ss,

and ∨
S = s1 ∨ · · · ∨ ss.

When s = 1,
⊕

S =
∨
S = {s1}, and when S = ∅, define

⊕
S =

∨
S = 0 (i.e. the

zero vector).

Definition 4.1. [79] Let d be a positive integer and x a nonnegative integer. An

(m,n, d, x) X-code X = {s1, . . . , sn} is a set of m-dimensional vectors over F2 such

that |X | = n and

(
∨

S1) ∨ (
⊕

S2) 6=
∨

S1 (4.2)
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for any pair of mutually disjoint subsets S1 and S2 of X with |S1| = x and 1 ≤

|S2| ≤ d. A vector si ∈ X is called a codeword. The weight of the codeword si is

|supp(si)|. The ratio n
m

is called the compaction ratio of X .

In view of X-compaction, the parameter m of an (m,n, d, x) X-code represents

the size of the shrunk data, n represents the number of bits in the raw response

to be compressed at a time, d corresponds to the discrepancy detecting ability and

x characterizes the unknowable bits tolerance. Generally speaking, as phrased in

[193], an (m,n, d, x) X-code hashes the n-bit outputs from the circuit’s test into

m bits while allowing for detecting the existence of up to d bit-wise discrepancies

between the actual outputs and correct responses even if up to x bits of the correct

behavior are unknowable to the tester.

From the definition above, when x = 0, the codewords of an (m,n, d, 0) X-code

actually form an m× n parity check matrix of a binary linear code of length n with

minimum distance d+ 1. Therefore, (m,n, d, 0) X-codes can be viewed as a special

kind of traditional error-correcting codes.

When x ≥ 1 and d ≥ 2, according to the definition, an (m,n, d, x) X-code is

also an (m,n, d − 1, x) X-code and an (m,n, d, x − 1) X-code. For the case when

x ≥ 1 and d = 1, as pointed out in [139], an (m,n, 1, x) X-code is equivalent to a

(1, x)-superimposed code of size m× n.

Definition 4.2. [122] A (1, x)-superimposed code of size m×n is an m×n matrix

S with entries in F2 such that no superimposed sum of any x columns of S covers

any other column of S.

Superimposed codes are also called cover-free families and disjunct matrices.

These kinds of structures have been extensively studied in information theory,

combinatorics and group testing. Thus, the bounds and constructions of (1, x)-

superimposed codes can also be regarded as those for (m,n, 1, x) X-codes (see, for

example, [36, 52, 61, 62, 81, 109, 183]).
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4.2.3 Independent sets in hypergraphs

A hypergraph is a pair (V, E), where V is a finite set and E ⊆ 2V is a family of

subsets of V . The elements of V are called vertices and the subsets in E are called

hyperedges. We call H a k-uniform hypergraph, if all the hyperedges have the same

size k, i.e., E ⊆
(
V
k

)
. For any vertex v ∈ V , we define the degree of v to be the

number of hyperedges containing v, denoted by d(v). The maximum of the degrees

of all the vertices is called the maximum degree of H and denoted by ∆(H).

An independent set of a hypergraph is a set of vertices containing no hyperedges

and the independence number of a hypergraph is the size of its largest independent

set. There are many results on the independence number of hypergraphs obtained

through different methods (see [5], [6], [51], [125]). Recall that a hypergraph H is

linear if every pair of distinct hyperedges from E intersects in at most one vertex.

In Section § 4.4, we shall use the following version of the famous result of Ajtai et

al. [5] due to Duke et al. [51] to derive some lower bounds on M(m, d, x).

Lemma 4.1. [51] Let k ≥ 3 and let H be a k-uniform hypergraph with ∆(H) ≤ D.

If H is linear, then

α(H) ≥ c · |V | · ( logD

D
)

1
k−1 , (4.3)

for some constant c that depends only on k.

§ 4.3 Bounds and constructions of constant weighted

X-codes

In this section, we consider the bounds and constructions of constant weighted

X-codes. This section is divided into three subsections. Section III-A includes

a general result on the number of codewords of constant weighted X-codes from

superimposed codes. Then in Section III-B, we give some explicit constructions for

constant weighted X-codes with d = 3, 7 and x = 2. And in Section III-C, we

improve the general lower bound for X-codes of constant weight 3 with x = 2.
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4.3.1 General bounds from superimposed codes

According to the definition, in [147], the authors showed that an (m,n, d, x)

X-code is also an (m,n, d+1, x−1) X-code. Note that for two binary vectors, their

addition corresponds to the symmetric difference of their underlying sets and their

superimposed sum corresponds to the union of their underlying sets. Therefore, by

the equivalence between X-codes and superimposed codes, we have the following

correspondence.

Proposition 4.1. Let d be a positive integer and x be a nonnegative integer. A

(1, x+ d− 1)-superimposed code of size m× n is an (m,n, d, x) X-code.

Denote Mw(m, d, x) as the maximum number of codewords of an (m,n, d, x)

X-code of constant weight w. Since the restrictions for X-codes get more rigid with

the growing of d, combined with the above proposition, we have

Mw(m, 1, x+ d− 1) ≤Mw(m, d, x) ≤Mw(m, 1, x). (4.4)

In 1985, Erdős et al. [62] proved the following bounds on the maximum number

of codewords of a (1, x)-superimposed code of constant weight w.

Theorem 4.1. [62] Denote fx(m,w) as the maximum number of columns of a (1, x)-

superimposed code of constant weight w. Let t = dw
x
e. Then, we have(

m
t

)(
w
t

)2 ≤ fx(m,w) ≤
(
m
t

)(
w−1
t−1

) .
Moreover, if we take w = x(t − 1) + 1 + δ where 0 ≤ δ < x, then there exists a

constant m0 = m0(w) such that for m > m0(w),

fx(m,w) ≥ (1− o(1))

(
m−δ
t

)(
w−δ
t

) ,
and fx(m,w) ≤ (m−δt )

(w−δt )
holds in the following cases:1) δ = 0, 1; 2) δ < x

2t2
; 3) t = 2

and δ < d2x
3
e. Moreover, equality of the latter upper bound holds if and only if there

exists a Steiner t-design S(t, w − δ, n− δ).
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According to this bound, by inequality (4.4), we have the following immediate

consequence:

Theorem 4.2. Let d, x be given positive integers, w = x(t − 1) + 1 + δ where

0 ≤ δ < x, and m0 = m0(w) be the constant defined in Theorem 4.1. Then, for all

m ≥ 1, (
m

dw/(x+d−1)e

)(
w

dw/(x+d−1)e

)2 ≤Mw(m, d, x) ≤
(
m
t

)(
w−1
t−1

) . (4.5)

And for m > m0(w),

Mw(m, d, x) ≥ (1− o(1))

(
m

dw/(x+d−1)e

)(
w

dw/(x+d−1)e

) (4.6)

and Mw(m, d, x) ≤ (m−δt )
(w−δt )

holds in the following cases:1) δ = 0, 1; 2) δ < x
2t2

; 3)

t = 2 and δ < d2x
3
e.

In particular, for the case x = 2, when m > m0(w), Theorem 4.2 actually gives

the following upper bound

Mw(m, d, 2) ≤


(m−1
w/2 )

(w−1
w/2)

,when w is even;

( m
(w+1)/2)

( w
(w+1)/2)

,when w is odd.

(4.7)

According to the results from design theory, Fujiwara and Colbourn [79] proved the

upper bound above is tight for the case w = 3 and d = 1, when there exists a

corresponding Steiner triple system. Using the well-known graph removal lemma,

Tsunoda and Fujiwara [192] improved this upper bound on M3(m, d, 2) to o(m2) for

d ≥ 4. So far as we know, for d ≥ 2 and x = 2, no upper or lower bounds better

than these can be found in the literature.

4.3.2 Explicit constructions of constant weighted X-codes

4.3.2.1 Constructions of constant weighted X-codes with d = 3 and x = 2

In this part, we present two explicit constructions of constant weighted X-

codes with d = 3 and x = 2, which provide asymptotically optimal lower bounds on

M4(m, 3, 2) and nearly optimal lower bounds on M3(m, 3, 2), respectively.

126



New bounds and constructions for constant weighted X-codes

• Construction I : Let p > w be a prime and q be a power of p, take w copies

X1, X2, . . . , Xw of Fq. Define

P1 = {(x1, x2, . . . , xw) ∈
w∏
i=1

Xi :

x1 + (j − 1) · x2 + xj+1 = 0 for 2 ≤ j ≤ w − 1},

as a family of w-tuples in X1 × · · · ×Xw. Clearly, |P1| = q2. For P1 6= P2 ∈ P1,

we denote P1 ∩ P2 = {i : P1(i) = P2(i), 1 ≤ i ≤ w} and define the indicator

vector of Pi as the concatenation of the w indicator vectors of element xi, i.e.,

vPi = (vx1 ,vx2 , . . . ,vxw), where vxi is the indicator vector of element xi of length

q. Let C1 be the set of all indicator vectors corresponding to w-tuples in P1.

Theorem 4.3. For any w ≥ 4 and prime p > w, let q be a power of p, the code C1

from Construction I is a (wq, q2, 3, 2) X-code of constant weight w.

Proof of Theorem 4.3. From the definition, one can easily check that |P1 ∩ P2| ≤ 1

for any two distinct P1, P2 ∈ P1. Therefore, for integer t ≥ 1, vP1 ∨ vP2 of any

two distinct P1, P2 ∈ P1 can cover at most 2t distinct “1”s in vP3 ⊕ · · · ⊕ vPt+2

for other t distinct Pis in P1. Since w ≥ 4 and w(
⊕t+2

i=3 vPi) ≥ t(w − t + 1), this

guarantees that the addition of any two or fewer vectors in C1 can not be covered

by the superimposed sum of any other two vectors.

When t = 3, assume there are {Pi}5
i=1 such that vP3⊕vP4⊕vP5 can be covered

by vP1 ∨ vP2 . Since w(vP3 ⊕ vP4 ⊕ vP5) ≥ 3(w − 2), thus, we have w = 4 and

w(vP3⊕vP4⊕vP5) = 6. Note that for i 6= j, |Pi∩Pj| ≤ 1. Thus, we have |Pi∩Pj| = 1

for i ∈ {1, 2}, j ∈ {3, 4, 5} and |Pj1 ∩ Pj2| = 1 for j1, j2 ∈ {3, 4, 5}. Assume that

Pj1 ∩ Pj2 = θj1,j2 , j1, j2 ∈ {3, 4, 5}. Since w = 4, w.l.o.g., assume that θ3,4 = 1,

θ3,5 = 2 and θ4,5 = 3. Therefore, we have P3(4), P4(4), P5(4) ∈ {P1(4)} ∪ {P2(4)}.

By pigeonhole principle, w.l.o.g., we can assume that P3(4) = P4(4) = P1(4), this

indicates that |P3 ∩ P4| ≥ 2, a contradiction. Therefore, the addition of any three

vectors in C1 can not be covered by the superimposed sum of any other two vectors.

This indicates that C1 is a (wq, |P|, 3, 2) X-code of constant weight w.
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Actually, with the same spirit, there can be many other similar constructions

providing the same bound. However, when w = 3, this kind of constructions is no

longer enough to guarantee the restrictions of being an X-code. For this case, we

provide a new construction. First, we need the following lemma from [63].

Lemma 4.2. [63] For positive integers w and m, there exists a set of positive integers

A ⊆ [m] of size

|A| ≥ m

ec logw
√

logm

for some absolute constant c, such that A contains no three terms of any arithmetic

progressions of length w.

The specific construction of the set A from Lemma 4.2 can be regarded as an

extension of the 3-AP-free subset of [m] given by Behrend [21] and the detailed

construction can be found in Section 5 of [63].

• Construction II : Let m1 = bm
w
c, m2 = b m

w2 c and A ⊆ [m2] be the subset con-

structed from Lemma 4.2 such that A contains no three terms of any progressions

of length w. Take w copies X1, X2, . . . , Xw of [m1]. Define

P2 = {(x, x+ a, . . . , x+ (w − 1)a) :

a ∈ A and x+ (i− 1)a ∈ Xi for 1 ≤ i ≤ w},

as a family of w-tuples in X1× · · · ×Xw. Similarly, given P1 6= P2 ∈ P2, denote

P1∩P2 = {i : P1(i) = P2(i), 1 ≤ i ≤ w} and we define the indicator vector of Pi

as the concatenation of the w indicator vectors of element xi together with an

assistant zero vector, i.e., vPi = (vx1 ,vx2 , . . . ,vxw ,0), where vxi is the indicator

vector of element xi of length m1 and 0 is a zero vector of length m−wm1. Let

C2 be the set of all indicator vectors corresponding to w-tuples in P2.

Theorem 4.4. For any ε > 0 and w ≥ 3, there exists a constant M = M(w, ε) > 0,

such that for m ≥M , the code C2 from Construction II is an (m,m2−ε, 3, 2) X-code

of constant weight w.
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Proof of Theorem 4.4. By the definition of P2, for P1 6= P2 ∈ P2, we know that

|P1∩P2| ≤ 1. To proceed the proof, we need the following claim about the structure

of P2.

Claim. P2 does not contain the following triple: {Q1, Q2, Q3} ⊆ P2 satisfying

that Q1∩Q2 = {η1}, Q1∩Q3 = {η2}, Q2∩Q3 = {η3}, where η1, η2, η3 ∈ {1, 2, . . . , w}

are pairwise distinct.

Proof. Otherwise, assume that there are {Q1, Q2, Q3} ⊆ P2 such that Q1 ∩ Q2 =

{η1}, Q1 ∩Q3 = {η2}, Q2 ∩Q3 = {η3} for three distinct η1, η2, η3. By the definition

of P2, for 1 ≤ i ≤ 3, we can assume that Qi = (xi, xi +ai, . . . , xi + (w− 1)ai). Thus,

we have 
Q1(η1) = x1 + (η1 − 1)a1 = Q2(η1) = x2 + (η1 − 1)a2;

Q1(η2) = x1 + (η2 − 1)a1 = Q3(η2) = x3 + (η2 − 1)a3;

Q2(η3) = x2 + (η3 − 1)a2 = Q3(η3) = x3 + (η3 − 1)a3.

(4.8)

Combining these three equations in (4.8) together, we have

(η2 − η1)a1 = (η2 − η3)a3 + (η3 − η1)a2.

This means that (η2−η3)(a3−a1) = (η1−η3)(a2−a1). Since ηis are pairwise distinct,

thus, both η2−η3 and η1−η3 are non-zero integers. Moreover, the distinctness of Qi

also leads to a1, a2, a3 being pairwise distinct. Thus, we have a3−a1 = η1−η3

η2−η3
(a2−a1).

W.l.o.g., assume that gcd(η1 − η3, η2 − η3) = 1. Then, take D = a2−a1

η2−η3
, we have

a2 = a1 + (η2 − η3)D and a3 = a1 + (η1 − η3)D.

Since η1, η2, η3 ∈ {0, 1, . . . , w− 1}, thus, |ηi− ηj| < w for any i 6= j ∈ [3]. Therefore,

{a1, a2, a3} ⊆ A are three pairwise distinct terms of a w-AP with common difference

D. This contradicts the construction of A.

With the help of this claim, next, for any two distinct P1, P2 ∈ P2, we will

verify that vP1 ∨ vP2 can not cover the addition of any at most three other vectors

in C2.
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First, since |P1 ∩ P2| ≤ 1, vP1 ∨ vP2 can cover at most 2t distinct “1”s in

vP3 ⊕ · · · ⊕ vPt+2 for other t distinct Pis ∈ P1. Note that w ≥ 3, thus vP1 ∨ vP2 can

not cover any other one vector in C2.

Second, assume that there exist other two distinct P3, P4 ∈ P2 such that vP3 ⊕

vP4 is covered by vP1∨vP2 . When w ≥ 4, we have w(vP3⊕vP4) ≥ 2(w−1) > 4. This

indicates that one of the four intersections |P1∩P3|, |P1∩P4|, |P2∩P3|, |P2∩P4| must

be strictly larger than one, which is impossible. When w = 3 and w(vP3 ⊕vP4) = 4,

this leads to |P1 ∩ P3| = |P1 ∩ P4| = |P2 ∩ P3| = |P2 ∩ P4| = |P3 ∩ P4| = 1 and the

intersection of any three of P1, P2, P3, P4 is an empty set. Thus, we can assume that

P3 ∩ P4 = {θ0}, P1 ∩ P3 = {θ1}, P1 ∩ P4 = {θ2}, where θ0, θ1, θ2 ∈ {1, . . . , w} are

pairwise distinct. This contradicts the claim above. Thus, vP1 ∨ vP2 can not cover

the addition of any other two vectors in C2.

Now, assume that there exist other three distinct {P3, P4, P5} ⊆ P2 such that

vP3 ⊕vP4 ⊕vP5 is covered by vP1 ∨vP2 . Since vP1 ∨vP2 can cover at most 6 distinct

“1”s in vP3 ⊕ vP4 ⊕ vP5 , thus, by w(vP1 ⊕ vP2 ⊕ vP3) ≥ 3(w − 2), we can assume

that w ≤ 4.

When w = 3, since w(vP1 ∨ vP2) ≤ 6 and |Pi ∩ Pj| ≤ 1 (i 6= j ∈ {3, 4, 5}),

thus, either w(vP3 ⊕ vP4 ⊕ vP5) = 3 or w(vP3 ⊕ vP4 ⊕ vP5) = 5. For the case

w(vP3 ⊕ vP4 ⊕ vP5) = 3, we can assume that P3 ∩ P4 = {θ0}, P3 ∩ P5 = {θ1},

P4 ∩ P5 = {θ2}, where θ0, θ1, θ2 ∈ {1, . . . , w} are pairwise distinct. For the case

w(vP1 ⊕ vP2 ⊕ vP3) = 5, we can assume that P3 ∩ P4 = {θ0}, P3 ∩ P5 = {θ1},

P1 ∩ P3 = {θ2}, P1 ∩ P4 = {θ3}, where {θi}3
i=0 ⊆ {1, . . . , w} are pairwise distinct.

For both cases, we have three distinct Pis pairwise intersecting at three distinct

elements θjs, which contradicts to the former claim.

When w = 4, since w(vP1 ∨ vP2) ≤ 8 and |Pi ∩ Pj| ≤ 1 (i 6= j ∈ {3, 4, 5}),

thus, either w(vP3 ⊕ vP4 ⊕ vP5) = 6 or w(vP3 ⊕ vP4 ⊕ vP5) = 8. For the case

w(vP3 ⊕ vP4 ⊕ vP5) = 8, we have |Pi ∩ Pj| > 1 for some i ∈ {1, 2} and j ∈

{3, 4, 5}, a contradiction. For the case w(vP3 ⊕ vP4 ⊕ vP5) = 6, we can assume

that P3 ∩ P4 = {θ34}, P3 ∩ P5 = {θ35}, P4 ∩ P5 = {θ45} and Pi ∩ Pj = {θij} for
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each i ∈ {1, 2}, j ∈ {3, 4, 5}, where θij ∈ {1, 2, . . . , w} are pairwise distinct. This

also leads to three distinct Pis pairwise intersecting at three distinct elements θijs,

which contradicts the construction of P2.

In conclusion, the addition of any three or fewer vectors in C2 can not be covered

by the superimposed sum of any other two vectors. Since |A| ≥ m2

ec logw
√

logm2
for some

c > 0, we have |P2| ≥ m2|A| ≥ m2−ε for every ε > 0 and m ≥ M , therefore, C2 is

the desired (m,m2−ε, 3, 2) X-code of constant weight w.

Remark 4.1. According to the upper bound given by (4.7), we haveM3(m, 3, 2) ≤ m(m−1)
6

,

M4(m, 3, 2) ≤ (m−1)(m−2)
6

.

Therefore, for the case w = 3, the lower bound m2−ε from Theorem 4.4 is nearly

optimal; and for the case w = 4, the lower bound c′m2 from Theorem 4.3 is optimal,

regardless of a constant factor. For cases when w ≥ 9, (4.6) in Theorem 4.2 provides

better lower bounds (1− o(1))
( m
dw/4e)

( w
dw/4e)

, but the gaps between the upper bounds and the

lower bounds are still quite large.

It is also worth noting that, the construction from Theorem 4.4 was originally

proposed by Erdős et al. [63] to construct w-uniform hypergraphs on m vertices such

that no 3w − 3 vertices span 3 or more hyperedges. This kind of hypergraphs is a

special kind of sparse hypergraphs which will be discussed later in Section III.D.

4.3.2.2 Construction of constant weighted X-codes with d = 7 and x = 2

Before we present the construction, we shall prove a proposition which estab-

lishes a connection between constant weighted X-codes with d = 7, x = 2 and

uniform hypergraphs of girth five.

Given a k-uniform hypergraph H = (V, E) and a positive integer l ≥ 2, a cycle

of length l in H (l-cycle in short), denoted by Cl, is an alternating sequence of

distinct vertices and hyperedges of the form: v1, E1, v2, E2, . . . , vl, El, v1, such that

{vi, vi+1} ⊆ Ei for each i ∈ {1, 2, . . . , l} and {vl, v1} ⊆ El. A linear path of length l

(l-path in short), denoted by Pl, is an alternating sequence of distinct vertices and
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hyperedges of the form: E1, v2, E2, v3, . . . , vl, El, such that Ei ∩ Ei+1 = {vi+1} for

each i and Ei ∩ Ej = ∅ whenever |j − i| > 1. And the girth of hypergraph H is the

minimum length of a cycle in H.

Proposition 4.2. Let w ≥ 3 be a positive integer. For any w-uniform hypergraph

H = (V, E) of girth at least 5, the set of all the indicator vectors of hyperedges in E

forms a (|V |, |E|, 7, 2) X-code of constant weight w.

Proof of Proposition 4.2. First, note that the girth of H is at least 5, we know that

H is a linear hypergraph, i.e., |E1 ∩E2| ≤ 1 for any E1, E2 ∈ E . Hence, if we denote

vEi as the indicator vector of hyperedge Ei, then for any {E1, . . . , E7} ⊆ E and any

s-subset Is ⊆ [7] with 1 ≤ s ≤ 7, we have

w(
⊕
i∈Is

vEi) ≥ s · (w − s+ 1).

Moreover, for every E ∈ E , vE can’t be covered by the superimposed sum of the

indicator vectors of any other two edges in E . For each 2 ≤ s ≤ 7 and an s-subset

Is ⊆ [7], consider the subhypergraph spanned by {Ei}i∈Is , we denote V0(Is) as the

set of vertices with even degree in this subhypergraph and V1(Is) as the set of vertices

with odd degree in this subhypergraph.

Let C be the set of indicator vectors of all edges in E , according to the restrictions

of the (|V |, |E|, 7, 2) X-code, our proof is divided into the following three parts.

Case 1. Assume that there exist {Ei}9
i=1 ⊆ E such that

⊕
i∈[7] vEi is covered

by vE8 ∨ vE9 .

When the length of the longest linear path in the subhypergraph formed by

{Ei}7
i=1 is at most 3, consider a longest linear path P(7) formed by edges {Ei}i∈S for

some subset S ⊆ [7] of size at most 3. Since H has girth at least 5, therefore, by the

maximality of P(7), the starting edge Eis and the ending edge Eie of P(7) are disjoint

with all edges in {Ei}i∈[7]\S. Therefore, by w ≥ 3, we have |V1(S) ∩ Eis|, |V1(S) ∩

Eie | ≥ 2. Note that V1(S) is covered by vE8 ∨ vE9 . This forces E8 (or E9) together

with P(7) to form a cycle of length at most 4, which contradicts the requirement of

H having girth at least 5.
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ã 4.1 Subhypergraph formed by {E1, . . . , E7} with 5 odd vertices, where vertices

with odd degree are denoted as “•” and vertices with even degree are denoted as

“◦”.

When the length of the longest linear path in the subhypergraph formed by

{Ei}7
i=1 is at least 4, consider a linear 3-path P(7)

1 formed by edges {Ei}i∈S1 for some

3-set S1 ⊆ [7]. The vector
⊕

i∈S1
vEi has weight

w(
⊕
i∈S1

vEi) = 3(w − 2) + 2.

As H has girth at least 5, for each i ∈ [9] \ S1, vEi has at most one coordinate with

value “1” agreeing with
⊕

i∈S1
vEi . Then, the assumption that

⊕
i∈[7] vEi being

covered by vE8 ∨ vE9 leads to 3(w − 2) + 2 ≤ 6. Therefore, we have w ≤ 3.

Take Is as [7], then the assumption indicates that V1([7]) ⊆ E8 ∪ E9. Since

w = 3, we have |V1([7])| ≤ 6. One can easily check this only holds when the

configuration formed by {E1, . . . , E7} is isomorphic to the subhypergraph shown in

Fig. 1. Since there are 5 distinct vertices with odd degree in this configuration,

the assumption that
⊕

i∈[7] vEi being covered by vE8 ∨ vE9 forces that E8 forms a

linear cycle of length at most 4 with 2 or 3 distinct hyperedges in {E1, . . . , E7}, a

contradiction.

Case 2. Assume that there exist {Ei}8
i=1 ⊆ E such that

⊕
i∈[6] vEi is covered

by vE7 ∨ vE8 .

Similar to the analysis in Case 1, when the length of the longest linear path in

the subhypergraph formed by {Ei}6
i=1 is at most 3, the assumption that

⊕
i∈[6] vEi

being covered by vE7 ∨vE8 forces E7 (or E8) together with one of the longest linear

path to form a cycle of length at most 4, a contradiction.

When the length of the longest linear path in the subhypergraph formed by
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ã 4.2 Subhypergraphs formed by {E1, . . . , E6} with 6 odd vertices, where vertices

with odd degree are denoted as “•” and vertices with even degree are denoted as

“◦”.

{Ei}6
i=1 is at least 4, consider a 3-path P(6) formed by {Ei}i∈S2 for some 3-subset

S2 ⊆ [6], we have

w(
⊕
i∈S2

vEi) = 3(w − 2) + 2.

As H has girth at least 5, for each i ∈ [8] \ S2, vEi has at most one coordinate with

value “1” agreeing with
⊕

i∈S2
vEi . Therefore, the assumption that

⊕
i∈[6] vEi being

covered by vE7 ∨ vE8 implies that 3(w − 2) + 2 ≤ 5. Thus, we have w ≤ 3.

Take Is as [6], then we have |V1([6])| ≤ 6. One can easily check this only

holds when the configuration formed by {E1, . . . , E6} is isomorphic to one of the

subhypergraphs shown in Fig. 2. Since there are 6 distinct vertices with odd degree

in this configuration, the assumption that
⊕

i∈[6] vEi being covered by vE7∨vE8 forces

that E8 forms a linear cycle of length at most 4 with 2 or 3 distinct hyperedges in

{E1, . . . , E6}, a contradiction.

Case 3. For each 4 ≤ l ≤ 7, assume that there exist {Ei}li=1 ⊆ E such that⊕
i∈[l−2] vEi is covered by vEl−1

∨ vEl . Similar to the analysis in Case 1 and Case 2,

we only have to consider the case when the length of the longest linear path in the

configuration formed by {Ei}l−2
i=1 is at least 4.

Let P(l−2) be a 3-path in this subgraph formed by {Ei}i⊆S3 for some 3-subset

S3 ⊆ [l − 2], we have

w(
⊕
i∈S3

vEi) = 3(w − 2) + 2.

Again, by the girth restriction of H, for each i ∈ [l] \ S3, vEi has at most one

coordinate with value “1” agreeing with
⊕

i∈S3
vEi . Therefore, the assumption above

indicates that 3(w − 2) + 2 ≤ (l − 3), which leads to w ≤ 2. This contradicts the
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fact that w ≥ 3.

In conclusion, the addition of any seven or fewer distinct vectors in C can not

be covered by the superimposed sum of any other two vectors in C. Therefore, C is

a (|V |, |E|, 7, 2) X-code of constant weight w.

Based on a construction of 3-uniform hypergraphs of girth at least five in [130],

by Proposition 4.2, we have the following result.

Theorem 4.5. For any odd prime power q, there exists a (q(q−1),
(
q
3

)
, 7, 2) X-code

of constant weight 3.

Proof of Theorem 4.5. For any odd prime power q, consider the finite field Fq, let

Cq denote the set of points on the curve 2x2 = x1
2, where (x1, x2) ∈ F2

q.

Define a hypergraph Gq with vertex set V (Gq) = F2
q \Cq. Three distinct vertices

a = (a1, a2), b = (b1, b2) and c = (c1, c2) form a hyperedge {a,b, c} in Gq if and

only if the following three equations hold:
a2 + b2 = a1b1;

b2 + c2 = b1c1;

c2 + a2 = c1a1.

As claimed in [130] (see the Remark on page 9 in [130]), Gq has girth at least

five. Clearly, there are
(
q
3

)
choices for distinct numbers a1, b1 and c1, and each choice

uniquely specifies a2, b2 and c2 satisfying the above three equations. This indicates

that any two choices of the triple {a1, b1, c1} being the same will lead to identical

corresponding hyperedges. Therefore, the number of hyperedges in Gq is precisely(
q
3

)
. By Proposition 4.2, we obtain a (q(q − 1),

(
q
3

)
, 7, 2) X-code of constant weight

3.

Remark 4.2. The construction from Theorem 4.5 actually gives a lower bound on

M3(m, 7, 2) of the form

M3(m, 7, 2) = Ω(m
3
2 ),
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for sufficiently large m. This is better than the lower bound given by (4.6) in Theorem

4.2 in this case, however, compared to the upper bound o(m2) given by Tsunoda and

Fujiwara [192], there is still a gap.

Unfortunately, this construction can not be extended to obtain general constant

weighted X-codes. But at least, together with Proposition 4.2, it provides a way for

constructing large constant weighted X-codes with d = 7 and x = 2.

4.3.3 An improved lower bound for X-codes of constant weight 3 with

x = 2

Notice that when taking w = x + 1 in Theorem 4.2, the general lower bound

given by (4.6) is only a linear function of m for d ≥ 2. Through an elaborate analysis

of the connection between a special kind of 3-uniform hypergraphs and X-codes of

constant weight 3, we prove the following theorem, which improves this lower bound

to Ω(m
9
7 ).

Theorem 4.6. For any positive integer d ≥ 8 and sufficiently large m, there exists

an (m, c ·m 9
7 , d, 2) X-code of constant weight 3, where c > 0 is an absolute constant.

In graph theory, a k-uniform hypergraph H is called Gk(v, e)-free if the union of

any e distinct hyperedges contains at least v+1 vertices. These kinds of hypergraphs

are called sparse hypergraphs. They are important structures in extremal graph

theory and have been well-studied since 1970s (see [11, 86, 123, 184] and the reference

therein). Before we present the proof of Theorem 4.6, we need the following lemma.

Lemma 4.3. For any 3-uniform hypergraph H = (V, E) that is simultaneously

G3(2s, s)-free for each 2 ≤ s ≤ 4 and G3(d3s−1
2
e + 3, s)-free for each 8 ≤ s ≤ d,

the set of all the indicator vectors of hyperedges in E forms a (|V |, |E|, d, 2) X-code

of constant weight 3.

Proof of Lemma 4.3. Consider a 3-uniform hypergraph H0 = (V0, E0) that is si-

multaneously G3(2s, s)-free for each 2 ≤ s ≤ 4 and G3(d3s−1
2
e + 3, s)-free for each

8 ≤ s ≤ d. Since H0 is G3(2s, s)-free for each 2 ≤ s ≤ 4, we know that the girth
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of H0 is at least 5. From the result of Proposition 4.2, the set of all the indicator

vectors C(H0) corresponding to E0 already forms a (|V |, |E|, 7, 2) X-code of constant

weight 3. Therefore, we only have to show that the addition of any s (8 ≤ s ≤ d)

distinct indicator vectors in C(H0) can not be covered by the superimposed sum of

any other two indicator vectors in C(H0).

For each e ∈ E0, denote ve as the indicator vector of e. For each integer

8 ≤ s ≤ d, consider s distinct hyperedges {e1, . . . , es} in E . Assume that there exist

two other hyperedges f1 and f2, such that ve1⊕· · ·⊕ves can be covered by vf1∨vf2 .

Denote V0 as the set of vertices in
⋃s
i=1 ei that are contained in even number of

hyperedges in {e1, . . . , es} and V1 as the set of vertices in
⋃s
i=1 ei that are contained

in odd number of hyperedges in {e1, . . . , es}. Then the assumption indicates that

V1 ⊆ f1 ∪ f2. Since H is a 3-uniform hypergraph, we have

|V1| ≤ 6 and 2|V0|+ |V1| ≤ 3s. (4.9)

Now, for a fixed integer 8 ≤ s0 ≤ d, according to inequality (4.9) and the parity

of s0, we have

|
s0⋃
i=1

ei| = |V0|+ |V1| ≤ d
3s0 − 1

2
e+ 3.

This implies that these s0 distinct hyperedges {e1, . . . , es0} are spanned by at most

d3s0−1
2
e + 3 distinct vertices in H0, which contradicts the condition that H0 is

G3(d3s−1
2
e + 3, s)-free for each 8 ≤ s ≤ d. Thus, for each 8 ≤ s ≤ d, the addition of

any distinct s indicator vectors in C(H0) can not be covered by the superimposed

sum of other 2 indicator vectors. Therefore, combined with former analysis, the set

of all the indicator vectors in C(H0) forms a (|V |, |E|, d, 2) X-code of constant weight

3.

Now, we present the proof of Theorem 4.6.

Proof of Theorem 4.6. By Lemma 4.3, we only need to construct a 3-uniform hyper-

graph H0 that is simultaneously G3(2s, s)-free for each 2 ≤ s ≤ 4 and G3(d3s−1
2
e +

3, s)-free for each 8 ≤ s ≤ d with Ω(m
9
7 ) hyperedges.
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Let V be a finite set of points and |V | = m, take a subset B of triples by picking

elements of
(
V
3

)
uniformly and independently at random with probability p. Then

we have

E[|B|] = p ·
(
|V |
3

)
.

For each 2 ≤ s ≤ 4, denote Ds as the set of s-subsets in B that are spanned

by at most 2s points in V , i.e., for each {B1, . . . , Bs} ∈ Ds ⊆
(B
s

)
, |
⋃s
i=1Bi| ≤ 2s.

Then we have

ps ·
(
|V |
2s

)
≤ E[|Ds|] ≤

(
2s

3

)s
· ps ·

(
|V |
2s

)
,

for each 2 ≤ s ≤ 4.

For each 8 ≤ s ≤ d, denote Ds as the set of s-subsets in B that are spanned by

at most d3s−1
2
e+ 3 points in V , i.e., for each {B1, . . . , Bs} ∈ Ds ⊆

(B
s

)
, |
⋃s
i=1 Bi| ≤

d3s−1
2
e+ 3. Then we have

ps ·
(

|V |
d3s−1

2
e+ 3

)
≤ E[|Ds|]

≤
(
d3s−1

2
e+ 3

3

)s
· ps ·

(
|V |

d3s−1
2
e+ 3

)
,

for each 8 ≤ s ≤ d.

By deleting at most one triple from each s-subset in Ds, for 2 ≤ s ≤ 4 and

8 ≤ s ≤ d, the remaining triples form a 3-uniform hypergraph that is simultaneously

G3(2s, s)-free for each 2 ≤ s ≤ 4 and G3(d3s−1
2
e+ 3, s)-free for each 8 ≤ s ≤ d. Now,

take p = 1
30
· m− 12

7 and 0 ≤ c ≤ 1
30

. For m sufficiently large, we have E[|Ds|] =

o(E[|B|]) for 2 ≤ s ≤ d, s 6= 8. Therefore, by the linearity of expectation, we have

E[|B| −
d∑
s=2

|Ds|] ≥ p ·
(
|V |
3

)
· (1− o(1))− (455)8

14!
· p8 · |V |15

≥ c ·m
9
7 .

Therefore, with positive probability, there exists a 3-uniform hypergraph H that is

simultaneously G3(2s, s)-free for each 2 ≤ s ≤ 4 and G3(d3s
2
e + 3, s)-free for each

8 ≤ s ≤ d with vertex set V and c ·m 9
7 hyperedges. This completes the proof.
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§ 4.4 r-even-free triple packings and X-codes with higher

error tolerance

To construct X-codes with x = 2 and weight 3, Fujiwara and Colbourn [79]

introduced the notion of r-even-free triple packing, which was further studied in

[192]. In this section, by obtaining an existence result of the corresponding 6-even-

free triple packing, we prove a lower bound on the maximum number of codewords

of an (m,n, 1, 2) X-code of constant weight 3 which can detect up to three erroneous

bits if there is only one X in the raw response data and up to six erroneous bits if

there is no X, this improves the lower bound given in [192]. And we also extend

this lower bound to a general case.

A triple packing of order v is a set system (V,B) such that B is a family of

triples of a finite set V and any pair of elements of V appears in B at most once.

Given a triple packing (V,B), we call subset C in B an i-configuration if |C| = i.

A configuration C is even if for every vertex v ∈ V appearing in C, the number

|{B : v ∈ B ∈ C}| of triples containing v is even. And a triple packing (V,B)

is r-even-free if for every integer i satisfying 1 ≤ i ≤ r, B contains no even i-

configurations.

By carefully analysing the structure of r-even-free triple packing, Fujiwara and

Colbourn [79] obtained the following theorem which relates the r-even-free triple

packing to a special kind of X-codes.

Theorem 4.7. [79] For r ≥ 4, if there exists an r-even-free triple packing (V,B),

there exists a (|V |, |B|, 1, 2) X-code of constant weight 3 that is also a (|V |, |B|, 3, 1)

X-code and a (|V |, |B|, r, 0) X-code.

Using the existence results of anti-Pasch Steiner triple systems, Fujiwara and

Colbourn [79] proved that for every m ≡ 1, 3 ( mod 6) and m /∈ {7, 13}, there exists

an (m,m(m−1)/6, 1, 2) X-code of constant weight 3 that is an (m,m(m−1)/6, 3, 1)

X-code and an (m,m(m − 1)/6, 5, 0) X-code. And they also proved the existence

of a 6-even-free triple packing B of order m with |B| = 6.31× 10−3×m1.8 using the
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probabilistic method, which gives a lower bound on the size of the corresponding

X-code given by Theorem 4.7.

Recently, according to a complete characterization of all the forbidden even

configurations in the 6-even-free triple packing, Tsunoda and Fujiwara [192] obtained

the following result, which improves the lower bound 6.31 × 10−3 × m1.8 given in

[79].

Theorem 4.8. [192] For sufficiently large m, there exists an (m, c′·m1.8, 1, 2) X-code

of constant weight 3 that is also an (m, c′ ·m1.8, 3, 1) X-code and an (m, c′ ·m1.8, 6, 0)

X-code, where c′ = 5
36

( 1
72

)
1
5 .

Inspired by the probabilistic hypergraph independent set approach introduced

by Duke et al. [51], we prove the following theorem, which improves the order of

magnitude of the lower bound in Theorem 4.8 by a factor of (logm)
1
5 .

Theorem 4.9. For sufficiently large m, there exists an (m, c0 · m
9
5 (logm)

1
5 , 1, 2)

X-code of constant weight 3 that is also an (m, c0 ·m
9
5 (logm)

1
5 , 3, 1) X-code and an

(m, c0 ·m
9
5 (logm)

1
5 , 6, 0) X-code, where c0 > 0 is an absolute constant.

An even 4-configuration is called a Pasch, if it has the form {{a, b, c}, {a, e, f}

,{b, d, f}, {c, d, e}}. An even 6-configuration is called a grid if it has the form

{{a, b, c}, {d, e, f}, {g, h, i}, {a, d, g}, {b, e, h}, {c, f, i}}, and a double triangle if it has

the form {{a, b, c}, {c, d, e}, {e, f, g}, {a, g, h}, {b, h, i}, {d, f, i}}. Before we present

the proof of Theorem 4.9, we need the following proposition.

Proposition 4.3. [192] A triple packing contains no Pasches, grids or double tri-

angles is 6-even-free.

Proof of Theorem 4.9. By Theorem 4.7 and Proposition 4.3, we only need to con-

struct a triple packing without Pasches, grids and double triangles.

Let V be a finite set of points and |V | = m, take a subset B of triples by picking

elements of
(
V
3

)
uniformly and independently at random with probability p.
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Denote D2 as the set of non-linear triple pairs in B, i.e., for each {B1, B2} ∈

D2 ⊆
(B

2

)
, |B1 ∩B2| ≥ 2. Then we have

E[|D2|] ≤
(

4

3

)2

· p2 ·
(
|V |
4

)
.

Denote D4 as the set of Pasches, D61 as the set of grids and D62 as the set of

double triangles in B, we have

E[|D4|] ≤ 6! · p4 ·
(
|V |
6

)
,

and (
9

3

)
·
(

6

3

)
· p6 ·

(
|V |
9

)
≤ E[|D61|],E[|D62|] ≤ 9! · p6 ·

(
|V |
9

)
.

Let Y = {(C1, C2) : C1, C2 ∈ D61tD61 and |C1∩C2| ≥ 2}, then Y = Y1tY2tY3,

where Y1 = Y ∩(D61×D61), Y2 = Y ∩(D62×D62) and Y3 = Y ∩(D61×D62∪D62×D61).

Through a routine analysis about intersection patterns of pairs in Yi, since p ≤ 1,

we have 
E[|Y1|] ≤ c1 · (p10m13 + p9m11 + p8m10);

E[|Y2|] ≤ c2 · (p10m13 + p9m12 + p8m10);

E[|Y3|] ≤ c3 · (p10m13 + p9m11 + p8m10),

for three absolute constants c1, c2, c3. This leads to

E[|Y |] ≤ C0 · (p10m13 + p9m12 + p8m10),

for some absolute constant C0 ≥ (c1 + c2 + c3).

Now, take H as a random 6-uniform hypergraph with vertex set B and hyper-

edge set

E(H) = {{B1, . . . , B6} : {B1, . . . , B6} forms a

grid or a double triangle in B},

and set p = m−( 9
8

+ε) for some ε small enough such that 0 < ε < 3
40

.

Then, for m large enough, we have

E[|D2|],E[|D4|],E[|Y |]� E[|B|].
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Thus, with probability at least 3
4
, we can delete at most one triple from each non-

linear pair, Pasch and C1 ∪ C2 for (C1, C2) ∈ Y , obtaining a linear induced 6-uniform

subhypergraph H′ of H with at least 3
4
· |V (H)| vertices such that the vertex set of

H′ contains no non-linear triple pairs and Pasches.

Meanwhile, since

E[|V (H)|] = E[|B|] = (
1

6
− o(1)) ·m

15
8
−ε

and

m
9
4
−6ε

532
≤ E[|E(H)|] = E[|D61 ∪D62|] ≤ (2− o(1)) ·m

9
4
−6ε,

by Chernoff bound, for m large enough, we have
m

15
8 −ε

12
≤ |V (H)| ≤ m

15
8 −ε

3
;

m
9
4−6ε

103 ≤ |E(H)| ≤ 3m
9
4
−6ε,

with probability at least 7
8
. Therefore, the average degree of H

d̄H ≤ 216m
3
8
−5ε

with probability at least 7
8
. Thus, by Markov’s inequality, with probability at least 3

4
,

the hypergraphH contains at most 1
4
·|V (H)| vertices of degree exceeding 104 ·m 3

8
−5ε.

Therefore, with probability at least 1
2
, we can delete these vertices and obtain a linear

subhypergraph H′′ of H′ with at least ( 1
24

) ·m 15
8
−ε vertices and maximum degree at

most 104 ·m 3
8
−5ε.

Finally, by Lemma 4.1, we have

α(H′′) ≥ c0 ·m
9
5 (logm)

1
5 ,

for some absolute constant c0 > 0. Since an independent set I in H′′ is a triple

packing that contains no Pasch, grid or double triangle, thus the above inequality

guarantees the existence of a 6-even-free triple packing of order c0 ·m
9
5 (logm)

1
5 . This

completes the proof.
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The above approach can also be applied to obtain general r-even-free triple

packings.

Note that for any even i-configuration C, 1 ≤ i ≤ r, we have

degC(v) ≡ 0 mod 2,

for every v ∈ V . Since (V, C) is a triple system, we also have∑
v∈V

degC(v) = 3 · |C| = 3i. (4.10)

Thus, for odd i, an i-configuration C cannot be even, and for even i, an i-configuration

C involves at most 3i
2

points in V .

Now, take a triple packing (V,B) as a 3-uniform linear hypergraph with vertex

set V , from the perspective of sparse hypergraphs, for even i, a G3(3i
2
, i)-free 3-

uniform linear hypergraph is a triple packing that contains no even i-configurations.

Ranging i from 1 to r, we have the following proposition.

Proposition 4.4. If a 3-uniform linear hypergraph H is simultaneously G3(3i
2
, i)-free

for every even 1 ≤ i ≤ r, then H is an r-even-free triple packing.

Let r′ = b r
2
c and V be a finite set of points, consider a random triple system

(V,B) by picking elements of
(
V
3

)
uniformly and independently with a proper prob-

ability p. First, estimate the expectations of the number of non-linear triple pairs

and the number of forbidden G3(3i
2
, i)s for every even 1 ≤ i ≤ r. Then, construct a

2r′-uniform random hypergraph with the set of triples B as its vertex set such that

any 2r′ triples form a hyperedge if and only if they involve at most 3r′ points in

V . Using a similar probabilistic hypergraph independent set approach as that for

Theorem 4.9, one can obtain the following theorem.

Theorem 4.10. For sufficiently large m, there exists an r-even-free triple packing

B of order m such that

|B| = Ω(m
3r′

2r′−1 (logm)
1

2r′−1 ),

where r′ = b r
2
c.
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Combining the above result with Theorem 4.7, we immediately have

Corollary 4.4.1. For sufficiently large m, there exists an (m,Ω(m
3r′

2r′−1 (logm)
1

2r′−1 ), 1, 2)

X-code of constant weight 3 that is also an (m,Ω(m
3r′

2r′−1 (logm)
1

2r′−1 ), 3, 1) X-code

and an (m,Ω(m
3r′

2r′−1 (logm)
1

2r′−1 ), r, 0) X-code, where r′ = b r
2
c.

Remark 4.3. A little different from the case r = 6, for general r, we can not fully

characterize the specific even configurations that shall be forbidden to obtain an r-

even-free triple packing. Thus, a stronger restriction has been required in Proposition

4.4.

§ 4.5 Concluding remarks and further research

In this chapter, we investigate the maximum number Mw(m, d, x) of an X-code

of constant weight w with testing quality parameters d and x. We obtain general

lower and upper bounds for Mw(m, d, x) and further improve the lower bound for

the case with w = 3 and x = 2. Using tools from additive combinatorics and finite

fields, we also obtain some explicit constructions for cases d = 3, 7 and x = 2, which

improve the corresponding general lower bounds. Moreover, we study a special class

of (m,n, 1, 2) X-codes of constant weight 3 which can also detect many erroneous

bits if there is at most one X.

We summarize our lower bounds for Mw(m, d, x) in Table 4.1, and for conve-

nience, we also include the best known corresponding upper bounds.

Although many works have been done about bounding Mw(m, d, x), in most

cases, the gaps between the upper bounds and the lower bounds are still quite large.

For cases d = 3, x = 2 and w = 3, constructions given by Theorem 4.4 narrow the

gaps between the upper bounds and the lower bounds to an ε over the exponent.

We expect methods from other aspects can provide some better constructions.
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L 4.1 Upper and lower bounds for Mw(m, d, x)

Lower Bounds Upper Bounds

Mw(m, d, x) (1− o(1))
( m
dw/(x+d−1)e)

( w
dw/(x+d−1)e)

( m
dwx e

)

( w−1
dwx e−1)

(see (4.5) in Theorem 4.2)

M3(m, d, 2) Ω(m
9
7 ) o(m2) (see [192])

Mw(m, 3, 2) (w ≥ 4) Ω(m2)
O(mdw/2e)

(see (4.7) in Section III.A)

M3(m, 3, 2) Ω(m2−ε)
O(m2)

(see (4.7) in Section III.A)

M3(m, 7, 2) Ω(m
3
2 ) o(m2) (see [192])
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Chapter 5 Two kinds of codes in distributed storage

systems: locally recoverable codes and

maximally recoverable codes

§ 5.1 Introduction

The ever-increasing amounts of data created and transported through the inter-

net is urgently demanding efficient and reliable storage, which resulted in distributed

storage systems relying on distinct storage nodes. Traditional large scale distributed

storage systems used to store data in a redundant form to ensure reliability against

node failures. However, this strategy entails large storage overhead and is costly

and nonadaptive for modern systems. To ensure the reliability with better efficien-

cy, erasure coding schemes are employed, such as in Windows Azure [107] and in

Facebook’s Hadoop cluster [185]. However, in such schemes, if one node fails, which

is the most common failure scenario, we may recover it by accessing a large amount

of the remaining nodes. This is a time consuming recovery process, especially in

large-scale distributed file systems.

To maintain high repair efficiency with less bandwidth, locally repairable codes

(LRCs) were introduced in [91]. A block code is called a locally repairable code with

locality r if any failed code symbol can be recovered by accessing at most r survived

ones. Moreover, if this code is linear, r should be much smaller than code dimension

k. Therefore, LRCs can guarantee efficient recovery of single node failures with low

repair bandwidth. As a result, LRCs have been implemented in many large scale

systems e.g., Microsoft Azure [107] and Hadoop HDFS [171].
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Along with locality, the notion of maximally recoverability was first introduced

by Chen et al. [43] for multi-protection group codes, and then extended by Gopalan

et al. [91] to general settings. Different from locality, maximally recoverability

contains global constraints and can be considered for general coding schemes. To

specify constraints of the repair coding schemes, Gopalan et. al [91] introduced the

concept of topology of a code. Based on this, they obtained a general upper bound

on the minimal size of the field over which maximally recoverable codes (MRCs) for

general topology exist.

Over the past few years, the concepts of locality and maximally recoverability

have been generalized and studied in many different aspects. As one major general-

ization of LRCs, codes with (r, δ)-locality ((r, δ)-LRCs) was introduced by Prakash

et al. [160], which extends the capability of repairing one erasure within each repair

set to δ−1 erasures. Like original LRCs, a Singleton-type upper bound on the min-

imum distance of (r, δ)-LRCs was given in [160]. Recently, finding constructions of

the optimal LRCs and optimal (r, δ)-LRCs with respect to such bounds has become

an interesting and challenging work, which attracted lots of researchers. For exam-

ples, see [112, 113, 132, 142, 178, 186, 188, 208] for constructions of optimal LRCs

and see [39, 42, 213, 214] for constructions of optimal (r, δ)-LRCs. For the study of

availabilities of LRCs, see [38, 39, 164, 177, 187, 200], and for the study of codes with

hierarchical locality (H-LRCs), see [17, 141, 170, 214]. For other generalizations of

LRCs, we refer to the survey [15]. As for MRCs, see [91, 93, 95, 96, 99, 162].

Due to their efficient transmission performances and fast implementations in

practical applications, longer codes over smaller fields are favored. In this spirit,

Guruswami et al. [98] asked how long optimal (r, δ)-LRCs can be when the size

q of the underlying field and other parameters are given. They considered this

question for the case δ = 2 and proved an upper bound on the code length. Through

a greedy algorithm, they also constructed optimal (r, 2)-LRCs with super-linear

(in q) length, which confirmed the tightness of their upper bound for some cases.

Latter in [39], Cai et al. considered this question for the general case δ > 2 and
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derived a general upper bound on the length of optimal (r, δ)-LRCs. Furthermore,

using combinatorial objects such as union-intersection-bounded families, packings

and Steiner systems, they obtained optimal (r, δ)-LRCs with length Ω(qδ), which

meet their upper bound on the code length when the minimal distance d satisfies

2δ+1 ≤ d ≤ 3δ. Very recently, Cai and Schwartz [40] extended their results in [39] to

codes that not only have information (r, δ)-locality but also can recover some erasure

patterns beyond the minimum distance. They also introduced a new kind of array

codes called generalized sector-disk (GSD) codes, which can recover special erasure

patterns mixed of whole disk erasures together with additional sector erasures that

are beyond the minimum distance.

In this chapter, through parity-check matrix approach, we provide general con-

structions for both optimal (r, δ)-LRCs with all symbol locality and optimal (r, δ)-

LRCs with information locality and extra global recoverability. Our constructions

are built on a connection between sparse hypergraphs in extremal combinatorics and

optimal (r, δ)-LRCs, which can be viewed as a generalization of a work of Xing and

Yuan [208]. Based on known results and a probabilistic construction about sparse

hypergraphs, we obtain optimal (r, δ)a-LRCs (codes with all symbol (r, δ)-locality)

and optimal (r, δ)i-LRCs (codes with information (r, δ)-locality) with length super-

linear in q. Compared to the results in [39] and [40], our results provide longer codes

for d ≥ 3δ + 1. Furthermore, as two applications of our constructions, we construct

optimal H-LRCs with super-linear length, which improves the results given by [213];

and we also provide a construction of generalized sector-disk codes with unbounded

length.

With the same purpose of deploying longer codes in storage, Gopalan et al. [93]

proposed grid-like topologies, which unified a number of topologies considered both

in theory and practice: Consider an m×n matrix, each entry storing a data from a

finite field F. Every row satisfies a parity constraints, every column satisfies b parity

constraints and all mn entries satisfies h additional global parity constraints. This

topology is denoted by Tm×n(a, b, h). In [93], the authors considered MRCs for gen-
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eral grid-like topologies and established a super-polynomial lower bound on the field

size required for the existence of MRCs instantiating topologies Tm×n(a, b, h) with

a, b, h ≥ 1. They also obtained a full combinatorial characterization of correctable

erasure patterns for topology Tm×n(1, b, 0). Recently, by relating the problem to the

independence number of the Birkhoff polytope graph, Kane et al. [117] improved

the lower bound to q ≥ 2(n
2
−2) using the representation theory of the symmetric

group. They also obtained an upper bound q ≤ 23n using recursive constructions.

As for other related works, Gandikota et al. [85] considered the maximal recover-

ability for erasure patterns of bounded size. Shivakrishna et al. [176] considered the

recoverability of the extended erasure patterns for topologies T(m+m′)×n(2, b, 0). It

is worth noting that, Gopi et al. [95] recently obtained a super-linear lower bound

for maximally recoverable LRCs which can be viewed as the MRCs for topology

Tn
r
×r(a, 0, h).

In this chapter, we focus on the MRCs instantiating topologies of the form

Tm×n(1, b, 0). Based on pseudo-parity check matrix approach, we prove a general

upper bound on the size of the field required for the existence of MRCs instantiating

topologies Tm×n(1, b, 0). For special topologies T4×n(1, 2, 0) and T3×n(1, 3, 0), this

upper bound is further improved. Moreover, we also obtain a polynomial lower

bound on the size of the field required for MRCs instantiating Tm×n(1, 2, 0). As far

as we know, this is the first super linear lower bound on field size of MR tensor

codes under any setting.

The remainder of this chapter is organized as follows. In Section § 5.2, we

fix some notations and provide preliminaries on locally repairable codes, grid-like

topologies and maximal recoverability. In Section § 5.3, we present our construc-

tions of optimal (r, δ)-LRCs with all symbol locality and optimal (r, δ)-LRCs with

information locality and extra global recoverability. In Section § 5.4, we first give

a brief introduction about Tuŕan-type problems for sparse hypergraphs, and then

based on constructions of a special kind of sparse hypergraphs, we obtain optimal

(r, δ)a-LRCs and optimal (r, δ)i-LRCs with super-linear length. In Section § 5.5,
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we provide two applications of our constructions for H-LRCs and GSD codes. In

Section § 5.6, we present our general upper bound on the field size required for the

existence of MRCs instantiating Tm×n(1, b, 0). In Section § 5.7, we further study M-

RCs for two special topologies: Tm×n(1, 2, 0) and Tm×n(1, 3, 0). Finally, we conclude

this chapter with some remarks in Section § 5.8.

§ 5.2 Preliminaries

5.2.1 Notation

Firstly, we introduce some notations and terminologies that will be frequently

used throughout this chapter:

• Let q be the power of a prime p, Fq be the finite field with q elements, Fnq be

the vector space of dimension n over Fq and Fm×nq be the collection of all m×n

matrices with elements in Fq.

• C is said to be an [n, k, d]q code (or [n, k, d] code for short when q is clear) if C

is a linear code over Fq with length n, dimension k and minimum distance d.

• Let C be an [n, k, d] code and S ⊆ [n], |S| = k. We say that S is an information

set if the restriction C|S = Fkq .

• Let C1 be an [n1, k1, d1] code and C2 be an [n2, k2, d2] code. The tensor product

C1 ⊗ C2 is an [n1n2, k1k2, d1d2] code such that the codewords of C1 ⊗ C2 are

matrices of size n1×n2, where each column belongs to C1 and each row belongs

to C2. If U ⊆ [n1] is an information set of C1 and V ⊆ [n2] is an information set

of C2, then U × V is an information set of C1 ⊗ C2 (see [144]).

• Let In be the n × n identity matrix. And let 1n and 0n be the all-one and

all-zero vectors, respectively.

• For x ≥ 0, we use bxc and dxe to denote the floor function and ceiling function

of x, respectively.
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• We use O to denote the zero matrix with proper size according to the context.

• A vector over Fq is said to be Vandemonde-type with generator (or generating

element) a if it has the form b(1, a, a2, · · · )T for some a, b ∈ F∗q. For a set of

Vandemonde-type vectors {vi}si=1, the generating set of {vi}si=1 consists of all

the generators for every vi, 1 ≤ i ≤ s.

• For positive integers m and n, let E be a subset of [n] with size s. Write

E = {i1, . . . , is} when s ≥ 1 and E = ∅ when s = 0. Let H = (h1,h2, . . . ,hn)

be a matrix of size m × n, where hi ∈ Fmq for 1 ≤ i ≤ n. Then, the restriction

of H over E is defined as H|E = (hi1 ,hi2 , . . . ,his) when s ≥ 1 and H|E = (),

i.e., the empty matrix, when s = 0.

• We use the standard Bachmann-Landau notations Ω(·), θ(·), O(·) and o(·),

whenever the constant factors are not important.

5.2.2 (r, δ)-locality

Now we state the formal definition of (r, δ)-locality.

Definition 5.1. ([160]) Let C be an [n, k, d]q code. The ith code symbol ci of C is

called to have locality (r, δ) if there exists a subset Si ⊂ [n] satisfying

• i ∈ Si and |Si| ≤ r + δ − 1,

• the minimum distance of the code C|Si obtained by deleting code symbols ci,

i ∈ [n]\Si, is at least δ.

An [n, k, d]q code C is said to have all symbol (r, δ)-locality ((r, δ)a-locality) if

all symbols of C have locality (r, δ) and it is said to have information (r, δ)-locality

((r, δ)i-locality), if there exists a k-set I ⊆ [n] with rank(I) = k such that for every

i ∈ I, the ith symbol has (r, δ)-locality. As shown in [160], for both [n, k, d]q codes

with (r, δ)a-locality and [n, k, d]q codes with (r, δ)i-locality, their minimal distance d

satisfies the following Singleton-type bound:

d ≤ n− k + 1− (

⌈
k

r

⌉
− 1)(δ − 1). (5.1)
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When the equality in (5.1) holds, the code C is called optimal. For the sake of our

construction, we change the form of the Singleton-type bound as follows.

Lemma 5.1. Assume that (r+δ−1)|n. If the Singleton-type bound (5.1) is achieved,

then

n− k = (δ − 1)
n

r + δ − 1
+ d− δ − (δ − 1)

⌊
d− δ

r + δ − 1

⌋
. (5.2)

Proof. Suppose that d = n − k + 1 − (dk
r
e − 1)(δ − 1). Write k = ar − b for some

integers a ≥ 1 and 0 ≤ b ≤ r − 1. Substituting k = ar − b back into (5.1), we can

get d = n − (ar − b) − (δ − 1)a + δ = n − (r + δ − 1)a + b + δ. This implies that

a = n
r+δ−1

− d−δ−b
r+δ−1

. Since n
r+δ−1

is an integer, thus (r + δ − 1)|d− b− δ. Therefore,

we further have a = n
r+δ−1

− b d−δ
r+δ−1

c. Finally, the result follows from

d = n−k−(a−1)(δ−1)+1 = n−k− n

r + δ − 1
(δ−1)−

⌊
d− δ

r + δ − 1

⌋
(δ−1)+δ.

Remark 5.1. Similar results are shown in [98] and [208] for the case δ = 2.

Remark 5.2. When r = d − δ and (r + δ − 1)|n, the Singleton-type bound (5.1)

can’t be met. Indeed, let x be the least nonnegative integer satisfying

d+ x = n− k + 1− (

⌈
k

r

⌉
− 1)(δ − 1).

Since we can assume k = ar− b for some integers a ≥ 1 and 0 ≤ b ≤ r− 1, thus we

have

d+ x = n− a(r + δ − 1) + b+ δ.

As r = d− δ, it follows that

r + x− b = n− a(r + δ − 1).

Then r + x− b must be divisible by r + δ − 1. So x = δ − 1 + b. This indicates that

the minimum distance d of C is upper bounded by

d ≤ n− k + 1−
⌈
k

r

⌉
(δ − 1). (5.3)

When C meets the bound (5.3), we say it is optimal for this case. When δ = 2, such

phenomenon has already appeared in [91].
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5.2.3 Maximal recoverability for general topologies

Let z1, . . . , zm be variables over the field Fq. Consider an (n − k) × n matrix

P = {pij} where each pij ∈ Fp[z1, . . . , zm] is an affine function of the zis over Fp:

pij(z1, . . . , zm) = cij0 +
m∑
k=1

cijkzk, cijk ∈ Fp. (5.4)

We refer the matrix P as a topology. Fix an assignment {zi = αi}mi=1, where αi ∈ Fq.

Viewing P (α1, . . . , αm) as a parity check matrix, then it defines a linear code which

is denoted by C(α1, . . . , αm). And we say code C instantiates P . Intuitively, the

topology defined above characterizes the structure of the linear dependency among

all the coordinates and represents a family of parity check matrices sharing same

structure. For example, let m = n, take cijj = ai−1
j for n distinct aj ∈ Fq \ {0} and

cijk = 0 for all the other (i, j, k) ∈ [n−k]× [n]× ([n]∪{0}). Then for an assignment

{zi = αi}mi=1 ⊆ Fq \ {0}, pij = αja
i−1
j and P (α1, . . . , αm) is a parity check matrix of

an [n, k]-RS code.

A set S ⊆ [n] of columns of P is called potentially independent if there exists

an assignment {zi = αi}mi=1 where αi ∈ Fq such that the columns of P (α1, . . . , αm)

indexed by S are linearly independent.

Definition 5.2. [91] The code C(α1, . . . , αm) instantiating the topology P is called

maximally recoverable if every set of columns that is potentially independent in P is

linearly independent in P (α1, . . . , αm).

Using the Sparse Zeros Lemma (see Theorem 6.13 in [133]), Gopalan et al.

[91] proved the following upper bound on the size of field over which the maximally

recoverable codes for any topologies P exist.

Theorem 5.1. [91] Let P ∈ (Fp[z1, . . . , zm])(n−k)×n be an arbitrary topology. If

q > (n− k) ·
(

n
≤n−k

)
, then there exists an MR instantiation of P over the field Fq.

5.2.4 Grid-like topologies

Unifying and generalizing a number of topologies considered both in coding

theory and practice, Gopalan et al. [93] proposed the following family of topologies
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called grid-like topologies via dual constraints.

Definition 5.3. [93] Let m ≤ n be integers. Consider an m × n array of symbols

{xij}i∈[m],j∈[n] over the field Fq. Let 0 ≤ a ≤ m − 1, 0 ≤ b ≤ n − 1, and 0 ≤ h ≤

(m − a)(n − b) − 1. Let Tm×n(a, b, h) denote the topology where there are a parity

check equations per column, b parity check equations per row, and h global parity

check equations that depend on all symbols. Topologies of the form Tm×n(a, b, h) are

called grid-like topologies.

Furthermore, we say a collection of arrays C in Fm×nq to be a code that instan-

tiates the topology Tm×n(a, b, h), if there exist {α(k)
i }i∈[m],k∈[a], {β(k)

j }j∈[n],k∈[b] and

{γ(k)
ij }i∈[m],j∈[n],k∈[h] in Fq such that for each codeword C = (cij)i∈[m],j∈[n] ∈ C:

1. Each column j ∈ [n] satisfies the constraints

m∑
i=1

α
(k)
i cij = 0, ∀k ∈ [a]. (5.5)

2. Each row i ∈ [m] satisfies the constraints

n∑
j=1

β
(k)
j cij = 0, ∀k ∈ [b]. (5.6)

3. All the symbols satisfy h global constraints

m∑
i=1

n∑
j=1

γ
(k)
ij cij = 0, ∀k ∈ [h]. (5.7)

Definition 5.4. An erasure pattern is a set E ⊆ [m] × [n] of symbols. Pattern

E is correctable for the topology Tm×n(a, b, h) if there exists a code instantiating

the topology where the variables {xij}(i,j)∈E can be recovered from the parity check

equations (5.5), (5.6) and (5.7).

Clearly, constraints in (5.5) and (5.6) guarantee the local dependencies in each

column and row respectively, and constraints in (5.7) ensure some additional recov-

erability. Notably, constraints in (5.5) specify a code Ccol ⊆ Fmq and constraints in

(5.6) specify a code Crow ⊆ Fnq . If h = 0, i.e., there are no extra global constraints for

all symbols, then the code specified with the settings from Definition 5.3 is exactly

the tensor product code Ccol ⊗ Crow.
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Definition 5.5. A code C that instantiates the topology Tm×n(a, b, h) is Maximally

Recoverable (MR) if it can correct every erasure pattern that is correctable for the

topology.

The maximally recoverability requires a code that instantiates the topology

Tm×n(a, b, h) to have many good properties, especially the MDS property.

Proposition 5.1. [93] Let C be an MR instantiation of the topology Tm×n(a, b, h).

We have

1. The dimension of C is given by

dim C = (m− a)(n− b)− h. (5.8)

Moreover,

dim Ccol = m− a and dim Crow = n− b. (5.9)

2. Let U ⊆ [m], |U | = m − a and V ⊆ [n], |V | = n − b be arbitrary. Then

C|U×V is an

[(m− a)(n− b), (m− a)(n− b)− h, h+ 1]

MDS code. Any subset S ⊆ U × V , |S| = (m− a)(n− b)− h is an information set.

3. Assume

h ≤ (m− a)(n− b)−max {(m− a), (n− b)}, (5.10)

then the code Ccol is an [m,m− a, a + 1] MDS code and the code Crow is an [n, n−

b, b + 1] MDS code. Moreover, for all j ∈ [n], C restricted to column j is the code

Ccol, and for all i ∈ [m], C restricted to row i is the code Crow.

Considering the topology Tm×n(a, b, 0), the MRC C that instantiates this topol-

ogy can be viewed as the tensor product code Ccol ⊗ Crow. Based on the MDS

properties for both Ccol and Crow, for a corresponding erasure pattern, we know that

if some column has less than a+ 1 erasures or some row has less than b+ 1 erasures,

we can decode it. Therefore, the erasure pattern that really matters shall have at

least a+ 1 erasures in each column and at least b+ 1 erasures in each row.
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Definition 5.6. An erasure pattern E ⊆ [m] × [n] for the topology Tm×n(a, b, 0) is

called irreducible, if for any (i, j) ∈ E, |I(j)| = |{i′ ∈ [m] : (i′, j) ∈ E}| ≥ a+ 1 and

|J(i)| = |{j′ ∈ [n] : (i, j′) ∈ E}| ≥ b+ 1.

These kinds of patterns were originally mentioned in [93] and also appeared

in [176]. While Gopalan et al. [93] were trying to characterize the correctable

erasure patterns for grid-like topologies, they considered the natural question: are

irreducible patterns uncorrectable? In order to address this question, they introduced

the following notion of regularity for erasure patterns.

Definition 5.7. [93] Consider the topology Tm×n(a, b, 0) and an erasure pattern E.

We say that E is regular if for all U ⊆ [m], |U | = u and V ⊆ [n], |V | = v we have

|E ∩ (U × V )| ≤ va+ ub− ab. (5.11)

By reducing the regular erasure patterns to the irreducible case, the authors

proved the following equivalent condition of the correctable erasure patterns for the

topology Tm×n(1, b, 0).

Theorem 5.2. [93] An erasure pattern E is correctable for the topology Tm×n(1, b, 0)

if and only if it is regular for Tm×n(1, b, 0).

5.2.5 Pseudo-parity check matrix

Let C be an [n, k] linear code with a parity check matrix H ∈ F(n−k)×n
q , then

we have the following well-known fact about H.

Fact .1. [144] Assume a subset E ⊆ [n] of the coordinates of C are erased, then they

can be recovered if and only if the parity check matrix H restricted to coordinates in

E has full rank.

Take C = Ccol ⊗ Crow as the tensor product code that instantiates the topology

Tm×n(a, b, 0), where Ccol and Crow are codes specified by (5.5) and (5.6), respectively.

For simplicity, for each codeword c ∈ C write

c = (c11, . . . , c1n, c21, . . . , c2n, . . . , cm1, . . . , cmn),
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where for each j ∈ [n], (c1j, . . . , cmj) is a codeword in Ccol and for each i ∈ [m], (ci1, . . .,

cin) is a codeword in Crow.

Denote Hcol and Hrow as the parity check matrices of Ccol and Crow respectively,

assume

Hcol =


α

(1)
1 α

(1)
2 · · · α

(1)
m

α
(2)
1 α

(2)
2 . . . α

(2)
m

...
...

. . .
...

α
(a)
1 α

(a)
2 . . . α

(a)
m

 and Hrow =


β

(1)
1 β

(1)
2 · · · β

(1)
n

β
(2)
1 β

(2)
2 . . . β

(2)
n

...
...

. . .
...

β
(b)
1 β

(b)
2 . . . β

(b)
n

 .

Then consider the following (an+ bm)×mn matrix:

H(a,b,0) =



H1 H2 · · · Hm

Hrow 0 . . . 0

0 Hrow . . . 0
...

...
. . .

...

0 0 . . . Hrow


, (5.12)

where

Hi =


~αi 0 0 · · · 0

0 ~αi 0 . . . 0
...

...
...

. . .
...

0 0 0 . . . ~αi


(a·n)×n

and ~αi =


α

(1)
i

α
(2)
i

...

α
(a)
i

 . (5.13)

From the above construction, we can see that H(a,b,0) includes all the parity check

constraints of C, and it can be easily verified that H(a,b,0) · cT = 0 for each codeword

c ∈ C. Since the size of H(a,b,0) is (an + bm) × mn, instead of the parity check

matrix of C, it can only be regarded as an approximation of the parity check matrix.

Therefore, we call H(a,b,0) a pseudo-parity check matrix of the code C.

Similar to Fact .1, using basic linear algebra arguments, we have the following

proposition for pseudo-parity check matrix of code C.

Proposition 5.2. Assume a subset E ⊆ [mn] of the coordinates of C are erased,

then they can be recovered if and only if the pseudo-parity check matrix H(a,b,0)

restricted to coordinates in E has full column rank.
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When a = 1, Hcol has rank 1. Especially, when considering the existence of

MRC for topologies Tm×n(1, b, 0), w.l.o.g, we can fix Ccol to be the simple parity

code Pm, i.e., Hcol = (1 1 · · · 1). Hence, the pseudo-parity check matrix H(1,b,0) of

C = Pm ⊗ Crow has the form:

H(1,b,0) =



In In · · · In

Hrow 0 . . . 0

0 Hrow . . . 0

...
...

. . .
...

0 0 . . . Hrow


=

 H1

H2

 . (5.14)

Remark 5.3. Let r|n and g = n
r
, an (n, r, h, a, q)-MR LRC can be viewed as an MRC

for topology Tg×r(a, 0, h). Therefore, it has simpler erasure patterns compared to the

tensor product cases. (Briefly speaking, an (n, r, h, a, q)-MR LRC is an [n, n−ga−h]

linear code with (r, a)-locality which can correct any erasure pattern E consisting

of a erasures from each local group and any other h more erasures. For specific

definition, please see [95].) And instead of using the pseudo-parity check matrix, it

can be verified that the parity check matrix of any (n, r, h, a, q)-MR LRC admits the

form

H =



A1 A2 · · · Ag

H1 0 . . . 0

0 H2 . . . 0

...
...

. . .
...

0 0 . . . Hg


,

where for each i ∈ [g], Hi is a parity check matrix of an [r, r − a, a + 1] MDS code

and Ai is an h× r matrix over Fq corresponding to the global parities.

Compared to MR LRCs, MRC for topologies Tm×n(a, b, 0) have another differ-

ence. For an (n, r, h, a, q)-MR LRC, the [r, r− a, a+ 1] MDS codes within each local

group can be different, this results in that the corresponding parity check matrix H

above can admit different His. However, since an MRC for topology Tm×n(a, b, 0) is
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actually a tensor product code C = Ccol ⊗ Crow. Thus, for each i ∈ [m], if we take

coordinates in {n(i− 1) + 1, . . . , ni} as a local group, once the code Crow is fixed, the

corresponding [n, n− b, b+ 1] MDS codes within each local group are all Crow and the

corresponding parity check matrices in H(a,b,0) are all Hrow.

5.2.6 Regular irreducible erasure patterns

Let E ∈ [m] × [n] be an erasure pattern of the topology Tm×n(a, b, 0), then it

can be presented in the following form:

E =



∗ ∗ ∗ ∗ · · · ◦ ◦

∗ ∗ ◦ ∗ · · · ◦ ∗

◦ ∗ ◦ ∗ · · · ∗ ◦
...

...
...

...
. . .

...
...

◦ ◦ ◦ ∗ · · · ∗ ∗


,

where ∗ stands for the erasure and ◦ stands for the non-erasure. Give two different

erasure patterns E1 and E2, we say that E1 and E2 are of the same type, if E2 can

be obtained from E1 by applying elementary row and column transformations.

For a reducible erasure pattern E, there exists some i0 ∈ [m] or j0 ∈ [n], such

that the number of the erasures in E ∩ [i0] × [n] or E ∩ [m] × [j0] is less than

b + 1 or a + 1. Therefore, from the MDS properties of the code Crow and Ccol,

erasures in E ∩ [i0] × [n] or E ∩ [m] × [j0] can be simply repaired by using only

the parities within Hrow or Hcol. Hence, the very erasure patterns that affect the

MR property of the code C are irreducible erasure patterns. In other words, if we

can construct a code C instantiating the topology Tm×n(a, b, 0) that can correct all

correctable irreducible erasure patterns, then this code C is an MR instantiation for

the topology Tm×n(a, b, 0).

Now, we focus on the irreducible erasure patterns that are correctable. Given an

irreducible erasure pattern E, denote |E| as the number of ∗s in E, UE = {i ∈ [m] :

∃j ∈ [n] such that E(i, j) = ∗} and VE = {j ∈ [n] : ∃i ∈ [m] such that E(i, j) = ∗}.
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From the irreducibility of E, we have

|E| ≥ (a+ 1)|VE| and |E| ≥ (b+ 1)|UE|.

Meanwhile, from Theorem 5.2, we know that for topology Tm×n(1, b, 0), an erasure

pattern E is correctable if and only if E is regular. Thus we have

|E| = |E ∩ (UE × VE)| ≤ a|VE|+ b|UE| − ab = |VE|+ b|UE| − b.

Combining the above three inequalities together, we have

|UE|+ b ≤ |VE| ≤ b|UE| − b, (5.15)

for every correctable irreducible erasure patterns E in Tm×n(1, b, 0). Therefore,

max{2(|UE|+ b), (b+ 1)|UE|} ≤ |E| ≤ 2b(|UE| − 1), (5.16)

which indicates that once |UE| (or |VE|) is given, the magnitude of |E| can not be

too large.

Denote E as the set of all the types of regular irreducible erasure patterns for

topology Tm×n(1, b, 0), i.e., for each E ∈ E , one can regard E as a representative

of all the erasure patterns that have the same type as E. Since UE ⊆ [m] and

VE ⊆ [n], for each regular irreducible erasure pattern E, (5.15) and (5.16) show that

|VE| ≤ b(m − 1) and |E| ≤ 2b(m − 1). For convenience, we can take each type of

erasure patterns in E as a submatrix of an m× b(m− 1) matrix with elements from

{∗, ◦}. Therefore, we can obtain the following upper bound of |E|:

|E| ≤
(
m · b(m− 1)

≤ 2b(m− 1)

)
. (5.17)

For general topology Tm×n(1, b, 0), due to complexity for examining regularity, a

fully characterization of all types of regular irreducible erasure patterns can be very

difficult. However, the following proposition shows that joints of erasure patterns

maintain the regularity and the irreducibility, which might be useful for finding large

regular irreducible erasure patterns.
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Proposition 5.3. Let E1 and E2 be two regular irreducible erasure patterns for

Tm×n(a, b, 0). If m ≥ |UE1| + |UE2| and n ≥ |VE1 | + |VE2 |, then the erasure pattern

of the form

E ′ =

 E1 ◦

◦ E2

 ,

is also regular irreducible for Tm×n(a, b, 0).

Proof. The irreducibility of E ′ follows easily from those of E1 and E2, thus we only

have to consider the regularity.

Now, consider the index set U × V ⊆ [m]× [n]. If U \ UE′ 6= ∅ or V \ VE′ 6= ∅,

then we can delete the corresponding rows and columns outside of UE′ and VE′ , this

leads to a smaller index set with the same number of erasures. Therefore, w.l.o.g.,

assume that U × V ⊆ UE′ × VE′ = (UE1 t UE2) × (VE1 t VE2), where t means the

union of two disjoint sets. Then, we have the following partition of U × V :

U × V = (U ∩ UE1)× (V ∩ VE1) t (U ∩ UE1)× (V ∩ VE2)t

(U ∩ UE2)× (V ∩ VE1) t (U ∩ UE2)× (V ∩ VE2).

Thus

|E ′ ∩ (U × V )| =
∑

(i,j)∈[2]×[2]

|E(i,j)|,

where E(i,j) = E ′ ∩ (U ∩ UEi) × (V ∩ VEj). By the form of E ′, we have |E(1,2)| =

|E(2,1)| = 0. Since the regularity of E1 and E2 implies that |E(1,1)| ≤ a|V ∩ VE1| +

b|U ∩ UE1 | − ab and |E(2,2)| ≤ a|V ∩ VE2| + b|U ∩ UE2| − ab. Therefore, combining

these two inequalities with the former identities, we have

|E ′ ∩ (U × V )| ≤ (a|V ∩ VE1|+ a|V ∩ VE2 |) + b(|U ∩ UE1|+ |U ∩ UE2|)− 2ab

< a|V |+ b|U | − ab.

Thus, E ′ is also a regular erasure pattern.
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5.2.7 Independent sets in hypergraphs

There are many results on the independence number of hypergraphs (see [5],

[6], [51], [125]). In the following section, we will apply the lower bound derived by

Kostochka et al. [125]. Before stating their theorem, we need a few definitions and

notations. Let H(V,E) be a hypergraph with vertex set V and hyperedge set E.

We call H a k-uniform hypergraph, if all the hyperedges have the same size k, i.e.,

E ⊆
(
V
k

)
. For any vertex v ∈ V , we define the degree of v to be the number of

hyperedges containing v, denoted by d(v). The maximum of the degrees of all the

vertices is called the maximum degree ofH and denoted by ∆(H). The independence

number of H is denoted by α(H). For a set R of r vertices, define the r-degree of

R to be the number of hyperedges containing R.

Theorem 5.3. [125] Fix r ≥ 2. There exists cr > 0 such that if H is an (r+1)-graph

on n vertices with maximum r-degree ∆r < n/(log n)3r2
, then

α(H) ≥ cr(
n

∆r

log
n

∆r

)
1
r , (5.18)

where cr > 0 and cr ∼ r/e as r →∞.

§ 5.3 Constructions of optimal (r, δ)-LRCs

In this section, we consider linear codes with all symbol (r, δ)-locality and infor-

mation (r, δ)-locality. We provide general constructions for optimal [n, k, d; (r, δ)a]q-

LRCs and [n, k, d; (r, δ)i]-LRCs through parity-check matrix approach. Compared

to the constructions in [214], [213] and [40], the restrictions of the parity-check ma-

trix in our construction are more relaxed and therefore, our construction will lead

to longer codes.

5.3.1 Construction A

Let d ≥ δ + 1, R = r + δ − 1 and n = mR. For i ∈ [m], let Gi =

{gi,1, gi,2, · · · , gi,R} be an R-subset of Fq. Then, for each i ∈ [m], we can construct a
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(d−1)×R Vandermonde matrix with generating set Gi of the form

 Ui

Vi

, where

Ui =


1 1 · · · 1

gi,1 gi,2 · · · gi,R
...

...
. . .

...

gδ−2
i,1 gδ−2

i,2 · · · gδ−2
i,R

 and Vi =


gδ−1
i,1 gδ−1

i,2 · · · gδ−1
i,R

gδi,1 gδi,2 · · · gδi,R
...

...
. . .

...

gd−2
i,1 gd−2

i,2 · · · gd−2
i,R

 .

Note that Ui is a Vandermonde matrix of size (δ−1)×R and Vi is of size (d−δ)×R.

Put

H =



U1 O · · · O

O U2 · · · O
...

...
. . .

...

O O · · · Um

V1 V2 · · · Vm


. (5.19)

Let C be the linear code with parity-check matrix H. Due to the structure of

H and the property of Vandermonde matrix Ui, it is immediate from Definition 5.1

that C has all symbol (r, δ)-locality. On the other hand, C has dimension

k(C) ≥ n− (δ − 1)m− (d− δ) = rm− (d− δ).

When r > d− δ, we have dk(C)
r
e ≥ m. Thus, C has minimum distance

d(C) ≤ n− k(C) + δ − dk(C)
r
e(δ − 1) ≤ d.

As for r = d−δ, there is still d(C) ≤ d with respect to (5.3). Therefore, for r ≥ d−δ,

in order to obtain an optimal [n, k, d; (r, δ)a]-LRC from the above construction, it

suffices to show that the minimum distance of C equals d. More precisely, our

following aim is to find m R-subsets G1, G2, · · · , Gm in Fq such that any d − 1

columns from the matrix H are linearly independent. For brevity, we refer to the

ith block as the set of columns from H where Ui arises. So there are m column

blocks and each one is made up of R columns.

We finish this subsection with the following two observations about H:
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Obs.1 : any d− 1 columns in a single block are linearly independent;

Obs.2 : any δ − 1 columns from one block are linearly independent from columns

belonging to other blocks.

5.3.2 Optimal LRCs with (r, δ)a-locality from Construction A

In this subsection, we put some sufficient conditions on the generating sets

G1, G2, · · · , Gm in Construction A to guarantee the optimality of minimum distances

w.r.t. bounds (5.1) and (5.3). As a warm up, we start with the construction of

optimal (r, δ)a-LRCs with small minimum distance and unbounded length. It is

worth noting that Zhang and Liu also proved the following result in [214], for the

completeness of this thesis, we include the result here.

Theorem 5.4. [214] Let δ + 1 ≤ d ≤ 2δ, set G1 = G2 = · · · = Gm, then any d− 1

columns of H are linearly independent.

Proof. Pick any d − 1 columns from H. To see whether these columns are linearly

independent, it suffices to consider the case where only one block contains at least δ

columns because of δ+1 ≤ d ≤ 2δ and Obs.2. Then combining Obs.1 with Obs.2,

we can conclude that these d− 1 columns of H are linearly independent.

Corollary 5.3.1. Let q ≥ r + δ − 1. Assume that δ + 1 ≤ d ≤ 2δ, r ≥ d − δ and

(r + δ − 1)|n, then there exist optimal [n, k, d; (r, δ)a]-LRCs with n = m(r + δ − 1)

for any positive integer m.

For d ≥ 2δ + 1, we have the following theorem.

Theorem 5.5. Let d ≥ 2δ + 1 and r ≥ d− δ. Suppose that for any subset S ⊆ [m]

with 2 ≤ |S| ≤ bd−1
δ
c, we have

|
⋃
i∈S

Gi| ≥ (r +
δ

2
− 1)|S|+ δ

2
, (5.20)

then any d − 1 columns of H are linearly independent. As a result, the code C

generated by Construction A in Section 5.3.1 is an optimal [n, k, d; (r, δ)a]q-LRC.
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Proof. For 1 ≤ i ≤ m and 1 ≤ j ≤ R, let hi,j be the jth column from the ith block

of H, i.e.,

hi,j = (0, 0, . . . , 0, 1, gi,j, . . . , g
δ−2
i,j , 0, 0, . . . , 0, g

δ−1
i,j , g

δ
i,j, . . . , g

d−2
i,j )T .︸ ︷︷ ︸

(i−1)(δ−1)

︸ ︷︷ ︸
(m−i)(δ−1)

Assume that there exist d − 1 columns {hi1,j1 ,hi2,j2 , . . . ,hid−1,jd−1
} in H that are

linearly dependent. Then, we have

d−1∑
l=1

λlhil,jl = 0. (5.21)

For 1 ≤ i ≤ m, denote Ei = {jl : λl 6= 0 and il = i}. Clearly, we have
∑

i∈[m] |Ei| ≤

d − 1. According to the structure of H, we know that either |Ei| = 0 or |Ei| ≥

δ. Otherwise, one shall get |Ei| distinct columns linearly dependent in Ui, which

contradicts to the property of Ui.

W.l.o.g., assume that {i : Ei 6= ∅} = [t] and for each i ∈ [t], |Ei| = si. Clearly,

we have t ≤ d−1
δ

. For each i ∈ [t], denote Fi = {gi,j ∈ Gi : j ∈ Ei} as the

generating set of columns corresponding to Ei and F =
⋃
i∈[t] Fi. Denote H′ as the

(m(δ − 1) + d − δ) × (
∑

i∈[t] si) submatrix of H consisting of columns indexed by⋃
i∈[t]{(i, j) : j ∈ Ei}. Write Fi = {ai,1, . . . , ai,si}, then, H′ has the following form:

H′ =



A1 O · · · O

O A2 · · · O
...

...
. . .

...

O O · · · At

O O · · · O
...

...
. . .

...

B1 B2 · · · Bt


, (5.22)

where

Ai =


1 1 · · · 1

ai,1 ai,2 · · · ai,si
...

...
. . .

...

aδ−2
i,1 aδ−2

i,2 · · · aδ−2
i,si

 and Bi =


aδ−1
i,1 aδ−1

i,2 · · · aδ−1
i,si

aδi,1 aδi,2 · · · aδi,si
...

...
. . .

...

ad−2
i,1 ad−2

i,2 · · · ad−2
i,si

 .
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Denote F 1
1 = F1 and F 1

i = Fi \
⋃i−1
j=1 Fj for 2 ≤ i ≤ t. Then, we have F =

tti=1F
1
i . By permutating the columns of H′, we can obtain a matrix of the following

form:

H2 = (HL|| HR) =



A1 O O · · · O O O · · · O

O A1
2 O · · · O A2

2 O · · · O

O O A1
3 · · · O O A2

3 · · · O
...

...
...

. . .
...

...
...

. . .
...

O O O · · · A1
t O O · · · A2

t

O O O · · · O O O · · · O
...

...
...

. . .
...

...
...

. . .
...

B1 B1
2 B1

3 · · · B1
t B2

2 B2
3 · · · B2

t



,

where for 2 ≤ i ≤ t, A1
i = Ai|F 1

i
, A2

i = Ai|Fi\F 1
i

and B1
i = Bi|F 1

i
, B2

i = Bi|Fi\F 1
i
. ∗

Similarly, denote E1
i = {j ∈ Ei : gi,j ∈ F 1

i } as the index set of columns generated

by F 1
i . Then, (5.21) can be written as

t∑
i=1

∑
j∈E1

i

λi,jhi,j +
t∑
i=1

∑
j∈Ei\E1

i

λi,jhi,j = 0, (5.23)

where λi,j 6= 0 is the relabeled λl for (i, j) = (il, jl).

Note that for 2 ≤ i ≤ t and each column in B2
i , its generating element in F

has already appeared in F 1
i′ for some 1 ≤ i′ < i. Therefore, we can do the following

elementary row and column operations on H2:

• First, for each 2 ≤ i ≤ t and each column hi,j in (O · · · O (A2
i )
T O · · · (B2

i )
T )T

of HR, subtract the column hi′,j′ in (O · · · O (A1
i′)
T O · · · (B1

i′)
T )T of HL from

it, where (i′, j′) satisfies i′ < i, j′ ∈ Ei′ and gi,j = gi′,j′ ∈ F 1
i′ . This leads to a

∗Given a Vandermonde matrix A with generating set G, for simplicity, we denote A|F as the

matrix obtained by restricting A to the columns corresponding to those elements in F ⊆ G.
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matrix equivalent to H2:

H′2 = (HL|| H′R) =



A1 O · · · O −A2
2,1 −A2

3,1 · · · −A2
t,1

O A1
2 · · · O A2

2 −A2
3,2 · · · −A2

t,2

O O · · · O O A2
3 · · · −A2

t,3

...
...

. . .
...

...
...

. . .
...

O O · · · A1
t O O · · · A2

t

O O · · · O O O · · · O
...

...
. . .

...
...

...
. . .

...

B1 B1
2 · · · B1

t O O · · · O



,

where for 1 ≤ j < i ≤ t, the lth column of A2
i,j is identical to the lth column of

A2
i if the corresponding generating element appears in F 1

j ∩ Fi and is identical

to the zero vector, otherwise. Clearly, we have A2
2,1 = A2

2 and
∑i−1

j=1 A2
i,j = A2

i .

Moreover, (5.23) turns into:

t∑
i=1

∑
j∈E1

i

λ′i,jhi,j +
t∑
i=1

∑
j∈Ei\E1

i

λi,jh
′
i,j = 0, (5.24)

where for (i, j) ∈ [t]× E1
i ,

λ′i,j = λi,j +
∑
i′>i

∑
j′∈Ei′ :
gi′,j′=gi,j

λi′,j′ ;

and for (i, j) ∈ [t]× Ei \ E1
i ,

h′i,j = hi,j − hi′,j′ ∈ H′R

for some (i′, j′) satisfying i′ < i, j′ ∈ Ei′ and gi,j = gi′,j′ ∈ F 1
i′ .

• Second, for each 1 ≤ i ≤ δ− 1, add the (i+ j(δ− 1))th row to the ith row for all
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1 ≤ j ≤ t− 1. Then, we have:

H′′2 = (H′′L|| H′′R) =



A1 A1
2 · · · A1

t O O · · · O

O A1
2 · · · O A2

2 −A2
3,2 · · · −A2

t,2

O O · · · O O A2
3 · · · −A2

t,3

...
...

. . .
...

...
...

. . .
...

O O · · · A1
t O O · · · A2

t

O O · · · O O O · · · O
...

...
. . .

...
...

...
. . .

...

B1 B1
2 · · · B1

t O O · · · O



. (5.25)

Since elementary row operations don’t affect linear relations among columns,

therefore for H′′2, (5.24) turns into

t∑
i=1

∑
j∈E1

i

λ′i,jh
′′
i,j +

t∑
i=1

∑
j∈Ei\E1

i

λi,jh
′′
i,j = 0, (5.26)

where h′′i,js are the new columns in H′′2: for (i, j) ∈ [t]× E1
i ,

h′′i,j =

hi,j, if i = 1;

hi,j + (1, gi,j, . . . , g
δ−2
i,j , 0, . . . , 0)T , otherwise;

and for (i, j) ∈ [t]× Ei \ E1
i ,

h′′i,j =

h′i,j + (1, gi,j, . . . , g
δ−2
i,j , 0, . . . , 0)T , if gi,j ∈ F 1

1 ;

h′i,j, otherwise.

Consider the following submatrix consisting of the first δ− 1 rows and the last

d− δ rows of H′′L:

H0 =

 A1 A1
2 · · · A1

t

B1 B1
2 · · · B1

t

 .

Clearly, H0 is a (d − 1) × |F | Vandermonde matrix and the construction of A1
i

guarantees that columns in H0 are pairwise distinct. Since |F | ≤ d − 1, it follows
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that columns in H0 are linearly independent. On the other hand, according to the

structure of h′′i,j for (i, j) ∈ [t]× E1
i , (5.26) indicates that

t∑
i=1

∑
j∈E1

i

λ′i,j(1, gi,j, . . . , g
δ−2
i,j , g

δ−1
i,j , . . . , g

d−2
i,j )T = 0.

Therefore, we have λ′i,j = 0 for every (i, j) ∈ [t]× E1
i . This leads to

t∑
i=1

∑
j∈Ei\E1

i

λi,jh
′′
i,j = 0, (5.27)

where λi,js are the original non-zero coefficients in (5.23).

Now, in the following context, based on (5.27), we shall derive a contradiction

by estimating
∑t

i=2 |Fi \ F 1
i |.

For 2 ≤ i ≤ t with Ei 6= E1
i and 1 ≤ l ≤ |Ei \E1

i |, let h′′i,jl be the lth column in

(O (−A2
i,2)T · · · (−A2

i,i−1)T (−A2
i )
T O · · · O)T ,

i.e., the (i − 1)th block of H′′R. For simplicity of presentation, we rewrite (5.27) in

the following form:
A2

2 −A2
3,2 · · · −A2

t,2

O A2
3 · · · −A2

t,3

...
...

. . .
...

O O · · · A2
t

 ·


vT2

vT3
...

vTt

 = 0, (5.28)

where vi = (µi,1, µi,2, . . . , µi,|Ei\E1
i |) and µi,l = λi,jl 6= 0. Given 2 ≤ i′ ≤ t, for

1 ≤ i ≤ i′ − 1, define

vi′,i(l) =

vi′(l), if the lth column in A2
i′,i is a non-zero vector;

0, otherwise.

Since
∑i′−1

i=1 A2
i′,i = A2

i′ , thus we also have
∑i′−1

i=1 vi′,i = vi′ . With the help of this

observation, (5.28) is actually the following system of equations:

A2
i · vTi −

∑
i′>i

A2
i′,i · vTi′,i = 0, 2 ≤ i ≤ t. (5.29)
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According to the constructions of A2
i and A2

i′,i, columns in A2
i are distinct from

those columns in A2
i′,i for all i′ > i. Note that µi,j 6= 0 for every 2 ≤ i ≤ t and

1 ≤ j ≤ |Ei \E1
i |. Therefore, despite the fact that there might be identical columns

in different A2
i′,is, (5.29) and the property of Vandermonde matrix force that

ω(vi) +
∑
i<i′≤t

ω(vi′,i) ≥ δ,

for every 2 ≤ i ≤ t. Therefore, we further have

t∑
i=2

(ω(vi) +
∑
i<i′≤t

ω(vi′,i)) ≥ (t− 1)δ. (5.30)

Denote v = (v2,v3, . . . ,vt). Note that
∑t

i=2 |Fi \F 1
i | = ω(v) and the LHS of (5.30)

is actually 2ω(v)−
∑t

i=2 ω(vi,1), thus we have

t∑
i=2

|Fi \ F 1
i | ≥

δ

2
(t− 1) +

∑t
i=2 ω(vi,1)

2
.

On the other hand, for each gi,j ∈ F , let c(gi,j) = |{i′ ∈ [t] : gi,j ∈ Fi′ \ F 1
i′}|.

Through a simple double counting argument, we have∑
gi,j∈F

c(gi,j) =
t∑
i=2

|Fi \ F 1
i |.

• When
∑t

i=2 ω(vi,1) = 0, we have ω(vi,1) = 0 for each 2 ≤ i ≤ t. This indicates

that (Fi\F 1
i )∩F1 = ∅ for each 2 ≤ i ≤ t, which further leads to F1∩

⋃t
i=2 Fi = ∅.

Since Fi ⊆ Gi for each i ∈ [t], thus, we have

|
t⋃
i=2

Gi| ≤
t∑
i=2

|Gi| −
∑

gi,j∈
⋃t
i=2 Fi

c(gi,j) = (r + δ − 1)(t− 1)−
t∑
i=2

|Fi \ F 1
i |.

Combined with |
⋃t
i=2 Gl| ≥ (r+ δ

2
− 1)(t− 1) + δ

2
, this leads to

∑t
i=2 |Fi \F 1

i | ≤
δ
2
(t− 2), a contradiction.

• When
∑t

i=2 ω(vi,1) > 0, consider
⋃
i∈[t] Gi, we have

|
⋃
i∈[t]

Gi| ≤
∑
i∈[t]

|Gi| −
∑
gi,j∈F

c(gi,j) = (r + δ − 1)t−
t∑
i=2

|Fi \ F 1
i |.

Combined with |
⋃
i∈[t] Gl| ≥ (r+ δ

2
−1)t+ δ

2
, this leads to

∑t
i=2 |Fi\F 1

i | ≤ δ
2
(t−1),

a contradiction.
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Therefore, any d − 1 columns are linearly independent. This completes the

proof of Theorem 5.5.

Remark 5.4. (i) Theorem 5.5 can be viewed as a generalization of Theorem 3.1 in

[208], when we take δ = 2, the sufficient part of Theorem 3.1 in [208] follows

from Theorem 5.5.

(ii) In [213], the author proved a similar result under the condition that

|
⋃
i∈S

Gi| ≥ (r + δ − 2)|S|+ 1, (5.31)

for any S ⊆ [m] with 2 ≤ |S| ≤ bd−1
δ
c. Compared to this condition, (5.20) is

more relaxed and weakens the restriction of intersections among different repair

groups.

5.3.3 Construction B

Let 1 ≤ v ≤ r, R = r + δ − 1 and n = (l + 1)R + h + v − r with h ≥ 0. Let

Gl+2 = {gl+2,1, gl+2,2, . . . , gl+2,h} be an h-subset of Fq, Gi = {gi,1, gi,2, . . . , gi,R} for

1 ≤ i ≤ l and Gl+1 = {gl+1,1, gl+1,2, . . . , gl+1,v+δ−1} be other l+1 subsets of Fq \Gl+2.

Define f(x) =
∏h

i=1(x − gl+2,i) and consider the following ((l + 1)(δ − 1) + h) × n

matrix:

H =



U1 O · · · O O

O U2 · · · O O
...

...
. . .

...
...

O O · · · Ul+1 O

V1 V2 · · · Vl+1 Vl+2


, (5.32)

where for 1 ≤ i ≤ l + 1,

Ui =


f(gi,1) f(gi,2) · · · f(gi,|Gi|)

gi,1f(gi,1) gi,2f(gi,2) · · · gi,|Gi|f(gi,|Gi|)
...

...
. . .

...

gδ−2
i,1 f(gi,1) gδ−2

i,2 f(gi,2) · · · gδ−2
i,|Gi|f(gi,|Gi|)


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and

Vi =


1 1 · · · 1

gi,1 gi,2 · · · gi,|Gi|
...

...
. . .

...

gh−1
i,1 gh−1

i,2 · · · gh−1
i,|Gi|

 ,Vl+2 =


1 1 · · · 1

gl+2,1 gl+2,2 · · · gl+2,h

...
...

. . .
...

gh−1
l+2,1 gh−1

l+2,2 · · · gh−1
l+2,h

 .

Let C be the [n, k] linear code with parity-check matrix H. Note that for each

1 ≤ i ≤ l, Ui is a (δ−1)×R matrix with rank δ−1 and Ul+1 is a (δ−1)×(v+δ−1)

matrix with rank δ − 1. Therefore, Uis can be viewed as parity-check matrices of

generalized Reed-Solomon codes which guarantee that for 1 ≤ i ≤ n− h, each code

symbol ci has (r, δ)-locality. On the other hand, C has dimension

k(C) ≥ n− (δ − 1)(l + 1)− h = lr + v.

Since 1 ≤ v ≤ r, we have dk(C)
r
e ≥ l + 1. Thus, C has minimum distance

d(C) ≤ n− k(C) + δ − dk(C)
r
e(δ − 1) ≤ h+ δ. (5.33)

Therefore, in order to obtain an optimal LRC with (r, δ)i-locality from the above

construction, it suffices to show that the minimum distance of C equals to h + δ.

The same as Section III, our following aim is to find l + 2 subsets G1, G2, · · · , Gl+2

in Fq such that any h+ δ − 1 columns from the matrix H are linearly independent.

5.3.4 Optimal LRCs with (r, δ)i-locality from Construction B

In this subsection, sufficient conditions on generating sets G1, G2, · · · , Gl+2 in

Construction B are discussed to guarantee the optimality of the minimum distance.

Actually, as we shall see later, C can recover more than h + δ − 1 erasures under

proper restrictions on Gis.

For convenience, we use the evaluation points (instead of the indices of code

symbols) to denote erasure patterns. Denote E = {E1, . . . , El+2} as an erasure

pattern, where Ei ⊆ Gi corresponding to the set of erasure points in Gi, 1 ≤ i ≤ l+2.
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Theorem 5.6. Let C be the linear code with parity-check matrix H from construction

B. Let E = {E1, . . . , El+2} be an erasure pattern with Ei ⊆ Gi for 1 ≤ i ≤ l + 2.

Denote S = {i ∈ [l + 1] : |Ei| ≥ δ}. If the erasure pattern E satisfies

|
⋃
i∈S

Ei|+ |El+2| ≤ h+ δ − 1 (5.34)

and

|
⋃
i∈S

Gi| ≥

(r + δ
2
− 1)|S|+ δ

2
, if l + 1 /∈ S;

(r + δ
2
− 1)|S|+ δ

2
+ v − r, otherwise,

(5.35)

then the erasure pattern E can be recovered.

Proof. Note that for any c = (c1, . . . , cn) ∈ C and each 1 ≤ i ≤ n− h, code symbol

ci in C has (r, δ)-locality. Therefore, C is capable of recovering all the erasures in

Ei ∈ E with |Ei| ≤ δ − 1 for every 1 ≤ i ≤ l + 1 independently. Thus, we only need

to consider erasures from Ei ∈ E with |Ei| ≥ δ and the erasures from El+2. Let

s = |S|, w.l.o.g., we can assume that S = [s].

Take E ′ = {E1, . . . , Es, El+2} and define H|E ′ as

H|E ′ =



U1|E1 O · · · O O

O U2|E2 · · · O O
...

...
. . .

...
...

O O · · · Us|Es O
...

...
...

...
...

V1|E1 V2|E2 · · · Vs|Es Vl+2|El+2


,

for simplicity of presentation, here, Ui|Ei (Vi|Ei) denotes the restriction of Ui (Vi) to

the set of columns generated by elements in Ei. Note that an erasure pattern E can

be recovered by the code C with parity-check matrix H if and only if the restriction

of H to E has full column rank. Therefore, we only need to show that H|E ′ has full

column rank.

Assume not, i.e., there exists a non-zero vector v = (v1,v2, . . . ,vs,vl+2) with
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vi ∈ F|Ei|q such that

H|E ′ ·


vT1
...

vTs

vTl+2

 = 0. (5.36)

Write H|Ei = (hi,1 hi,2 · · · hi,|Ei|), vi = (λi,1, . . . , λi,|Ei|) and assume that hi,j

is generated by ai,j ∈ Ei ⊆ Gi. Denote E ′i = {ai,j : ai,j ∈ Ei and λi,j 6= 0},

E ′′ = {E ′1, . . . , E ′s, E ′l+2} and v′i as the vector of length ω(vi) by puncturing vi on its

non-zero coordinates. Then, (5.36) turns into the following form

H|E ′′ ·


(v′1)T

...

(v′s)
T

(v′l+2)T

 = 0.

This reduces the problem to a sub-erasure pattern E ′′ of E ′. Thus, w.l.o.g., we can

assume that λi,j 6= 0 for every i ∈ [s] ∪ {l + 2} and 1 ≤ j ≤ |Ei|.

For i ∈ [s], let

Ai = Ui|Ei =


f(ai,1) f(ai,2) · · · f(ai,|Ei|)

ai,1f(ai,1) ai,2f(ai,2) · · · ai,|Ei|f(ai,|Ei|)
...

...
. . .

...

aδ−2
i,1 f(ai,1) aδ−2

i,2 f(ai,2) · · · aδ−2
i,|Ei|f(ai,|Ei|)


and for i ∈ [s] ∪ {l + 2}, let

Bi = Vi|Ei =


1 1 · · · 1

ai,1 ai,2 · · · ai,|Ei|
...

...
. . .

...

ah−1
i,1 ah−1

i,2 · · · ah−1
i,|Ei|

 .

Denote E1
1 = E1, E1

i = Ei \
⋃i−1
j=1Ei for 2 ≤ i ≤ s and E = tsi=1E

1
i . By permutating
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the columns of H|E ′ , we can obtain an equivalent matrix of the following form:

H2 = (HL||HR) =



A1 O · · · O O O O · · · O

O A1
2 · · · O O A2

2 O · · · O

O O · · · O O O A2
3 · · · O

...
...

. . .
...

...
...

...
. . .

...

O O · · · A1
s O O O · · · A2

s

O O · · · O O O O · · · O
...

...
. . .

...
...

...
...

. . .
...

B1 B1
2 · · · B1

s Bl+2 B2
2 B2

3 · · · B2
s



,

where for 2 ≤ i ≤ s, A1
i = Ai|E1

i
, A2

i = Ai|Ei\E1
i

and B1
i = Bi|E1

i
, B2

i = Bi|Ei\E1
i
. For

each i ∈ [s], denote I1
i = {j ∈ [|Ei|] : ai,j ∈ E1

i } and I2
i = {j ∈ [|Ei|] : ai,j ∈ Ei\E1

i }.

Then, (5.36) can be written as

s∑
i=1

∑
j∈I1

i

λi,jhi,j +
∑

j∈[|El+2|]

λl+2,jhl+2,j +
s∑
i=1

∑
j∈I2

i

λi,jhi,j = 0. (5.37)

Similar to the proof of Theorem 5.5, we can do the following elementary row

and column operations:

• First, for each 2 ≤ i ≤ s and each column hi,j in (O · · · O (A2
i )
T O · · · (B2

i )
T )T

of HR, subtract the column hi′,j′ in (O · · · O (A1
i′)
T O · · · (B1

i′)
T )T of HL from

it, where (i′, j′) satisfies i′ < i and ai,j = ai′,j′ ∈ E1
i′ . This leads to a matrix

equivalent to H2:

H′2 = (HL||H′R) =



A1 O · · · O O −A2
2,1 −A2

3,1 · · · −A2
s,1

O A1
2 · · · O O A2

2 −A2
3,2 · · · −A2

s,2

O O · · · O O O A2
3 · · · −A2

s,3

...
...

. . .
...

...
...

...
. . .

...

O O · · · A1
s O O O · · · A2

s

O O · · · O O O O · · · O
...

...
. . .

...
...

...
...

. . .
...

B1 B1
2 · · · B1

s Bl+2 O O · · · O



,
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where for 1 ≤ j < i ≤ s, the lth column of A2
i,j is identical to the lth column of

A2
i if the corresponding generating element appears in E1

j ∩ Ei and is identical

to the zero vector, otherwise. Clearly, we have A2
2,1 = A2

2 and
∑i−1

j=1 A2
i,j = A2

i .

Moreover, (5.37) turns into

s∑
i=1

∑
j∈I1

i

λ′i,jhi,j +
∑

j∈[|El+2|]

λl+2,jhl+2,j +
s∑
i=1

∑
j∈I2

i

λi,jh
′
i,j = 0, (5.38)

where for (i, j) ∈ [s]× I1
i ,

λ′i,j = λi,j +
∑
i<i′≤s

∑
j′∈I2

i′ :
ai′,j′=ai,j

λi′,j′ ,

and for (i, j) ∈ [s]× I2
i ,

h′i,j = hi,j − hi′,j′ ∈ H′R

for some (i′, j′) satisfying i′ < i and j′ ∈ I1
i′ such that ai,j = ai′,j′ .

• Second, for each 1 ≤ i ≤ δ− 1, add the (i+ j(δ− 1))th row to the ith row for all

1 ≤ j ≤ s− 1. This leads to

H′′2 = (H′′L||H′′R) =



A1 A1
2 · · · A1

s O O O · · · O

O A1
2 · · · O O A2

2 −A2
3,2 · · · −A2

s,2

O O · · · O O O A2
3 · · · −A2

s,3

...
...

. . .
...

...
...

...
. . .

...

O O · · · A1
s O O O · · · A2

s

O O · · · O O O O · · · O
...

...
. . .

...
...

...
...

. . .
...

B1 B1
2 · · · B1

s Bl+2 O O · · · O



.

(5.39)

Since elementary row operations don’t affect linear relations among columns,

therefore for H′′2, (5.38) turns into

s∑
i=1

∑
j∈I1

i

λ′i,jh
′′
i,j +

∑
j∈[|El+2|]

λl+2,jhl+2,j +
s∑
i=1

∑
j∈I2

i

λi,jh
′′
i,j = 0, (5.40)
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where for (i, j) ∈ [s]× I1
i ,

h′′i,j =

hi,j, when i = 1;

hi,j + (f(ai,j), ai,jf(ai,j), . . . , a
δ−2
i,j f(ai,j), 0, . . . , 0)T , when i ≥ 2,

and for (i, j) ∈ [s]× I2
i ,

h′′i,j =

h′i,j + (f(ai,j), ai,jf(ai,j), . . . , a
δ−2
i,j f(ai,j), 0, . . . , 0)T , if ai,j ∈ E1

1 ;

h′i,j, otherwise.

Now, consider the following submatrix consisting of the first δ−1 rows and the

last h rows of H′′L:

H0 =

 A1 A1
2 · · · A1

s O

B1 B1
2 · · · B1

s Bl+2

 .

Clearly, H0 is of size (h+ δ − 1)× (|E|+ |El+2|).

Claim .6. H0 has full column rank.

Proof. Since f(gl+2,j) = 0 for every gl+2,j ∈ Gl+2, thus, we can treat the zero sub-

matrix in the top-right corner of H0 as:

Al+2 =


f(al+2,1) f(al+2,2) · · · f(al+2,|El+2|)

al+2,1f(al+2,1) al+2,2f(al+2,2) · · · al+2,|El+2|f(al+2,|El+2|)
...

...
. . .

...

aδ−2
l+2,1f(al+2,1) aδ−2

l+2,2f(al+2,2) · · · aδ−2
l+2,|El+2|f(al+2,|El+2|)

 ,

where {al+2,1, al+2,2, . . . , al+2,|El+2|} = El+2.

For ease of notations, we let E1
l+2 = El+2. Note that

|E|+ |El+2| = |
⋃
i∈[s]

Ei|+ |El+2| ≤ h+ δ − 1,

when |E| + |El+2| ≥ h + 1, we can consider the square submatrix of H0 consisting

of the first d0 − h+ 1 = |E|+ |El+2| − h rows and the last h rows:

H′0 =

 Ã1 Ã2 · · · Ãs Ãl+2

B1 B1
2 · · · B1

s Bl+2

 ,
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where for i ∈ [s] ∪ {l + 2},

Ãi =


f(ai,1) f(ai,2) · · · f(ai,|E1

i |)

ai,1f(ai,1) ai,2f(ai,2) · · · ai,|E1
i |f(ai,|E1

i |)
...

...
. . .

...

ad0−h
i,1 f(ai,1) ad0−h

i,2 f(ai,2) · · · ad0−h
i,|E1

i |
f(ai,|E1

i |)

 .

For any integer d ≥ 0, denote F≤dq [x] as the linear space of polynomials with degree

at most d in Fq[x]. Since {1, x, . . . , xh−1} together with {f(x), xf(x), . . . , xd0−hf(x)}

form a basis of F≤d0
q [x], therefore, for any non-zero vector u ∈ Fd0+1

q ,

u · (f(x), xf(x), . . . , xd0−hf(x), 1, x, . . . , xh−1)T ∈ F≤d0
q [x]

has at most d0 = |E|+ |El+2|−1 different zeros in Fq. Since ai,js from
⊔s
i=1 E

1
i tEl+2

are pairwise distinct, thus, u ·H′0 6= 0 for any non-zero vector u ∈ Fd0+1
q . This shows

that rank(H′0) = |E|+ |El+2|.

When |E|+ |El+2| ≤ h, consider the square submatrix H′0 consisting of the last

|E|+ |El+2| rows of H0. Similarly, by the property of Vandermonde-type matrices,

we can also obtain rank(H′0) = |E|+ |El+2|.

To sum up, for both cases, H0 contains a square submatrix of rank |E|+ |El+2|,

therefore, H0 has full column rank.

According to the structure of h′′i,j, (5.40) together with Claim .6 actually indi-

cates that λ
′
i,j = 0, for (i, j) ∈ [s]× I1

i ;

El+2 = ∅.

Therefore, we have
s∑
i=1

∑
j∈I2

i

λi,jh
′′
i,j = 0. (5.41)

Note that the structures of H′′Rs in (5.25) and (5.39) are the same and Ais here

are also Vandermonde-like matrices. Therefore, through an analogous argument to

the latter part of the proof of Theorem 5.5, we can also derive a contradiction by

estimating
∑t

i=2 |Ei \ E1
i |, which shows that H|E ′ has full column rank.

This completes the proof of Theorem 5.6.
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In the same vine, for small h, we can obtain optimal (r, δ)i-LRCs with arbitrarily

long length by Theorem 5.6.

Theorem 5.7. Let 1 ≤ h ≤ δ, set G1 = G2 = · · · = Gl and Gl+1 as any v + δ − 1-

subset of G1 in Construction B, then the code C generated by Construction B can

correct any h+ δ − 1 erasures.

Proof. Given any erasure pattern E = {E1, . . . , El+2} satisfying
∑l+2

i=1 |Ei| = h+δ−1.

Since 1 ≤ h ≤ δ, thus, there is only one block which contains at least δ columns.

This indicates that |S| = 1 and thus, (5.35) holds naturally. Therefore, E can be

recovered by C.

Corollary 5.3.2. Let q ≥ r + δ − 1. Assume that 1 ≤ h ≤ δ, then there exists an

optimal [n, k, h + δ; (r, δ)i]-LRC with length n = (l + 1)(r + δ − 1) + h + v − r for

any positive integer l.

As another consequence of Theorem 5.6, for general h, we have the following

corollary.

Corollary 5.3.3. If the system G = {G1, . . . , Gl+1} from Construction B satisfies

|
⋃
i∈S

Gi| ≥

(r + δ
2
− 1)|S|+ δ

2
, if l + 1 /∈ S;

(r + δ
2
− 1)|S|+ δ

2
+ v − r, otherwise,

(5.42)

for every subset S ⊆ [l + 1] of size at most bh+δ−1
δ
c, then the code C generated by

Construction B is an optimal [n, k, h+ δ; (r, δ)i]-LRC.

Proof. According to (5.33), we only need to show that the code C can recover any

erasure pattern E = {Ei : 1 ≤ i ≤ l + 2} with
∑

i∈S |Ei|+ |El+2| ≤ h+ δ − 1, where

Ei ⊆ Gi. For any c = (c1, . . . , cn) ∈ C and 1 ≤ j ≤ n − h, the structure of H in

Construction B ensures that the code symbol cj has (r, δ)-locality. Therefore, for

i ∈ S with |Ei| < δ, Ei can be recovered. Denote S ′ = {i′ ∈ S : |Ei′ | ≥ δ}. Then,

we have |S ′| ≤ bh+δ−1
δ
c and∑

i′∈S′
|Ei′|+ |El+2| ≤ h+ δ − 1.
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This leads to |
⋃
i′∈S′ Ei′ |+ |El+2| ≤ h + δ − 1 and the result follows from Theorem

5.6.

Remark 5.5. In [40], based on ideas of polynomial interpolation, Cai and Schwartz

provide a construction of LRCs with (r, δ)i-locality with the same recovering capabil-

ity (see Theorem 1 in [40]). From the perspective of parity-check matrix, Theorem

1 in [40] requires the generating sets Gis to satisfy

|Gi ∩ (
⋃

i 6=j∈S

Gj)| ≤ δ − 1,

which is a local condition for Gis. However, the minimal distance is a global pa-

rameter of the code. Therefore, due to the advantage of the intrinsic combinatorial

property of Gis satisfying (5.35), Theorem 5.6 and Corollary 5.3.3 can provide longer

codes.

§ 5.4 Optimal LRCs based on sparse hypergraphs

5.4.1 Tuŕan-type problems for sparse hypergraphs

Throughout this section, we will use some standard notations of sparse hy-

pergraph from [175]. An R-uniform hypergraph (R-graph for short) on n vertices

H := (V (H), E(H)) is a pair of vertices and edges, where the vertex set V (H) is a

finite set (denoted as [n]) and edge set E(H) is a collection of R-subsets of V (H).

For convenience, we often use H to denote its edge set E(H) if there is no confusion.

For positive integers v and e, let GR(v, e) be the family of all R-graphs consisting

of e edges and at most v vertices, i.e.,

GR(v, e) = {H ⊆
(

[n]

R

)
: |E(H)| = e, |V (H)| ≤ v}.

Then, an R-graph H is said to be GR(v, e)-free if it does not contain a copy of

any member in GR(v, e). In relevant literatures, such R-graphs are called sparse

hypergraphs. Usually, we denote fR(n, v, e) as the maximum number of edges in a

GR(v, e)-free R-graph on n vertices.
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In [34], Brown, Erdős and Sós first made the following estimation about the

value of fR(n, v, e).

Lemma 5.2. [34] For R ≥ 2, e ≥ 2, v ≥ R + 1, there exist constants c1, c2 depending

only on R, e, v such that

c1n
eR−v
e−1 ≤ fR(n, v, e) ≤ c2n

d eR−v
e−1

e.

When e − 1|eR − v, this already determined the order of fR(n, v, e) up to a

constant factor. However, for e− 1 - eR− v, it turns out to be extremely difficult to

determine the correct exponent. With additional condition that v = 3(R− l) + l+ 1

and e = 3, Alon and Shapira [11] proved the next result.

Lemma 5.3. [11] For 2 ≤ l < R, we have

nl−o(1) < fR(n, 3(R− l) + l + 1, 3) = o(nl).

Furthermore, there exists an explicit construction of R-graph which is both GR(3(R−

l) + l + 1, 3)-free and GR(2(R− l) + l, 2)-free with nl−o(1) edges.

Later in 2017, Ge and Shangguan [86] provided a construction for hypergraphs

forbidding small rainbow cycles with order-optimal edges w.r.t. Lemma 5.2 (see The-

orem 1.6 in [86]). For general lower bound on fR(n, v, e), very recently, Shangguan

and Tamo [175] proved the following result.

Theorem 5.8. [175] For R ≥ 2, e ≥ 3, v ≥ R + 1 satisfying gcd(e− 1, eR− v) = 1

and sufficiently large n, there exists an R-graph with

Ω(n
eR−v
e−1 (log n)

1
e−1 )

edges, which is also GR(iR− d (i−1)(eR−v)
e−1

e, i)-free for every 2 ≤ i ≤ e, and in partic-

ular,

fR(n, v, e) = Ω(n
eR−v
e−1 (log n)

1
e−1 )

as n→∞. Here the constants in Ω(·) are independent of n.
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In the same paper, Shangguan and Tamo also considered this type of problems

for hypergraphs that are simultaneously GR(vi, ei)-free for a series of {(vi, ei)}si=1.

Lemma 5.4. [175] Let s ≥ 1, R ≥ 3 and (vi, ei), 1 ≤ i ≤ s be fixed integers

satisfying vi ≥ R + 1, ei ≥ 2. Suppose further that e1 ≥ 3, gcd(e1 − 1, e1R −

v1) = 1 and e1R−v1

e1−1
< eiR−vi

ei−1
for 2 ≤ i ≤ s. Then there exists an R-graph with

Ω(n
e1R−v1
e1−1 (log n)

1
e1−1 ) edges which is GR(vi, ei)-free for each 1 ≤ i ≤ s.

According to Theorem 5.5 and Theorem 5.6, constructions of both optimal

(r, δ)a-LRCs and optimal (r, δ)i-LRCs require the generating sets Gis to form a

special kind of sparse hypergraph which is simultaneously GR(iR−b(i−1) δ
2
c−1, i)-

free for 2 ≤ i ≤ µ (for some given integer µ ≥ 3). Armed with the above results,

we have the following existence theorem for such hypergraphs with |E(H)| growing

super-linearly in n.

Theorem 5.9. Let δ ≥ 2, µ ≥ 3 and R ≥ min{δ, 3} be fixed integers. Then, for

n sufficiently large, there exists an R-uniform hypergraph H(V,E) that is simul-

taneously GR(iR − b(i − 1) δ
2
c − 1, i)-free for every 2 ≤ i ≤ µ with |V | = n and

|E| =



Ω(n
δ
2

+ 1
µ−1 (log n)

1
µ−1 ), when δ is even;

Ω(n
δ
2

+ 1
2(µ−1) (log n)

1
2(µ−1) ), when δ is odd and µ is even;

Ω(n
δ
2

+ 1
2(µ−2) (log n)

1
2(µ−2) ), when both δ and µ > 3 are odd;

Ω(n
δ+1

2 ), when δ is odd and µ = 3.

(5.43)

Proof. For each 2 ≤ i ≤ µ, let v′i = iR − b(i − 1) δ
2
c − 1. Consider the sequence

{ iR−v
′
i

i−1
}µi=2 = { b(i−1) δ

2
c+1

i−1
}µi=2: For each 2 ≤ i ≤ µ,

b(i− 1) δ
2
c+ 1

i− 1
=


δ
2

+ 1
i−1
, if (i− 1)δ is even;

δ
2

+ 1
2(i−1)

, if (i− 1)δ is odd.

Therefore, when δ is even, { b(i−1) δ
2
c+1

i−1
}µi=2 = { δ

2
+ 1

i−1
}µi=2 is a strictly decreasing
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sequence and δ
2

+ 1
µ−1

< δ
2

+ 1
i−1

for all 2 ≤ i ≤ µ− 1. When δ is odd, we have

b(i− 1) δ
2
c+ 1

i− 1
=


δ
2

+ 1
i−1
, if i is odd;

δ
2

+ 1
2(i−1)

, if i is even.

Therefore, based on the monotone decreasing property of both δ
2

+ 1
i−1

(for odd i)

and δ
2

+ 1
2(i−1)

(for even i), we have
δ
2

+ 1
2(µ−1)

<
b(i−1) δ

2
c+1

i−1
for 2 ≤ i ≤ µ− 1, when µ is even;

δ
2

+ 1
2(µ−2)

<
b(i−1) δ

2
c+1

i−1
for 2 ≤ i ≤ µ− 2 and i = µ, when µ > 3 and µ is odd;

δ
2

+ 1
2(µ−2)

= δ
2

+ 1
µ−1

, when µ = 3.

When δ is even, clearly, we have gcd(µ−1, (µ−1) δ
2
+1) = 1. By applying Lemma

5.4 with s = µ− 1, (v1, e1) = (µR− (µ− 1) δ
2
− 1, µ) and {(vi, ei)}µ−1

i=2 = {(v′j, j)}
µ−1
j=2 ,

there exists an R-graph with Ω(n
δ
2

+ 1
µ−1 (log n)

1
µ−1 ) edges. This proves the first part

of (5.43).

When δ is odd, µ is even. Assume that µ = 2u for some u ≥ 2. Then, we have

(µ− 1)
δ

2
+

1

2
= (µ− 1)

δ − 1

2
+ u.

Since δ is odd, thus (µ−1)|(µ−1) δ−1
2

. Therefore, we have gcd(µ−1, (µ−1) δ
2
+ 1

2
) = 1.

By applying Lemma 5.4 with s = µ − 1, (v1, e1) = (µR − ((µ − 1) δ
2

+ 1
2
), µ) and

{(vi, ei)}µ−1
i=2 = {(v′j, j)}

µ−1
j=2 , there exists an R-graph with Ω(n

δ
2

+ 1
2(µ−1) (log n)

1
2(µ−1) )

edges. This proves the second part of (5.43).

When δ, µ > 3 are both odd. Assume that µ = 2u + 1 for some u ≥ 2. Then,

we have

(µ− 2)
δ

2
+

1

2
= (µ− 2)

δ − 1

2
+ u.

Thus, we also have gcd(µ− 2, (µ− 2) δ
2

+ 1
2
) = 1. By applying Lemma 5.4 with s =

µ−1, (v1, e1) = ((µ−1)R−((µ−2) δ
2
+ 1

2
), µ−1) and {(vi, ei)}µ−1

i=2 = {(v′j, j)}
µ
j=2,j 6=µ−1,

there exists an R-graph with Ω(n
δ
2

+ 1
2(µ−2) (log n)

1
2(µ−2) ) edges. This proves the third

part of (5.43).
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Now, we turn to the proof of the rest part of (5.43). When δ is odd and

µ = 3, the conditions of Lemma 5.4 no longer hold, thus we shall use the standard

probabilistic method to prove the existence of such sparse hypergraph. Actually, we

are going to prove the following stronger result.

Claim .7. When both δ and µ are odd, there exists an R-uniform hypergraphH(V,E)

that is simultaneously GR(iR−b(i−1) δ
2
c−1, i)-free for every 2 ≤ i ≤ µ with |V | = n

and |E| = Ω(n
δ
2

+ 1
2(µ−2) ).

Proof. Set p := p(n) = εn
δ
2

+ 1
2(µ−2)

−R where ε = ε(R, δ, µ) > 0 is a small constant

to be determined. Construct an R-graph H0 ⊆
(
V
R

)
randomly by choosing each

member of
(
V
R

)
independently with probability p. Let X denote the number of edges

in H0. Clearly, for n sufficiently large,

E[X] = p

(
n

R

)
≥ εn

δ
2

+ 1
2(µ−2)

2R!
.

For 2 ≤ i ≤ µ, let Yi be the collection of all i distinct edges of H0 whose union

contains at most iR− b(i− 1) δ
2
c − 1 vertices. Denote Yi as the size of Yi. Then,

E[Yi] ≤ pi
(

n

iR− b(i− 1) δ
2
c − 1

)(
iR− b(i− 1) δ

2
c − 1

R

)i
≤ εi

(
iR− b(i− 1) δ

2
c − 1

R

)i
n( δ

2
+ 1

2(µ−2)
)i−b(i−1) δ

2
c−1.

Take ε = (µR)−(3R), since δ
2

+ 1
2(µ−2)

≤ b(i−1) δ
2
c+1

i−1
and

(
iR−b(i−1) δ

2
c−1

R

)i
≤
(
µR
R

)i
, thus

we have

E[Yi] ≤ εi
(
iR− b(i− 1) δ

2
c − 1

R

)i
n( δ

2
+ 1

2(µ−2)
)i−b(i−1) δ

2
c−1

<
εn

δ
2

+ 1
2(µ−2)

µ3i−3(R!)i
≤ E[X]

µ2R!
(5.44)

for every 2 ≤ i ≤ µ.

Applying Chernoff’s inequality (see Corollary A.1.14 in [12]) forX and Markov’s

inequality for Yi, it is easy to see that for each 2 ≤ i ≤ µ and sufficiently large n,

we have

Pr[X < 0.9E[X]] <
1

2µ
and Pr[Yi > 2µE[Yi]] <

1

2µ
.

184



Bounds and constructions of LRCs and MRCs

Therefore, with positive probability, there exists an R-graph H0 ⊆
(
V
R

)
such that

X ≥ 0.9E[X] and Yi ≤ 2µE[Yi] for each 2 ≤ i ≤ µ.

Fix such H0, we construct a subgraph H1 from H0 by removing one edge from

each member of Yi in H0 for every 2 ≤ i ≤ µ. By (5.44), H1 satisfies |E(H1)| =

Ω(n
δ
2

+ 1
2(µ−2) ) and for each 2 ≤ i ≤ µ, the union of any i distinct edges in H1 contains

at least iR−b(i−1) δ
2
c vertices. Therefore, H1 is the desired R-graph and this proves

the claim.

Take µ = 3 in Claim .7, we have the fourth part of (5.43). This completes the

proof of Theorem 5.9.

5.4.2 Optimal locally repairable codes with super-linear length

In this subsection, we are going to achieve our code constructions with the

help of sparse hypergraphs. For LRCs with all symbol (r, δ)-locality, we have the

following result.

Theorem 5.10. For positive integers δ ≥ 2, r ≥ d − δ and d ≥ 2δ + 1. Let

R = r + δ − 1, µ = bd−1
δ
c and H(V,E) be an R-uniform hypergraph with V = Fq

that is simultaneously GR(iR − b(i − 1) δ
2
c − 1, i)-free for every 2 ≤ i ≤ µ. Then,

there exists an optimal [n, k, d; (r, δ)a]q-LRC with length n = R|E|.

Proof. Let m = |E| and for each ei ∈ E(H), take ei as the generating set of Van-

dermonde matrices

 Ui

Vi

 in Construction A. Note that V (H) = Fq and H is

simultaneously GR(iR−b(i−1) δ
2
c−1, i)-free for 2 ≤ i ≤ µ, therefore, for any subset

S ⊆ [m] with 2 ≤ |S| ≤ bd−1
δ
c, we have

|
⋃
i∈S

ei| ≥ R|S| − b(|S| − 1)
δ

2
c ≥ (r +

δ

2
− 1)|S|+ δ

2
.

Thus, the conclusion easily follows from Theorem 5.5.

As for LRCs with information (r, δ)-locality, we have a similar result.
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Theorem 5.11. For integers r ≥ 1, 1 ≤ v ≤ r, δ ≥ 2 and h ≥ 0. Let R = r+ δ−1,

µ = bh+δ−1
δ
c and H(V,E) be an R-uniform hypergraph with V = Fq \ Gl+2 for

some h-subset Gl+2 ⊆ Fq that is simultaneously GR(iR − b(i − 1) δ
2
c − 1, i)-free for

every 2 ≤ i ≤ µ. Then, there exists an optimal [n, k, h+ δ; (r, δ)i]q-LRC with length

n = R|E| − r + v.

Proof. Similarly, let l+ 1 = |E|. Take any el+1 ∈ E(H), choose a (v + δ − 1)-subset

of el+1 as the generating set of matrices Ul+1 and Vl+1, and for the rest ei ∈ E(H),

take ei as the generating set of matrices Ui and Vi (1 ≤ i ≤ l) in Construction B.

Note that H is simultaneously GR(iR−b(i−1) δ
2
c−1, i)-free for 2 ≤ i ≤ µ, therefore,

for any subset S ⊆ [m] with 2 ≤ |S| ≤ bh+δ−1
δ
c, we have

|
⋃
i∈S

ei| ≥

(r + δ
2
− 1)|S|+ δ

2
, when l + 1 /∈ S;

(r + δ
2
− 1)|S|+ δ

2
+ v − r, when l + 1 ∈ S.

Thus, the conclusion easily follows from Corollary 5.3.3.

Recall that in Theorem 5.5, r ≥ d − δ and R|n. When 2δ + 1 ≤ d ≤ 3δ, one

can get optimal LRCs with length Ω(qδ) and minimum distance d via packings or

Steiner systems as in [112] and [39]. For 3δ + 1 ≤ d ≤ 4δ, we have the following

explicit construction.

Corollary 5.4.1. For 3δ+1 ≤ d ≤ 4δ and r ≥ d−δ, there exist explicit constructions

of optimal [n, k, d; (r, δ)a]q-LRCs with length

n =

Rq
δ
2

+1−o(1), if δ is even;

Rq
δ+1

2
−o(1), if δ is odd.

Proof. When δ is even, take l = δ
2

+ 1 in Lemma 5.3, there exists an R-graph H0

which is both GR(3R− δ − 1, 3)-free and GR(2R− δ
2
− 1, 2)-free with

ql−o(1) = q
δ
2

+1−o(1)

edges.
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When δ is odd, take l = δ+1
2

in Lemma 5.3, there exists an R-graph H0 which

is both GR(3R− δ, 3)-free and GR(2R− δ+1
2
, 2)-free with

ql−o(1) = q
δ+1

2
−o(1)

edges.

Therefore, the conclusion follows from Theorem 5.10.

Corollary 5.4.2. For 2δ+ 1 ≤ h ≤ 3δ, there exist explicit constructions of optimal

[n, k, h+ δ; (r, δ)i]-LRCs with length

n =

Rq
δ
2

+1−o(1), if δ is even;

Rq
δ+1

2
−o(1), if δ is odd.

Proof. Based on the sparse hypergraph given by Lemma 5.3 and Construction B,

the conclusion easily follows from Theorem 5.11.

For LRCs with larger minimal distance, we have the following results from

Theorem 5.9, Theorem 5.10 and Theorem 5.11.

Corollary 5.4.3. For δ ≥ 2, r ≥ d − δ, d ≥ 3δ + 1 and q large enough. Let

µ = bd−1
δ
c, then there exists an optimal [n, k, d; (r, δ)a]q-LRC of length

n =



Ω(q
δ
2 (q log q)

1
µ−1 ), when δ is even;

Ω(q
δ
2 (q log q)

1
2(µ−1) ), when δ is odd and µ is even;

Ω(q
δ
2 (q log q)

1
2(µ−2) ), when both δ and µ > 3 are odd;

Ω(q
δ+1

2 ), when δ is odd and µ = 3.

Corollary 5.4.4. For 1 ≤ v ≤ r, δ ≥ 2 and h ≥ 2δ + 1 and q large enough. Let

µ = bh+δ−1
δ
c, then there exists an optimal [n, k, h+ δ; (r, δ)i]q-LRC of length

n =



Ω(q
δ
2 (q log q)

1
µ−1 ), when δ is even;

Ω(q
δ
2 (q log q)

1
2(µ−1) ), when δ is odd and µ is even;

Ω(q
δ
2 (q log q)

1
2(µ−2) ), when both δ and µ > 3 are odd;

Ω(q
δ+1

2 ), when δ is odd and µ = 3.
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Remark 5.6. For more details about sparse hypergraphs and other related applica-

tions, we recommend [35] and [175] for interested readers.

In Table I and Table II, we have listed all the known parameters of optimal

LRCs of super-linear length together with our results. As one can see, for optimal

(r, δ)a-LRCs:

• when δ = 2, our results from Corollary 5.4.1 and Corollary 5.4.3 agree with

those in [208] for d = 7, 8 and d ≥ 11; for d = 9, 10, Xing and Yuan [208]

provided longer codes;

• when δ > 2 and 2δ + 1 ≤ d ≤ 3δ, Cai et.al [39] provided the longest known

codes of length Ω(qδ) which meets the upper bound for the case d = 2δ + 1;

• when δ > 2 and d ≥ 3δ + 1, Corollary 5.4.1 gives the longest known codes for

d ≤ 4δ and δ is even; Corollary 5.4.3 gives the longest known codes for other

cases.

For optimal (r, δ)i-LRCs:

• when δ > 2 and δ + 1 ≤ d ≤ 2δ, Corollary 5.3.2 provides a code of arbitrarily

long length;

• when δ > 2 and 2δ+ 1 ≤ d ≤ 3δ, Cai and Schwartz [40] provided codes of order

optimal length Ω(qδ);

• when δ > 2 and d ≥ 3δ + 1, Corollary 5.4.2 gives the longest known codes for

d ≤ 4δ and δ is even; Corollary 5.4.4 gives the longest known codes for other

cases.

§ 5.5 Applications: Constructions of H-LRCs and

generalized sector-disk codes

In this section, we present two applications of Constructions A and B, respec-

tively. In Subsection 5.5.1, based on Construction A, we construct optimal H-LRCs
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L 5.1 Optimal (r, δ)a-LRCs over Fq with super-linear lengths and corre-

sponding upper bounds

Distance Other conditions Length Upper Bound

d = 5, 6 δ = 2, r ≥ d− 2, r + 1|n Ω(q2) ([112], [98] and [39])

O(q2), d = 5

O(q3), d = 6

([98])

d = 7, 8 δ = 2, r ≥ d− 2, r + 1|n Ω(q2−o(1)) ([208])

O(q3), d = 7

O(q4), d = 8

([98])

d = 9, 10 δ = 2, r ≥ d− 2, r + 1|n Ω(q
3
2
−o(1)) ([208])

O(q
5
2 ), d = 9

O(q3), d = 10

([98])

d ≥ 11 δ = 2, r ≥ d− 2, r + 1|n
Ω(q(q log q)

1
b(d−3)/2c )

([208] and [175])

O(dq3), 4 - d

O(dq3+ 4
d−4 ), 4|d

([98])

δ + 1 ≤ d ≤ 2δ
d ≤ r + δ − 1 ≤ q,

r + δ − 1|n
∞ ([39] and [214]) ∞

d ≥ 2δ + 1 r ≥ d− δ + 1, r + δ − 1|n Ω(q
δ

dd/δe−2 ) ([39])

O(q
2(d−δ−1)
b(d−1)/δc−1), bd−1

δ
c odd

O(q
2(d−δ)
b(d−1)/δc−1), bd−1

δ
c even

([39])

d ≥ 2δ + 1 r ≥ d− δ + 1, r + δ − 1|n Ω(q1+b δ
2

d−δ c) ([39]) ——

3δ + 1 ≤ d ≤ 4δ
δ even, r ≥ d− δ,

r + δ − 1|n
Ω(q1+ δ

2
−o(1)) (Corollary 5.4.1) ——

3δ + 1 ≤ d ≤ 4δ
δ odd, r ≥ d− δ,

r + δ − 1|n
Ω(q

δ+1
2 ) (Corollary 5.4.3) ——

d ≥ 3δ + 1
δ even, r ≥ d− δ,

r + δ − 1|n

Ω(q
δ
2 (q log q)

1

b d−1
δ
c−1 )

(Corollary 5.4.3)
——

d ≥ 3δ + 1
δ odd, bd−1

δ
c even,

r ≥ d− δ, r + δ − 1|n

Ω(q
δ
2 (q log q)

1

2(b d−1
δ
c−1) )

(Corollary 5.4.3)
——

d ≥ 3δ + 1
δ odd, bd−1

δ
c > 3 odd,

r ≥ d− δ, r + δ − 1|n

Ω(q
δ
2 (q log q)

1

2(b d−1
δ
c−2) )

(Corollary 5.4.3)
——
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L 5.2 Optimal (r, δ)i-LRCs over Fq with super-linear lengths and corre-

sponding upper bounds

Distance Other conditions Length Upper Bound

δ + 1 ≤ d ≤ 2δ q ≥ r + δ − 1 ∞ (Corollary 5.3.2) ∞

d ≥ 2δ + 1 Null

Ω(qτ+1), where

τ = max{x ∈ N∗ : d δ
x
e = dd−δ

δ
e}

([40])

O(q
2(d−δ−a−1)
T (a)−1

−1), T (a) odd

O(q
2(d−δ−a)
T (a)−1

−1), T (a) even

([40])

when r|k and T (a) ≥ 2,

where T (a) = bd−a−1
δ
c, for any

0 ≤ a ≤ d− δ

3δ + 1 ≤ d ≤ 4δ δ even Ω(q1+ δ
2
−o(1)) (Corollary 5.4.2) ——

3δ + 1 ≤ d ≤ 4δ δ odd Ω(q
δ+1

2 ) (Corollary 5.4.4) ——

d ≥ 3δ + 1 δ even
Ω(q

δ
2 (q log q)

1

b d−1
δ
c−1 )

(Corollary 5.4.4)
——

d ≥ 3δ + 1 δ odd and bd−1
δ
c even

Ω(q
δ
2 (q log q)

1

2(b d−1
δ
c−1) )

(Corollary 5.4.4)
——

d ≥ 3δ + 1 δ odd and bd−1
δ
c > 3 odd

Ω(q
δ
2 (q log q)

1

2(b d−1
δ
c−2) )

(Corollary 5.4.4)
——
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with super-linear length, which improves the results given by [213]. In Subsection

5.5.2, based on Construction B, we provide two constructions of generalized sector-

disk codes, which provide a code of unbounded length.

5.5.1 Optimal codes with hierarchical locality

The conception of hierarchical locality was first introduced by Sasidharan et

al. in [170]. The authors considered the intermediate situation when the code can

correct a single erasure by contacting a small number of helper nodes, while at

the same time maintains local recovery of multiple erasures. Such codes are called

locally recoverable codes with hierarchical locality, its formal definition is given as

follows.

Definition 5.8. [170] Let 2 ≤ δ2 < δ1 and r2 ≤ r1 be positive integers. An [n, k, d]q

code C is an H-LRC with parameters [(r1, δ1), (r2, δ2)] if for every i ∈ [n], there is a

punctured code Ci such that i ∈ Supp(Ci) and the following conditions hold

1) dim(Ci) ≤ r1;

2) d(Ci) ≥ δ1;

3) Ci is a code with (r2, δ2)-locality.

For each i ∈ [n], the punctured code Ci associated with ci is referred to as a

middle code of C. In [170], the authors extended the Singleton-type bound (5.1) and

proved the following bound for H-LRCs with parameters [(r1, δ1), (r2, δ2)]:

d ≤ n− k + 1− (

⌈
k

r2

⌉
− 1)(δ2 − 1)− (

⌈
k

r1

⌉
− 1)(δ1 − δ2). (5.45)

H-LRCs with parameters [(r1, δ1), (r2, δ2)] that attain this bound are called optimal.

Using Reed-Solomon codes, Sasidharan et al. [170] construct optimal H-LRCs of

length n ≤ q− 1. Later in [17], Ballentine et al. presented a general construction of

H-LRCs via maps between algebraic curves. From the perspective of parity-check

matrices, Zhang and Liu [214] obtained a family of optimal H-LRCs with parameters
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[(r1, δ1), (r2, δ2)] and minimum distance d ≤ 3δ2. Recently, in [213], Zhang extended

the constructions in [214] and obtained H-LRCs with new parameters.

Based on Construction A and a correspondence between optimal (r2, δ2)a-LRCs

and optimal H-LRCs with parameters [(r1, δ1), (r2, δ2)] from [214], we have the fol-

lowing result.

Theorem 5.12. For positive integers m2, r2, δ2 ≥ 2 and d2 < r2 +δ2. Let Hmiddle =

Hmiddle(m2, r2, δ2, d2) be the parity-check matrix in (5.19) from Construction A with

parameters m = m2, r = r2, δ = δ2 and d = d2. For positive integer m1 <
r2

d2−δ2 ,

define

H(m1,Hmiddle) =


Hmiddle O · · · O

O Hmiddle · · · O
...

...
. . .

...

O O · · · Hmiddle

 , (5.46)

where there are m1 Hmiddles on the diagonal. Let r1 and δ1 be positive integers

satisfying

r1(1− 1

m1

) < m2r2 − d+ δ2 ≤ r1, and δ1 = d2. (5.47)

If for any subset S ⊆ [m2] with 2 ≤ |S| ≤ bd2−1
δ2
c, we have |

⋃
i∈S Gi| ≥ (r2 + δ2

2
−

1)|S|+ δ2
2

. Then, the code C with parity-check matrix H(m1,Hmiddle) is an optimal

[n, k, d]q H-LRC with parameters [(r1, δ1), (r2, δ2)], where n = m1m2(r2 + δ2 − 1),

k = m1(m2r2 − d2 + δ2) and d = d2.

Proof. The proof is a routine check of the conditions in Definition 5.8 and the e-

quality in (5.45).

Clearly, n = m1m2(r2 + δ2 − 1) and rank(H(m1,Hmiddle)) = m1rank(Hmiddle).

By Theorem 5.5, the code Cmiddle with parity-check matrix Hmiddle is an optimal

[m2(r2+δ2−1),m2r2−d2+δ2, d2]q-LRC with (r2, δ2)a-locality. This verifies condition

3) in Definition 5.1. And conditions 1), 2) in Definition 5.8 follow from (5.47).

Moreover, we also have rank(Hmiddle) = m2(δ2 − 1) + d2 − δ2, which leads to k =

m1(m2r2 − d2 + δ2).
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It remains to verify the optimality of C w.r.t. bound (5.45). From d2 < r2 + δ2,

m1 <
r2

d2−δ2 and r1(1− 1
m1

) < m2r2 − d+ δ2, we have
⌈
k
r2

⌉
= m1m2 and

⌈
k
r1

⌉
= m1.

Therefore,

n− k + 1− (

⌈
k

r2

⌉
− 1)(δ2 − 1)− (

⌈
k

r1

⌉
− 1)(δ1 − δ2)

=m1(m2(δ2 − 1) + d2 − δ2) + 1− (m1m2 − 1)(δ2 − 1)− (m1 − 1)(d2 − δ2)

=m1(d2 − δ2) + δ2 − (m1 − 1)(d2 − δ2) = d2.

This completes the proof of Theorem 5.12.

Analogous to the case for (r, δ)a-LRCs, as immediate consequences of Theorem

5.12, we have the following corollaries.

Corollary 5.5.1. Let r1, r2, δ1, δ2, 3δ2+1 ≤ d2 ≤ 4δ2 be those parameters defined in

Theorem 5.12. Then, there exist explicit constructions of optimal [n, k, d2]q H-LRCs

with parameters [(r1, δ1), (r2, δ2)] of length

n =

(r2 + δ2 − 1)q
δ2
2

+1−o(1), if δ2 is even;

(r2 + δ2 − 1)q
δ2+1

2
−o(1), if δ2 is odd.

Corollary 5.5.2. Let r1, r2, δ1, d2 ≥ 3δ2+1 be those parameters defined in Theorem

5.12 and µ = bd2−1
δ2
c. For q sufficiently large, there exists an optimal [n, k, d2]q H-

LRC with parameters [(r1, δ1), (r2, δ2)] of length

n =



Ω(q
δ2
2 (q log q)

1
µ−1 ), when δ2 is even;

Ω(q
δ2
2 (q log q)

1
2(µ−1) ), when δ2 is odd and µ is even;

Ω(q
δ2
2 (q log q)

1
2(µ−2) ), when both δ2 and µ > 3 are odd;

Ω(q
δ2+1

2 ), when δ2 is odd and µ = 3.

(5.48)

Remark 5.7. (i) As mentioned in Remark 5.4, the construction of optimal (r, δ)a-

LRCs in [213] is under the condition (5.31). As a consequence, H-LRCs generat-

ed from this construction require the generating sets of the middle code satisfying

(5.31). Therefore, compared to the construction in [213], Theorem 5.12 provides

a way to construct H-LRCs under a more relaxed condition.
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(ii) When δ2 + 1 ≤ d2 ≤ 2δ2, like Theorem 5.4, Zhang and Liu [214] provide a

construction of optimal [n, k, d]q H-LRCs with parameters [(r1, δ1), (r2, δ2)] with

unbounded length. When 2δ2 + 1 ≤ d2 ≤ 3δ2, H-LRCs obtained from Theorems

IV.3 and IV.4 in [214] can have length Ω(q2) through (q, r2 + δ2−1, 1)-packings.

When d2 ≥ 3δ2 + 1, Corollary 5.5.1 and Corollary 5.5.2 give the longest known

optimal H-LRCs for these cases.

5.5.2 Generalized sector-disk codes

Aiming to construct codes that can recover erasure patterns beyond the min-

imum distance, Cai and Schwartz [40] relaxed the restrictions of sector-disk codes

[159] and considered the following array codes.

Definition 5.9. [40] Let C be an optimal [n, k, d; (r, δ)i]q-LRC. Then the code C is

said to be a (γ, s)-generalized sector disk code (GSD code) if the codewords can be

arranged into an array

C =


c1,1 c1,2 · · · c1,a

c2,1 c2,2 · · · c2,a

...
...

. . .
...

cb,1 cb,2 · · · cb,a


such that:

(i) all the erasure patterns consisting of any γ columns and additional s sectors can

be recovered;

(ii) γb+ s > d− 1.

In [40], based on locally repairable codes with information locality constructed

from regular packings, Cai and Schwartz obtained GSD codes with super-linear

length for several different (γ, s)s. As an application of Theorem 5.7, we have the

following construction.

Construction C: For positive integers r, δ ≥ 2 and 1 ≤ h ≤ δ. Let S be an

h-subset of Fq and G be an (r+δ−1)-subset of Fq \S. For any positive integer l ≥ 1,
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let n = (l+1)(r+δ−1)+h and k = (l+1)r. Then take Gl+2 = S and Gi = G for 1 ≤

i ≤ l+1, we can obtain an [n, k, h+δ; (r, δ)i]-LRC C0 by Construction B. Denote G =

{x1, . . . , xr+δ−1} and c = (c1,1, . . . , c1,r+δ−1, . . . , cl+1,1, . . . , cl+1,r+δ−1, cl+2,1, . . . , cl+2,h)

for any c ∈ C0. Define column vectors vxa ∈ Fl+2
q for a ∈ [r + δ − 1] as

vTxa = (cixa,1,jxa,1 , cixa,2,jxa,2 , . . . , cixa,l+1,jxa,l+1
, c′l+2,a),

where the generating element corresponding to cixa,b,jxa,b satisfies gixa,b,jxa,b = xa for

1 ≤ b ≤ l + 1, c′l+2,a = cl+2,a for 1 ≤ a ≤ h and c′l+2,a = 0 for h+ 1 ≤ a ≤ r + δ − 1.

Theorem 5.13. Let C be the (l+2)×(r+δ−1) array code generated by Construction

C. Then,

• when γ ≤ h, the code C is a (γ, h+ δ − 1− 2γ)-GSD code;

• when h < γ < δ − 1, the code C is a (γ, δ − 1− γ)-GSD code.

Proof. According to Definition 5.9 and Theorem 5.7, we only need to show that

erasure patterns consisting of γ columns and any other s erasures satisfy (5.34) and

(5.35), where

s =

h+ δ − 1− 2γ, when γ ≤ h;

δ − 1− γ, when h < γ < δ − 1.

Let F = {F1, . . . , Fl+2} be the erasure pattern formed by given γ columns and

other s erasures. Denote F ′ = {Fi ∈ F : |Fi| ≥ δ} ∪ {Fl+2}. Clearly, we have

|
⋃
Fi∈F ′

Fi|+ |Fl+2| ≤ |
⋃
Fi∈F

Fi|+ |Fl+2| ≤

2γ + s, when γ ≤ h;

γ + h+ s, when h < γ < δ − 1

≤ h+ δ − 1.

Therefore, F satisfies (5.34). Moreover, since Gi = G for all i ∈ [l + 1], thus (5.35)

holds naturally.

From Corollary 5.3.2, the code C generated by Construction C can be arbitrarily

long and its minimal distance d = h + δ satisfies δ + 1 ≤ d ≤ 2δ. For general
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d ≥ 2δ + 1, based on Theorem 5.6, we can extend Cai and Schwartz’s construction

as follows.

Construction D: Given positive integers r, 1 ≤ v < r and δ ≥ 2. Let

S be an (r − v)-subset of Fq and H(V,E) be a t-regular (t ≥ 2) R-uniform hy-

pergraph with V = Fq \ S that is GR(iR − b(i − 1) δ
2
c − 1, i)-free for every 2 ≤

i ≤
(
r−v+δ−1

δ

)
. Let E = {ei}|E|i=1, Gi = ei for 1 ≤ i ≤ |E| − 1 and G|E| be

a (v + δ − 1)-subset of e|E|. Let n = t(q − r + v) and k = (|E| − 1)r + v.

Based on S and H, we can obtain an [n, k, r − v + δ; (r, δ)i]-LRC C0 by Con-

struction B. Denote e|E| \ G|E| = {x1, . . . , xr−v}, V = {x1, . . . , xq−r+v} and c =

(c1,1, . . . , c1,r+δ−1, . . . , c|E|,1, . . . , c|E|,v+δ−1, c|E|+1,1, . . . , c|E|+1,r−v) for any c ∈ C0. De-

fine column vectors vxa ∈ Ftq for a ∈ [q − r + v] as

vTxa =

(cixa,1,jxa,1 , cixa,2,jxa,2 , . . . , cixa,t−1,jxa,t−1 , c|E|+1,a), if 1 ≤ a ≤ r − v;

(cixa,1,jxa,1 , cixa,2,jxa,2 , . . . , cixa,t,jxa,t), otherwise,

where the generating element corresponding to cixa,b,jxa,b satisfies gixa,b,jxa,b = xa,

1 ≤ b ≤ t− 1 for 1 ≤ a ≤ r − v and 1 ≤ b ≤ t for r − v + 1 ≤ a ≤ q − r + v.

Theorem 5.14. Let C be the t× (q − r + v) array code generated by Construction

D. Then,

• when γ ≤ r − v, the code C is a (γ, r − v + δ − 1− 2γ)-GSD code;

• when r − v < γ < δ − 1, the code C is a (γ, δ − 1− γ)-GSD code.

Proof. According to Definition 5.9 and Theorem 5.6, we only need to show that

erasure patterns consisting of γ columns and any other s erasures satisfy (5.34) and

(5.35), where

s =

r − v + δ − 1− 2γ, when γ ≤ r − v;

δ − 1− γ, when r − v < γ < δ − 1.

Let F = {F1, . . . , F|E|+1} be the erasure pattern formed by γ given columns

and other s erasures. Denote F ′ = {Fi ∈ F : |Fi| ≥ δ} ∪ {F|E|+1} and |
⋃
Fi∈F ′ Fi|+

|F|E|+1| ≤ r − v + δ − 1 follows from the choice of s. Therefore, F satisfies (5.34).
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On the other hand, denote IF ′ = {i ∈ [|E|] : Fi ∈ F ′}. Note that |
⋃
i∈IF′

Fi| ≤

r − v + δ − 1 and |Fi| ≥ δ for each i ∈ IF ′ , which indicates that

|IF ′ | ≤
(
r − v + δ − 1

δ

)
.

Therefore, (5.35) follows from the sparsity of H.

Remark 5.8. Unfortunately, all known results about large sparse hypergraphs can

not guarantee the regularity of every vertex of H. A standard probabilistic argument

like Claim .7 can only provide sparse hypergraphs with bounded degree. Thus, more

advanced methods are required to construct large regular sparse hypergraphs.

§ 5.6 An upper bound on the minimal field size required

for MRCs

In this section, we take the prime p = 2, which is the natural setting for

distributed storage. And we will establish our upper bound on the minimal field

size required for MRCs that instantiate the topology Tm×n(1, b, 0).

Theorem 5.15. Let m, b ≥ 1. Then for any q ≥ (m− 1) ·
(
m·b(m−1)
2b(m−1)

)
· nbm−b + nb−1,

there exists an MRC C that instantiates the topology Tm×n(1, b, 0) over the field Fq.

In order to do this, we will exhibit a column code Ccol and a row code Crow over

a relative small field, so that for every correctable irreducible erasure pattern E, the

code Ccol ⊗ Crow can correct E. Thus the tensor product code C = Ccol ⊗ Crow is

an MRC that instantiates the topology Tm×n(1, b, 0). We need the following lemma

known as the Combinatorial Nullstellensatz.

Lemma 5.5. (Combinatorial Nullstellensatz) [9] Let F be an arbitrary field, let

P ∈ F[t1, . . . , tn] be a polynomial of degree d which contains a non-zero coefficient at

td1
1 · · · tdnn with d1 + · · ·+dn = d, and let S1, . . . , Sn be subsets of F such that |Si| > di

for all 1 ≤ i ≤ n. Then there exist x1 ∈ S1, . . . , xn ∈ Sn such that P (x1, . . . , xn) 6= 0.
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Proof of Theorem 5.15. Since the case m = 1 is trivial, w.l.o.g., we assume m ≥ 2.

For simplicity, we fix Ccol as the simple parity code Pm and focus on obtaining the

code Crow.

Denote E as the set of all the types of regular irreducible erasure patterns for

topology Tm×n(1, b, 0). Assume the parity check matrix of the code Crow is Hrow,

then the pseudo-parity check matrix H is of the form in (5.14). Thus, our goal is to

construct a b× n matrix Hrow such that:

(i) Every b distinct columns of Hrow are linearly independent.

(ii) For each regular irreducible erasure pattern E, the pseudo-parity check matrix

H ∈ F(n+bm)×mn
q of C satisfies: rank(H|E) = |E|.

The requirement (i) is to guarantee that the code Crow is an [n, n−b]-MDS code and

by Proposition 3.2, the requirement (ii) guarantees that C can correct all regular

irreducible erasure patterns.

Given a regular irreducible erasure pattern E ∈ [m] × [n], w.l.o.g., assume

UE = [u0] ⊆ [m] and VE = [v0] ⊆ [n], then E has the form

E =



∗ ∗ ∗ ∗ · · · ◦ ◦

∗ ∗ ∗ ◦ · · · ∗ ◦

◦ ∗ ◦ ∗ · · · ∗ ◦
...

...
...

...
. . .

...
...

◦ ◦ ◦ ∗ · · · ∗ ∗


=



E1

E2

E3

...

Eu0


,

where Ei represents the sub-erasure pattern of E over the ith row. Thus

H|E =



In|E1 In|E2 · · · In|Eu0

Hrow|E1 0 . . . 0

0 Hrow|E2 . . . 0

...
...

. . .
...

0 0 . . . Hrow|Eu0


=

 H1|E

H2|E

 .
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Let supp(Ei) = {j ∈ [n] : Ei(j) = ∗}. Since
⋃u0

i=1 supp(Ei) = [v0], by applying

elementary row and column transformations, we have

H|E =


Iv0 0v0×(|E|−v0)

Au0b×v0 Bu0b×(|E|−v0)

0(n−v0)×(v0) 0(n−v0)×(|E|−v0)

 , (5.49)

where A consists of all the columns in H2|E corresponding to an Iv0 in H1|E and

B consists of all the rest columns in H2|E by substituting columns of A with the

same parts in H1|E. Thus a non-zero element of A equals to some hij in Hrow and

a non-zero element of B equals to hij or −hij for some hij in Hrow. For example,

take UE = VE = {1, 2, 3}, Hrow = (h1, . . . ,hn) and

E =


∗ ∗ ◦

∗ ◦ ∗

◦ ◦ ∗

 ,

then

H|E =



1 1

1

1 1

h1 h2

h1 h3

h3

0(n−3)×3 0(n−3)×2


=



1

1

1

h1 h2 −h1

h3 h1 −h3

h3

0(n−3)×3 0(n−3)×2


.

From the above simplified form of H|E in (5.49), we have

rank(H|E) = rank(Iv0) + rank(Bu0b×(|E|−v0))

= v0 + rank(Bu0b×(|E|−v0)).

By Definition 5.7 and (5.16), we have |E| ≤ v0 +u0b−b. Thus rank(H|E) = |E|

if and only if there exists an (|E|−v0)×(|E|−v0) minor B′ in B such that det(B′) 6= 0.
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Now, take

Hrow =



x11 x12 x13 · · · x1n

x21 x22 x23 · · · x2n

x31 x32 x33 · · · x3n

...
...

...
. . .

...

xb1 xb2 xb3 · · · xbn


,

where each xij is a variable over Fq. Therefore, our goal is to find a proper valuation

of these x′ijs over Fq such that the resulting matrix Hrow satisfies both requirement

(i) and requirement (ii).

• For requirement (i)

For any J = {j1, . . . , jb} ⊆ [n], let MJ be the b× b submatrix of Hrow formed

by the b columns indicated by J , i.e.,

MJ =



x1j1 x1j2 x1j3 · · · x1jb

x2j1 x2j2 x2j3 · · · x2jb

x3j1 x3j2 x3j3 · · · x3jb

...
...

...
. . .

...

xbj1 xbj2 xbj3 · · · xbjb


.

Define

P =
∏

J∈([n]
b )

det(MJ).

Since each det(MJ) is a homogeneous polynomial of degree b, we know that P

is a homogeneous polynomial of degree b
(
n
b

)
, and each variable xij has degree at

most
(
n−1
b−1

)
. According to the definition of P , if there is a valuation (h11, . . . , hbn)

of (x11, . . . , xbn) such that P (h11, . . . , hbn) 6= 0, then the resulting matrix Hrow =

(hij)i∈[b],j∈[n] satisfies requirement (i).

• For requirement (ii)
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For each regular irreducible erasure pattern E ∈ [m] × [n], set |UE| = u0 and

|VE| = v0 and consider the u0b × (|E| − v0) submatrix B(E) of H|E in (5.49). For

each (|E| − v0) × (|E| − v0) minor B′(E) in B(E), det(B′(E)) can be viewed as a

multi-variable polynomial in Fq[x11, . . . , xbn] with degree at most |E| − v0. Since

each non-zero element of B equals to xij or −xij for some xij in Hrow, and each

variable xij appears in at most u0 − 1 columns of B, thus for each minor B′(E) we

have

det(B′(E)) =
∑

∑
1≤i≤b,1≤j≤n aij=|E|−v0,

0≤aij≤u0−1

c(a11,...,abn) · xa11
11 x

a12
12 · · ·x

abn
bn , (5.50)

where c(a11,...,abn) equals to 0, 1 or −1.

Since elementary row and column transformations don’t change the form of

H|E (In fact, these transformations only affect the indices of his, and therefore,

switch xi,j to xi,j′ for j′ 6= j ∈ [n]), the structure of B′(E) is determined by the type

of the erasure pattern. Therefore, once E is given, for each minor B′(E) in B(E),

det(B′(E)) can be viewed as a polynomial in F2[x11, . . . , xbn] with a fixed form.

Since for each regular irreducible erasure pattern E, |E| ≤ v0 + bm− b. Thus,

when q > bm−b ≥ deg(det(B′(E))), det(B′(E))|F(bn)
q
≡ 0 if and only if det(B′(E)) =

0 (i.e. the zero polynomial).

According to the proof of Theorem 5.2 in [93], when the size of the field is large

enough, there exists a code C0 such that the tensor product code C = Pm ⊗ C0 can

correct E. This means that there exists a valuation of the bn variables in Hrow such

that det(B′(E)) 6= 0 for some (|E|−|VE|)×(|E|−|VE|) minor B′(E) in B(E). By this,

we know that the multi-variable polynomial det(B′(E)) corresponding to this minor

B′(E) can not be zero polynomial. From the previous analysis, we know that the

form of this polynomial det(B′(E)) is irrelevant to the size of the field. Therefore,

for any q > bm − b as a power of 2, this det(B′(E)) is a non-zero polynomial in

Fq[x11, . . . , xbn].

For each regular irreducible erasure pattern E, denote fE as the non-zero de-

terminant polynomial corresponding to some (|E|−|VE|)×(|E|−|VE|) minor B′(E)
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in B(E). Define

F =
∏

E∈[m]×[n],
E is a regular irreducible erasure pattern

fE. (5.51)

Similarly, if there is a valuation (h11, . . . , hbn) of (x11, . . . , xbn) such that F (h11, . . . , hbn)

6= 0, then the resulting matrix Hrow = (hij)i∈[b],j∈[n] satisfies requirement (ii).

In order to apply the Combinatorial Nullstellensatz, we shall estimate the degree

of each variable in F . Noted that

F =
∏
E∗∈E

∏
E is a regular irreducible

erasure pattern of the same type with E∗

fE, (5.52)

and for each E∗ = (E1, E2, . . . , Em)T ∈ E , we can find at most
(
n
|VE |

)
≤
(

n
bm−b

)
different regular irreducible erasure patterns of type E∗ in [m]× [n]. By (5.50), for

every regular irreducible erasure pattern E, we have the degree of each variable xij

in fE to be at most m−1. Therefore, the degree of each variable xij in F is at most

(m− 1) · |E| ·
(

n
bm−b

)
.

Now, consider the polynomial P · F , by Lemma 5.5, there is a valuation

(h11, . . . , hbn) of (x11, . . . , xbn) over a field Fq of size

q = (m− 1) ·
(
m · b(m− 1)

2b(m− 1)

)
· nbm−b + nb−1

such that P · F (h11, . . . , hbn) 6= 0. Therefore, the corresponding matrix Hrow =

(hij)i∈[b],j∈[n] is the objective matrix satisfying both requirement (i) and requirement

(ii). This completes the proof.

Remark 5.9. In the proof above, according to the property of regular irreducible

erasure patterns, we can bound the degree of each variable in F . During this bounding

process, we also showed that deg (fE) ≤ b(m− 1), which will lead to an upper bound

on deg (F ). Based on this, one can apply Schwartz-Zippel lemma with P · F and

obtain q ≤ (bm−b) ·
(
m·b(m−1)
2b(m−1)

)
·nbm−b+nb−1, which is slightly weaker than the bound

given in Theorem 5.15.
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Remark 5.10. Considering the MRCs for topologies Tm×n(1, b, 0), the general bound

given by Gopalan et al. [91] is

q > (n+bm−b) ·
(

mn

≤ n+ bm− b

)
= Ω((n+bm−b)2(

mn

n+ bm− b
)(n+bm−b)), (5.53)

which is exponentially increasing for both m and n, while the bound given by Theorem

5.15 is only a polynomial of n.

But, even so, when considering the growth rate corresponding to m,

q = (m− 1) ·
(
m · b(m− 1)

2b(m− 1)

)
· nbm−b + nb−1 = Ω(m2b(m−1)+mnbm−b)

grows exponentially.

Actually, m is often considered as the number of data centers in practice, which

is very small compared to n. Therefore, the when n � m, the bound given by

Theorem 5.15 is better than that in [91].

§ 5.7 MRCs for topologies Tm×n(1, 2, 0) and Tm×n(1, 3, 0)

In this section, for topology Tm×n(1, 2, 0), we give a full characterization of the

regular irreducible erasure patterns when m = 4 and obtain an improved upper

bound on the field size for MRCs instantiating topology T4×n(1, 2, 0). Based on a

special type of regular irreducible erasure patterns, we prove a polynomial lower

bound for general m. For topology Tm×n(1, 3, 0), with the same method, we ob-

tain an improved upper bound on the field size for MRCs instantiating topology

T3×n(1, 3, 0).

5.7.1 MRCs for topologies Tm×n(1, 2, 0)

In this part, first, using the results from Section 3.2, we will give a character-

ization of the regular irreducible erasure patterns for topology Tm×n(1, 2, 0). For

m = 4, all types of regular irreducible erasure patterns are determined. For each

m ≥ 5, we find a particular type of regular irreducible erasure patterns, which is

crucial for the proof of the lower bound.
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Denote E as the set of all the types of regular irreducible erasure patterns for

topology Tm×n(1, 2, 0). For each E ∈ E , by (5.15) and (5.16), we have |UE| + 2 ≤

|VE| ≤ 2|UE| − 2 and |E| ≤ |VE|+ 2|UE| − 2. Therefore, |UE| ≥ 4 and by UE ⊆ [m],

we have m ≥ 4.

From the irreducibility, each erasure pattern has at least 2 erasures in each

column and at least 3 erasures in each row. Noted that the more erasures each

row (column) contains, the harder the corresponding erasure pattern can meet the

regularity. In this spirit, we find the following 2 types of erasure patterns for m = 4.

• Type I

E1 =



∗ ∗ ∗ ◦ ◦ ◦

∗ ∗ ◦ ∗ ◦ ◦

◦ ◦ ∗ ◦ ∗ ∗

◦ ◦ ◦ ∗ ∗ ∗


4×6

,

• Type II

E2 =



∗ ∗ ∗ ◦ ◦ ◦

∗ ◦ ◦ ∗ ∗ ◦

◦ ∗ ◦ ∗ ◦ ∗

◦ ◦ ∗ ◦ ∗ ∗


4×6

.

Proposition 5.4. The above 2 types of erasure patterns are regular and irreducible

for corresponding topology Tm×n(1, 2, 0).

Proof. Noted that the irreducibility follows from that all these erasure patterns have

at least 2 erasures in each column and at least 3 erasures in each row, thus we only

have to prove the regularity. We just prove the regularity of erasure patterns of

Type I here, the proof for the other type is the same.

Recall that erasure pattern E is called regular if for all U ⊆ [m] and V ⊆ [n],

we have

|E ∩ (U × V )| ≤ |V |+ 2|U | − 2.

204



Bounds and constructions of LRCs and MRCs

Since each submatrix indexed by U × V ⊆ [m] × [n] can be obtained by executing

first m− |U | row deletions and then n− |V | column deletions, and the violation of

the above inequality only can occur when E has the maximum density in [m]× [n].

Therefore, w.l.o.g., for erasure patterns of Type I, assume that m = 4 and n = 6.

Consider the row and column deletion process in E1. Every deletion of 4− |U |

rows leads to a decrease of 12 − 3|U | in the LHS and 8 − 2|U | in the RHS, thus

to maintain the inequality, the following column deletions can contribute at most

4 − |U | more decreases in the LHS. Noted that each pair of rows shares at most 2

erasures having common coordinates. Therefore, for |U | ≤ 3, the column deletions

can contribute at most 4 − |U | more decreases in the LHS than that in the RHS.

Therefore, the above inequality always holds and this leads to the regularity of

erasure patterns of Type I.

Remark 5.11. When m > 4, since 4 ≤ |UE| ≤ m and |UE|+ 2 ≤ |VE| ≤ 2|UE| − 2,

the type of erasure patterns varies with the growing of |UE|. In the same spirit,

one can construct similar regular irreducible erasure patterns for m = 5, 6, 7. And

with the help of Proposition 5.3, one can extend these constructions recursively for

general m.

5.7.1.1 Improved upper bound for topologies T4×n(1, 2, 0)

Now, we are going to prove the following existence result for MRCs instantiating

the topology T4×n(1, 2, 0), which improves the general upper bound from Theorem

5.15 for this special topology.

Theorem 5.16. For any q > n5

log(n)
·C1, there exists an MRC C that instantiates the

topology T4×n(1, 2, 0) over the field Fq, where C1 ≥ (10
c5

)5 is an absolute constant.

Proof. Similar to the proof of Theorem 5.15, let Ccol be the simple parity code P4.

Our goal is to construct a 2× n matrix Hrow such that:

(i) Every 2 distinct columns of Hrow are linearly independent.

(ii) For each regular irreducible erasure pattern E of Type I or Type II, the pseudo-

parity check matrix H ∈ F(n+8)×4n
q of P4 ⊗ Crow satisfies: rank(H|E) = 12.
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Different from the general strategy, we are going to obtain an objective matrix based

on the Vandermonde matrix.

Suppose there exists an objective matrix A0 of the form

A0 =

 1 1 1 · · · 1

a1 a2 a3 · · · an

 ,

where {ai}i∈[n] are pairwise distinct elements in Fq. Then the distinctness of {ai}i∈[n]

guarantees that A0 satisfies (i).

Now take Hrow = A0 and consider the pseudo-parity check matrix HA0 . For

each s ∈ [2], we have

HA0|Es =


I6 06×6

A
(s)
8×6 B

(s)
8×6

0(n−6)×6 0(n−6)×6

 ,

where

A(1) =



1 1 1

a1 a2 a3

1

a4

1 1

a5 a6

02×6



and A(2) =



1 1 1

a1 a2 a3

1 1

a4 a5

1

a6

02×6



,

B(1) =



−1 −1 −1

−a1 −a2 −a3

1 1 −1

a1 a2 −a4

1 −1 −1

a3 −a5 −a6

1 1 1

a4 a5 a6


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and

B(2) =



−1 −1 −1

−a1 −a2 −a3

1 −1 −1

a1 −a4 −a5

1 1 −1

a2 a4 −a6

1 1 1

a3 a5 a6



.

Since B(s) can be simplified as

B(1) =



1

1

1

a2 − a1 a4 − a1

a3 − a4

a5 − a4 a6 − a5

02×6


and

B(2) =



1

1

1

a1 − a4 a1 − a5

a4 − a2 a2 − a6

a5 − a3 a6 − a3

02×6



,

we have

• rank(B(1)) = 6 if and only if (a2 − a1)(a4 − a3)(a6 − a5) 6= 0.
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• rank(B(2)) = 6 if and only if (a1−a4)(a2−a6)(a3−a5)− (a2−a4)(a1−a5)(a3−

a6) 6= 0.

Take f(x1, x2, . . . , x6) = (x1 − x4)(x2 − x6)(x3 − x5)− (x2 − x4)(x1 − x5)(x3 − x6),

we have deg(f) = 3. From the assumption that {ai}i∈[n] are pairwise distinct, we

know that erasure patterns of Type I can be easily corrected. Then if we also want

to correct all erasure patterns of Type II, {ai}i∈[n] only need to have the property

that for any {ai1 , ai2 , . . . , ai6} ⊆ {ai}i∈[n] and each π ∈ S6, f(aiπ(1)
, . . . , aiπ(6)

) 6= 0.

Different from the proof of Theorem 5.15, here we use the hypergraph indepen-

dent set approach.

Let H be a 6-uniform hypergraph with vertex set Fq, each set of 6 vertices

{v1, . . . , v6} forms a 6-hyperedge if and only if f(vπ(1), . . . , vπ(6)) = 0 for some π ∈ S6.

From the construction of the hypergraphH, if there exists an independent set I such

that |I| ≥ n, then we can construct an objective matrix A0 by arbitrarily choosing

n different vertices from I as elements for its 2nd row.

Since degxi(f) = 1 for each xi, and f(v1, . . . , xi, . . . , v6) is a non-zero polynomial

for any 5-subset {vj}j∈[6]\{i} ⊆ Fq. Thus the maximal 5-degree of H ∆5(H) ≤ 6!.

By Theorem 5.3,

α(H) ≥ c5

5
(q log q)

1
5 > n.

Denote I(H) as the maximum independent set in H, therefore, there exists a subset

A = {a1 . . . , an} ⊆ Fq such that the matrix A0 of the form

A0 =

 1 1 1 · · · 1

a1 a2 a3 · · · an


satisfies both (i) and (ii). Thus, the resulting tensor product code C = P4 ⊗ Crow is

an MRC instantiating topology T4×n(1, 2, 0).

5.7.1.2 Lower bound for topologies Tm×n(1, 2, 0)

The above theorem says that for any q > n5

log(n)
· C0, there exists an MRC C

for topology T4×n(1, 2, 0) over Fq. This actually gives an upper bound n5

log(n)
· C0 on
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the minimal field size required for the existence of an MRC. But is this polynomial

trend really necessary? Recall the MDS Conjecture:

MDS Conjecture. If there is a nontrivial [n, k] MDS code over Fq, then n ≤ q+1,

except when q is even and k = 3 or k = q − 1 in which case n ≤ q + 2.

Since the code Crow is always an MDS code, thus from the MDS Conjecture we

know that a linear lower bound is necessary, but will it be sufficient? Sadly not.

The next theorem gives a quadratic lower bound on the smallest field size required

for the existence of an MRC for the topology Tm×n(1, 2, 0) (m ≥ 4 and n ≥ 6).

Theorem 5.17. If q < (n−3)2

4
+ 2, then for any tensor product code C = Ccol ⊗ Crow

over Fq with Ccol as an [m,m− 1, 2] MDS code (m ≥ 4) and Crow as an [n, n− 2, 3]

MDS code (n ≥ 6), C can not be an MRC that instantiates the topology Tm×n(1, 2, 0).

To present the proof, we need the following two propositions:

Proposition 5.5. Take ω ∈ F∗q as the primitive element. If there exist six distinct

ti ∈ Zq−1 such that t1 + t6 = t2 + t5 = t3 + t4, then the polynomial f(x1, x2, . . . , x6) =

(x1 − x4)(x2 − x6)(x3 − x5) − (x2 − x4)(x1 − x5)(x3 − x6) has a zero of the form

(ωt1 , . . . , ωt6).

Proof. By substituting (ωt1 , . . . , ωt6) to f(x1, x2, . . . , x6) directly, we have

(ωt1 − ωt5)(ωt2 − ωt4)(ωt3 − ωt6)− (ωt1 − ωt4)(ωt2 − ωt6)(ωt3 − ωt5)

=ωt1+t2+t3 [(1− ωt5−t1)(1− ωt4−t2)(1− ωt6−t3)− (1− ωt6−t2)(1− ωt5−t3)(1− ωt4−t1)].

Since t1 + t6 = t2 + t5 = t3 + t4, then we have
t5 − t1 = t6 − t2

t4 − t2 = t5 − t3

t6 − t3 = t4 − t1

.

Using these three identities, we have f(ωt1 , . . . , ωt6) = 0.

209



Several problems in extremal combinatorics and their applications in coding theory

Let N ≥ 2 be a positive integer, for any subset A ⊆ ZN , we say A is a 2-Sidon

set if for any 2-subset {a1, b1} ⊆ A there exists at most one other {a2, b2} ⊆ A

different from {a1, b1} such that a1 + b1 = a2 + b2.

Proposition 5.6. For any A ⊆ ZN , if A is a 2-Sidon set, then we have |A| ≤

2
√
N + 1.

Proof. Since A+ A ⊆ ZN , by a simple double counting, we have(
|A|
2

)
≤ 2N.

Thus |A| ≤ 2
√
N + 1.

Proof of Theorem 5.17. Different from the proof of the upper bound, since we want

to obtain a necessary condition for the existence of an MRC, we have to deal with

the general case.

For any [m,m− 1, 2] MDS code C1 and [n, n− 2, 3] MDS code C2, take

H1 = (a1, a2, . . . , am) and H2 =

 b11 b12 · · · b1n

b21 b22 · · · b2n


as their parity check matrices. Then the pseudo-parity check matrix of C = C1 ⊗ C2

has the following form

H =



a1 · In a2 · In · · · am · In
H2 0 · · · 0

0 H2 · · · 0
...

...
. . . 0

0 0 · · · H2


.

Take H1 = (a1, a2, . . . , am) as a vector in Fq and consider its Hamming weight

w(H1). Since C1 is an [m,m − 1, 2] MDS code, we have w(H1) = m. Therefore,

ai 6= 0 for each i ∈ [m].

Now, consider erasure patterns of type II, we have

H|E2 =


A′6×6 06×6

A8×6 B8×6

0(n−6)×6 0(n−6)×6

 ,
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where

A′ =



a′1

a′1

a′1

a′2

a′2

a′3


, A =



β1 β2 β3

β4 β5

β6

02×6


and

B =


−a′2
a′1
β1 −a′3

a′1
β2 −a′4

a′1
β3

β1 −a′3
a′2
β4 −a′4

a′2
β5

β2 β4 −a′4
a′3
β6

β3 β5 β6

 ,

for some {a′1, a′2, a′3, a′4} ⊆ {a1, a2, . . . , am} and column vectors {β1, . . . , β6} ⊆ H2

corresponding to E2.

It can be easily verified that the first row of B can be linearly expressed by the

other three rows. Thus rank(B) = 6 if and only if the following system of linear

equations only have zero solutions.


x1 · β1 − x4 · a

′
3

a′2
β4 − x5 · a

′
4

a′2
β5 = 0

x2 · β2 + x4 · β4 − x6 · a
′
4

a′3
β6 = 0

x3 · β3 + x5 · β5 + x6 · β6 = 0

(5.54)

For (5.54), it has non-zero solution (d1, . . . , d6) which does not violate the MDS

property of H2. For example, take ω ∈ F∗q as the primitive element, if βi = (1, ωti)

for some distinct ti ∈ [q−1] such that t1 +t6 = t2 +t5 = t3 +t4, then the resulting B2

has rank(B2) ≤ 5 and this guarantees the existence of non-zero solution for (5.54).

W.o.l.g., assume n ≥ 8, then from the MDS property of H2, we know that H2

contains at least n− 2 weight-2 columns. Since any six distinct elements of [n] can

be chosen to form an erasure pattern E2 of Type II, therefore, the maximal recov-

erability requires that rank(B) = 6 for any six distinct columns in H2. Especially,
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we can take all these columns with weight equal to 2. Assume βi = (bi1, bi2)T with

bis 6= 0 for each i ∈ [6], s ∈ [2]. Then B can be formulated as

B =



−

 a′2b11

a1

a′2b11r1
a1

 −

 a′3b21

a1

a′3b21r2
a1

 −

 a′4b31

a1

a′4b31r3
a1

 b11

b11r1

 −

 a′3b41

a2

a′3b41r4
a2

 −

 a′4b51

a2

a′4b51r5
a2

 b21

b21r2

  b41

b41r4

 −

 a′4b61

a3

a′4b61r6
a3

 b31

b31r3

  b51

b51r5

  b61

b61r6





,

where ri = bi2
bi1

for each i ∈ [6]. Since the first row of B can be linearly expressed

by the other three rows and the scaling of each column doesn’t affect the linear

dependency, we have rank(B) = rank(B̃), where

B̃ =



1

r1

 −a′3
a′2
·

1

r4

 −a′4
a′2
·

1

r5

1

r2

 1

r4

 −a′4
a′3
·

1

r6

1

r3

 1

r5

 1

r6




.

And it can be simplified as

B̃ =



1

1

1

a′3
a′2

(r1 − r4)
a′4
a′2

(r1 − r5)

r4 − r2
a′4
a′3

(r2 − r6)

r5 − r3 r6 − r3


.

Therefore, rank(B) = rank(B̃) = 6 if and only if (r1 − r4)(r2 − r6)(r3 − r5)− (r2 −
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r4)(r1 − r5)(r3 − r6) 6= 0. †

In order to show that the tensor product code C can’t correct all erasure patterns

of Type II, we need to prove that if q isn’t large enough, there will always be six

distinct columns {bi1 · (1, ri)T}i∈[6] with (r1 − r4)(r2 − r6)(r3 − r5) − (r2 − r4)(r1 −

r5)(r3 − r6) = 0, which is shown as follows.

Consider n − 2 distinct columns of H2 with weight 2, {bi1 · (1, ri)
T}i∈[n−2],

according to the MDS property, we know that ri 6= rj for all i 6= j ∈ [n − 2].

Therefore, if we take ri = ωti for each i ∈ [n − 2], we know that ti 6= tj for all

i 6= j ∈ [n − 2]. Denote A = {ti}i∈[n−2], then A is an (n − 2)-subset of Zq−2.

Since q < (n−3)2

4
+ 2, by Proposition 5.6, we know that A can’t be a 2-Sidon set.

Thus, there are at least three different 2-subsets {t1, t6}, {t2, t5}, {t3, t4} ∈ A, such

that t1 + t6 = t2 + t5 = t3 + t4 and tis are all distinct. By Proposition 5.5, the

corresponding {rj}j∈[6] such that rj = ωtj for each j ∈ [6], satisfies (r1 − r4)(r2 −

r6)(r3 − r5)− (r2 − r4)(r1 − r5)(r3 − r6) = 0.

Therefore, C can not correct the erasure patterns of Type II formed by the

corresponding six columns {bj1 · (1, rj)T}j∈[6], which means C is not an MRC that

instantiates the topology Tm×n(1, 2, 0).

Remark 5.12. Since we have only considered the restrictions brought by certain era-

sure patterns, the lower bounds of the field size given by Theorem 5.17 can certainly

be improved if one can find other non-trivial regular irreducible erasure patterns for

general m.

5.7.2 MRCs for topologies Tm×n(1, 3, 0)

Denote E as the set of all the types of regular irreducible erasure patterns for

topology Tm×n(1, 3, 0). For each E ∈ E , by (5.15), we have |UE| + 3 ≤ |VE| ≤

3|UE| − 3, which leads to |UE| ≥ 3. Since UE ⊆ [m], we have m ≥ 3 and n ≥ 6.

From the irreducibility, each erasure pattern has exactly 2 erasures in each

column and 4 erasures in each row. With the same spirit as that for topologies

†Recall the condition of B having full rank and the polynomial f(x1, x2, . . . , x6) we defined in

the proof of Theorem 5.16, the condition we obtain here for the general case is actually the same.
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Tm×n(1, 2, 0), we find the following type of erasure patterns for m = 3:

E0 =


∗ ∗ ∗ ∗ ◦ ◦

∗ ∗ ◦ ◦ ∗ ∗

◦ ◦ ∗ ∗ ∗ ∗

 .

Using the same argument as that for E1 and E2, one can prove that erasure patterns

of type E0 are regular and irreducible for topologies Tm×n(1, 3, 0). Also, since m = 3

leads to UE = 3, VE = 6 and |E| = 12 for every E ∈ E , one can easily check that E0

is the only type of regular irreducible erasure pattern for topologies T3×n(1, 3, 0).

Based on this characterization, we have the following improved upper bound

on the field size required for the existence of MRCs instantiating T3×n(1, 3, 0).

Theorem 5.18. For any q > n5

log(n)
·C2, there exists an MRC C that instantiates the

topology T3×n(1, 3, 0) over the field Fq, where C2 ≥ (10
c5

)5 is an absolute constant.

Sketch of the proof. Since the idea of the proof is the same as that of Theorem 5.16,

we only sketch the main steps here.

Let Ccol be the simple parity code P3, we are going to construct a 3× n matrix

Hrow such that:

(i) Every 3 distinct columns of Hrow are linearly independent.

(ii) For each erasure pattern E of type E0, the pseudo-parity check matrix H ∈

F(n+9)×3n
q of P3 ⊗ Crow satisfies: rank(H|E) = 12.

Suppose there exists an objective matrix A0 of the form

A0 =


1 1 1 · · · 1

a1 a2 a3 · · · an

a2
1 a2

2 a2
3 · · · a2

n

 ,

where {ai}i∈[n] are pairwise distinct elements in Fq. Then we have the corresponding
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pseudo-parity check matrix

HA0|E0 =


I6 06×6

A9×6 B9×6

0(n−6)×6 0(n−6)×6

 ,

where

A =



1 1 1 1

a1 a2 a3 a4

a2
1 a2

2 a2
3 a2

4

1 1

a5 a6

a2
5 a2

6

03×6



and B =



−1 −1 −1 −1

−a1 −a2 −a3 −a4

−a2
1 −a2

2 −a2
3 −a2

4

1 1 −1 −1

a1 a2 −a5 −a6

a2
1 a2

2 −a2
5 −a2

6

1 1 1 1

a3 a4 a5 a6

a2
3 a2

4 a2
5 a2

6



.

Since B can be simplified as

B =



1

1

a2 − a1 a1 − a5 a1 − a6

a2
2 − a2

1 a2
1 − a2

5 a2
1 − a2

6

a4 − a3 a5 − a3 a6 − a3

a2
4 − a2

3 a2
5 − a2

3 a2
6 − a2

3

03×6



,

thus we have

• rank(B) = 6 if and only if f(a1, . . . , a6) 6= 0, where f(x1, . . . , x6) = (x1 −

x2)(x3 − x4)[(x1 − x6)(x2 − x6)(x3 − x5)(x4 − x6) − (x1 − x5)(x2 − x5)(x3 −

x6)(x4 − x6)].
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LetH be a 6-uniform hypergraph with vertex set Fq, each set of 6 vertices {v1, . . . , v6}

forms a 6-hyperedge if and only if f(vπ(1), . . . , vπ(6)) = 0 for some π ∈ S6. If there ex-

ists an independent set I ⊆ Fq such that |I| ≥ n, then we can construct an objective

matrix A0 by arbitrarily choosing n different vertices from I as {ai}i∈[n].

Since degxi(f) ≤ 2 for each xi, and f(v1, . . . , xi, . . . , v6) is a non-zero polynomial

for any 5-subset {vj}j∈[6]\{i} ∈ Fq, we have ∆5(H) ≤ 2 · 6!. Thus, by Theorem 5.3,

α(H) ≥ c5

5
(q log q)

1
5 > n,

therefore, there exists a subset A = {a1, . . . , an} ⊆ Fq such that the corresponding

Vandermonde matrix A0 is the objective parity check matrix of the row code Crow.

Remark 5.13. Based on the same idea as that appeared in the proof of Theorem

5.17, we can obtain a lower bound q ≥
√
n2−11n+34

2
on the field size ensuring the

existence of MRCs for topologies Tm×n(1, 3, 0). Unfortunately, this doesn’t beat the

lower bound q ≥ n− 1 or q ≥ n− 2 given by the MDS conjecture.

§ 5.8 Conclusions and further research

In this chapter, we considered two kinds of codes for distributed storage systems–

(r, δ)-LRCs and MRCs. For (r, δ)-LRCs, we provide general constructions for both

optimal (r, δ)a-LRCs and optimal (r, δ)i-LRCs. Based on a connection between s-

parse hypergraphs and optimal (r, δ)-LRCs, we obtain optimal (r, δ)a-LRCs and

optimal (r, δ)i-LRCs with super-linear (in q) length. This improves all known re-

sults when the minimal distance d satisfies d ≥ 3δ + 1. Moreover, as applications,

we provide new constructions for H-LRCs and GSD codes. For MRCs, we obtain a

new upper bound on the minimal size of fields required for the existence of MRCs

instantiating the topology Tm×n(1, b, 0), which improves the general upper bound

given by Gopalan et al. [91]. We also consider some special cases with fixed m and

b, and obtain a polynomial lower bound and some new upper bounds.
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Though many works have been done, there is still a wide range of questions

that remain open. Here we highlight some of the questions related to our work.

• As shown in Theorem 5.6, codes generated by Construction B can recover spe-

cial erasure patterns beyond the minimal distance, which enables us to further

construct GSD codes. This phenomenon also appears in codes from Construc-

tion A. Note that the parity check matrix in (5.19) have similar structure as that

for MR-LRC (see [95]), therefore, it’s worth trying to obtain longer MR-LRCs

using similar approaches.

• According to Tables I and II, there are gaps between our constructions and up-

per bounds on the code length given in [39] and [40]. Therefore, improvements

of the upper bounds and constructions of longer codes will be interesting topics

for future work. Moreover, to our knowledge, explicit constructions of large

sparse hypergraphs are very rare. Results of Lemma 5.4 and therefore results of

Theorem 5.10 are both from the perspective of probabilistic existence. There-

fore, explicit constructions or algorithmic constructions in polynomial time (like

Theorem 4.2 in [208]) for optimal (r, δ)-LRCs with super-linear length are also

worth studying.

• Due to the rough estimation on the number of regular erasure patterns, the

upper bound given by Theorem 5.15 still grows exponentially with m. If one

can give a better characterization of the regular erasure patterns (probably

using tools from extremal graph theory), we believe the general upper bound in

Theorem 5.15 can also be improved.

• As for the lower bound, we only considered the cases when b = 2 and 3. For

general case, due to the complexity of the erasure patterns, our method might

not work. Therefore, a general non-trivial lower bound on the field size of codes

achieving the MR property for topologies Tm×n(1, b, 0) remains widely open.

• Under the limitations of the methods themselves, the Combinatorial Nullstel-

lensatz and the hypergraph independent set approach can only give existence
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results. Therefore, explicit constructions of MRCs for topologies Tm×n(1, b, 0)

over small fields are still interesting open problems. In particular, is it possible

to give an explicit construction of MRCs for the topology T4×n(1, 2, 0) over a

field of size between Ω(n2) and O(n5/ log(n))?

218



Chapter 6 Other research

In this chapter, we discuss some other research during the study for the can-

didate’s doctorate. These research topics are still under investigation and are all

closely related to some of the topics we’ve discussed above. However, owing to

the limitation of the extent, in this chapter, after briefly introducing their research

backgrounds, we only list our corresponding results and omit detailed proofs and

discussions.

§ 6.1 A new type of Bollobás’s two families theorem

Let (A1, B1), . . . , (Am, Bm) be pairs of sets with |Ai| = a and |Bi| = b for

every 1 ≤ i ≤ m. In 1965, Bollobás [28] proved the following theorem about cross-

intersecting set pairs, which became one of the cornerstones in extremal set theory.

Theorem 6.1 (Bollobás Theorem). [28] Suppose that Ai ∩ Bi = ∅, for 1 ≤ i ≤ m,

and Ai ∩Bj 6= ∅, for i 6= j. Then

m ≤
(
a+ b

a

)
. (6.1)

Furthermore, equality holds if and only if there is some set X of cardinality a + b

such that Ais are all subsets of X of size a and Bi = X \ Ai for each i.

Over the years, different proofs involving various kinds of methods together

with all kinds of generalizations of this theorem have been discovered (see [8, 10,

26, 69, 80, 97, 114–116, 118, 119, 135, 158, 172, 190, 191, 194–196]). Among these

proofs, using tools from exterior algebra (or wedge product), Lovász’s proof [137]
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turns out to be strikingly elegant and provides a brand-new perspective for dealing

with pairs of sets or subspaces with these types of constraints.

Using Lovász’s method, in 1984, Füredi [80] proved a threshold version of Bol-

lobás theorem for linear subspaces. Recently, following the path led by Lovász and

Füredi, Scott and Wilmer [172] established a new correspondence between exterior

algebra and hypergraphs. It turns out to be an effective way to tackle pairs of set

systems with the Bollobás-type cross-intersecting requirements. As an application

of their method, they proved a weighted Bollobás theorem for finite-dimensional real

vector spaces.

Using exterior algebra method together with the new correspondence in [172],

we also prove a new weighted Bollobás-type theorem for two families in real vector

spaces. Comparing to Scott and Wilmer’s result, we generalize the original con-

straints to dim(Ai ∩ Bi) ≤ t for 1 ≤ i ≤ m and dim(Ai ∩ Bj) > t for some integer

t ≥ 0 and 1 ≤ i < j ≤ m. Besides, there is an extra constraint about {Ai}mi=1 being

(t+ 1)-intersecting.

Theorem 6.2. Let {(Ai, Bi)}mi=1 be a collection of pairs of subspaces of a finite

dimensional real vector space Rn, such that dim(Ai) = ai and dim(Bi) = bi with

ai ≤ bi for every 1 ≤ i ≤ m. Suppose that for some t ≥ 0

• dim(Ai ∩ Aj) > t for all 1 ≤ i, j ≤ m,

• dim(Ai ∩Bi) ≤ t for all 1 ≤ i ≤ m,

• dim(Ai ∩Bj) > t for all 1 ≤ i < j ≤ m,

• ai + bi = N for all 1 ≤ i ≤ m and some positive integer N , with a1 ≤ . . . ≤ am.

Then
m∑
i=1

(
N − (2t+ 1)

ai − (t+ 1)

)−1

≤ 1. (6.2)

When ai < bi for every 1 ≤ i ≤ m, equality holds only if a1 = a2 = . . . = am and

b1 = b2 = . . . = bm.
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As a direct corollary of Theorem 6.2, we have the following theorem for pairs

of subsets which settles a recent conjecture proposed by Gerbner et al. [88]

Theorem 6.3. Let {(Ai, Bi)}mi=1 be a collection of pairs of sets such that for every

1 ≤ i ≤ m, |Ai| = ai ≤ |Bi| = bi. Suppose that for some t ≥ 0,

• |Ai ∩ Aj| > t for all 1 ≤ i, j ≤ m,

• |Ai ∩Bi| ≤ t for all 1 ≤ i ≤ m,

• |Ai ∩Bj| > t for all 1 ≤ i < j ≤ m,

• ai+ bi = N for all 1 ≤ i ≤ m and some positive integer N , with a1 ≤ a2 ≤ . . . ≤

am.

Then
m∑
i=1

(
N − (2t+ 1)

ai − (t+ 1)

)−1

≤ 1. (6.3)

As shown in Theorem 6.1, Bollobás proved that the equality in (6.1) holds if and

only if the ground set X has cardinality a+ b, {A1, . . . , Am} =
(
X
a

)
and Bi = X \Ai.

In the same spirit, we determine the only structure of {(Ai, Bi)}mi=1 such that the

equality holds in Theorem 6.3 when t = 0 and a < b.

Theorem 6.4. Let {(Ai, Bi)}mi=1 be a collection of pairs of sets such that for every

1 ≤ i ≤ m, |Ai| = a < |Bi| = b. Suppose that

• |Ai ∩ Aj| > 0 for all 1 ≤ i, j ≤ m,

• |Ai ∩Bj| = 0 if and only if i = j.

Then, m =
(
a+b−1
a−1

)
if and only if the ground set X =

⋃m
i=1(Ai ∪ Bi) has cardinality

a+ b, {Ai}mi=1 is a family of all subsets of X of size a containing a fixed element and

Bi = X \ Ai for each i.

This work has been submitted to the journal European Journal of Combina-

torics.
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§ 6.2 Quaternary locally repairable codes attaining the

Singleton-type bound

Modern distributed storage systems have been transitioning to erasure coding

based schemes with good storage efficiency in order to cope with the explosion in the

amount of data stored online. Locally Repairable Codes (LRCs) have emerged as

the codes of choice for many such scenarios and have been implemented in a number

of large scale systems.

The concept of codes with locality was introduced by Gopalan et al. [92],

Oggier and Datta [153], and Papailiopoulos et al. [155]. LRCs are capable of very

efficient erasure recovery for the typical case in distributed storage systems where

a single node fails, while still allowing the recovery of data from a larger number of

erasures. Like traditional error-correcting codes, there is also a Singleton-type bound

for locally repairable codes relating its length n, dimension k, minimum distance d

and locality r, which was first shown in the highly influential work [92]:

d(C) ≤ n− k − dk
r
e+ 2, (6.4)

which reduces to the classical Singleton bound when r = k. Later, the bound was

generalized to vector codes and nonlinear codes in [67], [155]. Although it certainly

holds for all LRCs, it is not tight in many cases. The tightness of bound (6.4) was

studied in [182], [201].

We say an LRC is optimal if it satisfies bound (6.4) with equality for given

parameters n, k, d and r. Many works have been done for the constructions of op-

timal LRCs, for examples, see [20, 178, 186–188]. For the convenience of computer

hardware implementation, LRCs over small alphabets are of particular interest. In

2016, based on a construction of quasi-random codes, Ernvall et al. [65] constructed

optimal LRCs over a small alphabet. By studying the properties of the correspond-

ing parity-check matrices, Hao and Xia [100] gave high rate optimal LRCs with

q ≥ r+2 and minimum distances 3 and 4. Then, with the same parity-check matrix

approach, Hao et al. [100, 101] determined all possible parameters of optimal binary
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and ternary r-LRCs.

Combining tools from finite geometry, we employ the parity-check matrix ap-

proach to study the classification for parameters of optimal (n, k, r)-LRCs over the

quaternary field (finite field of order 4), and we obtain the following main result.

Theorem 6.5. Let r ≥ 1, k > r and d ≥ 2. There are 26 classes of optimal qua-

ternary (n, k, r) LRCs with minimum distance d meeting the Singleton-type bound,

whose parameters are listed as follows respectively

• (n, k, r) = (k + dk/re, k, r) with k > r ≥ 1, d = 2;

• (n, k, r) = (3s+ 3, 2s+ 1, 2) with s ≥ 2, d = 3;

• (n, k, r) = (4s+ 3, 3s+ 1, 3) with s ≥ 2, d = 3;

• (n, k, r) = (2r + 5, 2r + 1, r) with 4 ≤ r ≤ 5, d = 3;

• (n, k, r) = (18, 13, 4) with d = 3;

• (n, k, r) = (4s+ 4, 3s+ 2, 3) with s ≥ 2, d = 3;

• (n, k, r) = (r + 4, r + 1, r) with 2 ≤ r ≤ 15, d = 3;

• (n, k, r) = (r + 5, r + 2, r) with 3 ≤ r ≤ 15, d = 3;

• (n, k, r) = (r + 6, r + 3, r) with 6 ≤ r ≤ 15, d = 3;

• (n, k, r) = (4s+ 4, 3s+ 1, 3) with s ≥ 2, d = 4;

• (n, k, r) = (5s+ 4, 4s+ 1, 4) with s ≥ 2, d = 4;

• (n, k, r) = (6s+ 4, 5s+ 1, 5) with s ≥ 2, d = 4;

• (n, k, r) = (25, 19, 6) with d = 4;

• (n, k, r) = (5s+ 5, 4s+ 2, 4) with s ≥ 2, d = 4;

• (n, k, r) = (6s+ 5, 5s+ 2, 5) with s ≥ 2, d = 4;

• (n, k, r) = (19, 14, 6) with d = 4;

• (n, k, r) = (6s+ 6, 5s+ 3, 5) with s ≥ 2, d = 4;

• (n, k, r) = (2s+ 2, s, 1) with s ≥ 2, d = 4;

• (n, k, r) = (r + 5, r + 1, r) with 2 ≤ r ≤ 11, d = 4;

• (n, k, r) = (r + 6, r + 2, r) with 3 ≤ r ≤ 11, d = 4;
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• (n, k, r) = (r + 7, r + 3, r) with 5 ≤ r ≤ 7, d = 4;

• (n, k, r) = (2r + 6, 2r + 1, r) with 2 ≤ r ≤ 7, d = 4;

• (n, k, r) = (2k + 4, k, 1) with k = 2, 3, d = 6;

• (n, k, r) = (2k + 6, k, 1) with k = 2, 3, d = 8;

• (n, k, r) = (n, k, k − 1) with 3 ≤ k ≤ 6, 3 ≤ n− k ≤ 6, d = n− k;

• (n, k, r) = (3s+ 6, 2s+ 1, 2) with s = 2, 3, d = 6.

For each class of these parameters, we present explicit constructions. Moreover,

we also obtain some new necessary conditions for the existence of optimal quaternary

LRCs.

§ 6.3 k-optimal locally repairable codes

Given an [n, k, d] linear code C, the information rate k
n

quantifies its transforma-

tion or storage efficiency and the minimum distance d measures its error-correcting

capacity. The main problem in coding theory is to find codes with large k
n

and

large d. For LRCs in modern distributed storage system, many works concerning

this problem has been done. In the first part of Chapter 5 and Section § 6.2 of

this chapter, we’ve introduced the Singleton-type bound of d for LRCs ((r, δ)-LRCs)

and some optimal constructions with respect to this bound. In this section, we con-

cerns another type of bound of k that is dependent on the size of the alphabet and

corresponding optimal constructions.

The first bound of this type is derived in [37], which is called Cadambe-

Mazumdar (C-M) bound,

k ≤ min
t∈Z+

[
tr + k

(q)
opt(n− (r + 1)t, d)

]
, (6.5)

where k
(q)
opt(n, d) is the largest possible dimension of a code, for given field size

q, code length n, minimum distance d, and t is a positive integer satisfying t ≤

min{d n
r+1
e, dk

r
e}. This bound can be attained by binary simplex codes [37]. Later in

[83, 94, 108, 151, 174, 179], optimal binary LRCs of different localities and distances

are constructed via various techniques.
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Recently, Agarwal et al. [2] derived a linear programming bound for LRCs

under the setting of disjoint repair groups. Wang et al. [202] presented a sphere-

packing bound for binary LRCs with disjoint repair groups and they also constructed

a class of binary LRCs with disjoint repair groups achieving this bound. Later in

[143], Ma and Ge proved an explicit bound for the dimension k of such codes, which

can be viewed as a generalization of the bounds given in [94, 202, 210]. By several

new constructions of binary LRCs based on weakly independent sets and partial

spreads, they also showed that this bound is optimal.

With the same spirit, we extend Ma and Ge’s upper bound for k to general

(r, δ)-LRCs:

Theorem 6.6. For any [n, k, d; r, δ]q linear LRCs with disjoint repair groups, n =

(r + δ − 1)`. For any fixed v ∈ [l], define

P (v) =
∑

0≤i1+···+iv≤t
i1,...,iv∈[δ,r+δ−1]

v∏
m=1

((
r + δ − 1

im

) im−δ∑
j=0

(−1)j
(
im
j

)
(qim+1−δ−j − 1)

)
.

Then, we have

• when d = 2t+ 1,

k ≤

⌊
rn

r + δ − 1
− logq

(
l∑

v=1

P (v)

)⌋
. (6.6)

• when d = 2t+ 2,

k ≤

 rn

r + δ − 1
− logq

(
l∑

v=1

P (v)

)
+

∑l
v=1 P (v)⌊
n(q−1)
t+1

⌋
 . (6.7)

Using partial spreads and covering Grassmanian codes, for certain parameters

of l, d, r and δ, we can construct (r, δ)-LRCs of length (r + δ − 1)l with dimension

k achieving the above upper bounds. This shows that these bounds are optimal

to some extent. However, the range of parameters of such optimal (r, δ)-LRCs are

limited and we are still trying to generalize our constructions to obtain infinite

classes of optimal (r, δ)-LRCs achieving these bounds.
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[118] Z. Király, Z. L. Nagy, D. Pálvölgyi, and M. Visontai, “On families of weakly cross-
intersecting set-pairs”, Fund. Inform., vol. 117, no. 1–4, pp. 189–198, 2012.

[119] G. Katona, “Solution of a problem of A. Ehrenfeucht and J. Mycielski”, J. Comb.
Theory, Ser. A, vol. 17, pp. 265–266, 1974.

[120] G. O. H. Katona, “A general 2-part Erdős-Ko-Rado theorem”, Opuscula Math., vol.
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