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Estimating
Theorem 1 For Vn < 1, (%) < n! <en(2)".

Proof: consider fl Inzdx,

n—1 n n
In(n—1)! = Zlm’ < / Inx < Zlm' = Inn!.
i=1 ! i=1
— In(n—1)! <nlnn —n+1 <lInnl.

raise e to the power of each side,

(TL o 1)' S enlnn—n—i—l g nl.

where enlmn—ntl = (elmm)neTne = 2, O
Stirling formula: n!~ \/%( )". wheref(n) ~ g(n)means lim % = 1.
n—oo

>zfnzseven
Fact: max{(n> k=0,1,2---n /
k <E>:([ w) if nis odd.
2

Corollary: n2—+1 < (LZJ) < 2™,

2

|3

2

Stirling approximation: LZ J) ~ \2/77 %
2

Theorem 2: Forl <k <n,(%)" <

t

Proof: For lower bound, use




For upper bound, use the Taylor series of exponential function, e/ > 1+¢,0 <t < 1. Then

(1) <5 () = 5 () = swmomit e

Let t = &,
(14+6)™  (1+5"  (en)"
tk (E)k - (E)k
O
Inclusion-exclusion Principle
Let Ay, Ay, -+, A, be subset of X. I C [n], A7 :==NiesAi. Ag = X
Theorem 3(IEP): [ASNASN---NAS| = > (—=D)A;].
IC[n]
Proof: rewrite the right hand side
PG IEED DI CIEDUEED DI DN Ce
1C[n] 1C[n] z€A] 2€X IC[n]:weA;
0,if t € AfUAU---UA,;
Left= > 4,, where 6, = i . ! 2
zeX 1, otherwise.
Consider the contribution of x to both sides.
For the right hand side, when z ¢ A, U Ay U---UA,, > (=)0 =1;
IZCBGAI
When v € AyUA,U---UA,, Let J={j: z €A},
DEEEED BEEED oI (A [CIEIEREEY
LzeA; ICJ i—o \°
by the binomial theorem. 0
Theorem 4: [A;UA;U---UA,|= > (=14,
0#1C[n]
Proof: Left=|X| —|ASNASN---NAS| =|Ag] — 3 (=DM A,
IC[n]
as desired. m

Applications
A bijection o : [n] — [n] is called derangement 1f a( ) # i, Vi.

Proposition 1: £ derangement of [n] is n! Z

Proof: Ground set={permutation of [n]}, 1et A {permutatlon with o(i) =i}, i € [n]. Then
|A;| = (n— 1)1, |A7] = (n — |I])!. The number of derangement is

S A = S =) - =S (’Z) S (_ﬂl)z

IC[n] IC[n] i=0

putting i = |I|. O
Definition: ¢(n) : fm € [n], s.t. ged(m,n) = 1.

2



ai, a

¢
Proposition 2: If n = p{*p3? - - - p*, where p; are distinct primes, then ¢(n) = H (1— —)
Proof: Ground set= [n], let A; = {m € [n]: p;/m}, then A; = {pi, 2p;,--- pz}i The rest

of proof are left as an exercise.

t
Hint: [J(1- )= > (D"
=1 pi 1Cn) [Ipi
Averaging Principle: Every set of numbers must contain a number>average and number<average.

Proposition 3(Jensen’s Inequality): If 0 < \; <1, > A\; =1 and f is convex , then
i=1

ﬂi}mwéij&ﬂ@)

Proof: Easy induction on the number of summands n. For n = 2 this is true, so assume the
inequality holds for the number of summands up to n, and prove it for n+ 1. For this it is enough
to replace the sum of the first two terms in A\jxy + Aoxo + - - - + A1 12,41 by the term

A1 A2

A A
RS W Wl vy wids

and apply the induction hypothesis. O

Corollary 1(Cauchy-Schwarz inequality): > a? > 2(3" a;)%, a; > 0.
i=1 i=1

Corollary 2:a; >0, + > a; > (] ;).
i=1 i=1
Proof: f(z) =2%, \; = %, x; = logqa,. O



