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ABSTRACT
Hierarchical community detection, which aims at discovering the
hierarchical structure of a graph, attracts increasing attention due
to its wide range of applications. However, due to the diculty of
parametrizing the community tree, existing methods mainly rely
on heuristic algorithms, which are limited by their low accuracy
and inability to handle new observations. As far as we know, how
to leverage deep learning techniques to better discover hierarchical
communities remains almost blank in the existing literature. In this
paper, we present the rst deep learning framework called ReinCom
for hierarchical community detection. To address the challenge of
parametrizing the community tree, we propose a novel growing-
up process where, at each step, we rst partition nodes into the
community tree and then adjust the community tree according to
the partition results. To learn an optimal growing-up process, we
propose an embedding agent and a community agent to implement
the two sub-steps respectively. Furthermore, we also propose an
online learning strategy for new observations on the graph. Em-
pirical results show that our proposed model has better modeling
eectiveness than the state-of-the-art methods. For example, in
terms of modularity, the performance of ReinCom is 33% higher
than previous community detection works. Besides, with the aid of
the learned node embeddings, we also devise a graph visualization
algorithm which can consistently reect the latent hierarchical
structure of a graph.
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Figure 1: The hierarchical community detection task and ex-
isting heuristic algorithms.
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1 INTRODUCTION
Community detection, which aims at partitioning nodes on a graph
to several communities, can be widely used in various graph-based
application, e.g., grouping researchers with similar interests in an
author collaboration network [51] and clustering web-pages accord-
ing to the hyperlinks [49]. Due to its wide range of applications,
community detection has attracted increasing attention from both
academia and industry. Existing community detection methods can
be mainly classied into two categories [23, 50]: non-hierarchical
community detection methods such as Spectral Clustering [27, 34]
and Block Modeling [1, 39], and hierarchical community detec-
tion methods such as Label Propagation [51, 58] and Louvain al-
gorithm [3]. Hierarchical methods aim to learn hierarchical rela-
tions between communities (i.e., community tree). Since complex
networks in real-world applications usually have hierarchical struc-
tures [7, 10], e.g., certain content integration websites like Yahoo
usually cover a wide range of topics and have hyperlinks to web
pages on more specic topics, such hierarchical modeling is able to
characterize this property and leads to better community detection
results [25]. Therefore, in this paper, we focus on hierarchical com-
munity detection. Existing methods mainly use heuristic algorithms
[9, 14, 21] to detect hierarchical structure. For example, [9] proposes
to recursively divide a large community into smaller communities
through a greedy strategy, while [3, 13] propose to recursively
merge small communities into larger communities. After running
the pre-dened heuristic algorithms, one can obtain a community
tree and the corresponding node-community aliation, as shown
in Fig. 1.

Recently, with the rapid development of deep learning, deep
neural networks (DNN) have been applied to various graph ap-
plications, such as Graph Convolutional Network (GCN) for node
classication [18, 54] and Neural Graph Collaborative Filtering
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(NGCF) for recommender systems [47, 48]. Compared with tradi-
tional methods, a major advantage of DNNs is that they can learn
eective node representations through deep nonlinear structures,
which enables them to extract complex topological patterns of a
graph. However, as far as we know, deep learning has not been suc-
cessfully applied to hierarchical community detection yet. This is
mainly because we usually require parametrized inputs and outputs
to design deep learning models. For example, in node classica-
tion problems, the input (i.e., node) and the output (i.e., label) of a
model can be dened as an integer number and a one-hot vector
respectively. However, this requirement can not be fullled for hi-
erarchical community detection, whose output is by denition a
community tree of uncertain width and depth [20, 37]. As a result,
despite the eectiveness of deep learning techniques, how to lever-
age them to better discover hierarchical communities remains almost
blank in the existing literature.

In this paper, we present our novel deep learning framework
called ReinCom to bridge this gap. To tackle the challenge of
parametrizing the community tree, we divide the generation of
a community tree into two sub-processes: (1) learning the node-
community aliation given a community tree and (2) further ad-
justing the community tree according to the partition results. Based
on this, we design a deep learning model to implement the two
sub-processes above. To the best of our knowledge, ReinCom is
the rst solution which applies deep learning model to hierarchical
community detection. In comparison to traditional methods, the
major advantages of our methods lie in the following aspects:

• Eectiveness of Hierarchical Modeling: ReinCom is more ef-
fective in discovering the latent hierarchical structure of a graph
with the aid of deep learning techniques. From our perspective,
the reasons are two-folds. First, we leverage graph embeddings to
model node-community aliation, which can characterize local
structure eectively by the low-dimensional space. Second, we
introduce reinforcement learning to search the optimal commu-
nity tree, which can balance the exploration and exploitation well
compared with heuristic algorithms. Empirical results show that
in most cases ReinCom outperforms the state-of-the-art hierar-
chical community detection methods by a noticeable margin. For
example, ReinCom makes 33% relative improvements in terms
of modularity on Wiki-Vote.

• Online Updating for NewObservations:When there are new
nodes and edges, existing methods need to be re-run on the whole
graph [30], e.g., recursively dividing or merging, which often
leads to a totally dierent community tree due to the instability of
heuristic algorithms. To date, how to perform eective updating
for new observations without perturbing the existing community
tree is still an open problem. As real-world graphs often have
new incoming observations, there is an urging need to devise
a novel hierarchical community detection method to embrace
this important characteristic [7, 10]. In this work, with the aid
of the novel two sub-processes, we propose an online updating
strategy for new observations. When new nodes and edges are
added to the graph, ReinCom can make slight adjustments to
the existing community tree and ne-tune the node-community
aliation in order to maintain the modeling eectiveness. We

conduct extensive experiments to validate the eectiveness of
our online updating strategy.

• Application toMultipleDownstreamTasks:Meanwhile, Rein-
Com also learns eective node embeddings, which can be used
in conjunction with a wide range of downstream graph-based
applications, including link prediction, node classication and
graph visualization. We validate the quality of the learned embed-
dings in various graph-based tasks. Besides, we develop a graph
visualization algorithm which is able to consistently reect the
latent hierarchical structure of a graph.

2 RELATEDWORKS
Community detection aims at nding latent node-community ali-
ation relations and detecting the modular structure of a graph [12].
Dierent from standard clustering algorithms which group data
according to their content information [52], e.g., images used in
K-nearest neighbors (KNN) [8] and node properties used in Graph
Neural Network (GNN) [18, 55], community detection algorithms
need to nd communities based on the discrete linkage information
in a graph. Existing community detection methods can be roughly
classied into two categories [23, 50]: (1) Non-hierarchical commu-
nity detection methods such as Clique Percolation Method (CPM)
[11, 29], randomwalk [16], spectral clustering [27, 42, 57] and block-
ing models [26, 53]; (2) Hierarchical community detection methods
such as Label Propagation Algorithm (LPA) [51, 58] and Girvan-
Newman Algorithm [43]. For a more comprehensive introduction,
please refer to [12, 50]. Compared with non-hierarchical methods,
hierarchical community detection methods aim at learning to build
a community tree through partitioning nodes to communities on
the tree [2, 19, 21, 25, 31]. This design helps them model the hier-
archical topology of complex networks in real-world applications
well [7, 10]. In this paper, we focus on hierarchical community
detection (HCD).

Despite the advantages of being able to detect hierarchical struc-
tures, such modeling however increases the complexity of the opti-
mization. For instance, nding an optimal tree structure is proved
to be a typical NP-hard problem [37]. To address the issue, most
methods propose to use heuristic algorithms like greedy strategy
[21], e.g., to recursively divide a large community into smaller com-
munities [9] or to recursively merge small communities into larger
communities [3, 13]. Although some of them try to use Bayesian
non-parametrics to infer the tree structure [4], they could only be
applied to small networks due to the high time complexity [19].

Recently, deep learning is widely used in graph based tasks, e.g.,
Graph Convolutional Network (GCN) and Graph Attention Net-
work (GAT) for node classication [18, 44], Graph Neural Network
(GNN) for Knowledge Base Completion [15] and Neural Graph Col-
laborative Filtering (NGCF) for recommender systems [45, 47, 48].
This is mainly because its benets of learning nonlinear features
and data representations at multiple levels of abstraction, which
is suitable for complex topological graphs. However, it is dicult
to apply the technique to HCD because a neural network model
usually needs an output form which is clearly parametrized, e.g.,
one-hot label in node classication or ratingmatrix in recommender
systems. Yet, this requirement could hardly be met in HCD, mainly
because its output is usually a community tree with unknownwidth



Figure 2: An Overview of our proposed framework ReinCom, the growing-up process of a community tree (Left) and our
general design of the embedding agent and the community agent (Right).

and depth [20]. Therefore, how to leverage deep learning techniques
in HCD remains an open problem.

3 GENERATING A COMMUNITY TREE
3.1 The Growing-up Process
We rst formally dene the task of hierarchical community de-
tection. Formally, we denote an undirected homogeneous graph
G = (V, ϒ) with |V| = N nodes and the linkage information
yi j = {0, 1} ∈ ϒ, which describes whether a link is observed be-
tween vi ,vj ∈ V . We assume Tt is a tree of t communities. For a
node vi ∈ V , we assign it with a community ci ∈ {1, · · · , t}. In
other words, we call the node vi is aliated with the community ci
and ci is the node-community aliation. The goal of hierarchical
community detection is to nd an optimal tree structure T ∗ and to
learn node-community aliation ci according to the linkage infor-
mation ϒ. Specically, for those yi j = 1, the learned communities
ci and c j should be close on T ∗ and vice versa.

Previous methods rely on heuristic algorithms to nd a solution,
e.g., greedy strategy and genetic algorithms, making them unable
to search better community tree structure and handle new observa-
tions. To address these issues, we take the lead to introduce deep
learning techniques to this traditional task. Towards the challenge
of parametrizing the community tree, we propose the following
framework which divides the hierarchical community detection
into two sub-processes. At the t-th step: (1) given a community
tree Tt , we partition nodes to communities on the tree; (2) given
the partitioning results, we further adjust the community tree and
obtain Tt+1. By alternating the above procedures, we can generate
a complete community tree TT starting from a root community T0.
The overall framework is shown in Fig. 2, where the generation of
the community tree is similar to a growing-up process.

The main advantage of the framework is that we could param-
etrize the two sub-processes, making it possible apply DNN to
implement the framework. In this paper, we propose the follow-
ing two trainable agents for the above sub-processes respectively,
which can be summarized as:

• Embedding Agent: We introduce the graph embedding tech-
nique to learn node-community aliation given a community
tree. Specically, we embed both nodes and communities to a
hyperbolic space and calculate the similarity between a node
and a community according to the metric function dened in
the hyperbolic space, which has a natural advantage in modeling
hierarchical structure of a graph (Section 3.2).

• Community Agent: There are a number of candidate opera-
tions which can be used to adjust a community tree. For example,
one can derive Tt+1 by adding, moving or deleting communities
on Tt . In this paper, we mainly consider adding a community at
each step because the adding operation is especially suitable for
dealing with incoming new observations (Sections 3.3 & 3.4).

3.2 The Embedding Agent
The goal of the embedding agent is to learn node-community af-
liation given a community tree Tt and linkage information ϒ.
Moreover, it should also describe the hierarchical structure of the
graph. In this paper, we introduce the graph embedding technique
to achieve the goal.

First, we embed both nodes and communities to the same vec-
tor space, and use the similarity between vectors to model node-
community aliation. Specically, for each node vi , we use a low-
dimensional vector ei ∈ RD to represent it. Similarly, for a commu-
nity c = {1, · · · , t} on Tt , we also embed it with a low-dimensional
vector ec ∈ RD . For the choice of the vector space, we dene it as
the Poincaré ball, which is a typical hyperbolic space [28]. Formally,
the embeddings should satisfy ‖e‖2 ≤ 1, and the similarity between
a node vi and a community c can be written as a metric between
two embedded vectors:

‖ei − ec ‖
2
H = arcosh

(
1 +

2‖ei − ec ‖2

(1 − ‖ei ‖2)(1 − ‖ec ‖2)

)
(1)

The key feature of this space is that when the norm of two vectors
becomes large, the distance between them increases exponentially.
As shown in Fig. 2, the distance between Community 3 and Commu-
nity 4 will be much larger than the distance between Community 2



and Community 3, which is dierent from the situation in the Eu-
clidean space. As a result, after the inference, nodes or communities
with higher level will have smaller norms and vice versa. Previous
work has shown the eectiveness of this technique in hierarchical
clustering for images and documents [24]. In this work, we leverage
this technique to hierarchical community detection.

Based on the denition, we present how tomodel node-community
aliation. For each node vi , we dene a Multinomial distribution
P(c |vi ) = ρic over communities by calculating the similarity be-
tween the node and all the communities,

ρic ∝ exp(−‖ei − ec ‖
2
H ) (2)

where ρic ∈ [0, 1],
∑t
c=1 ρic = 1. The distribution measures the

probability of a node belonging to dierent communities, e.g., in an
online social network, a user may be interested on music and sport
at the same time. In contrast, heuristic algorithms cannot model
such overlapping node-community aliation [50, 56]. For instance,
during the recursive division, each node could only be classied to
a certain partition.

Then the remaining problem is how to use Tt and the link infor-
mation to learn eective embeddings. An intuitive idea is that for
nodes who have no links between other (i.e., yi j = 0), their commu-
nities should be distant on the tree Tt , and vice versa. Based on this
motivation, we propose the following distance function on the com-
munity tree Tt . Suppose communities c1, c2 ∈ Tt , and c0 ∈ Tt is the
lowest common ancestor of c1 and c2. The distance between the two
communities onTt is dened asΛ(c1, c2) = dist(c1, c0)+dist(c2, c0),
where dist(·, ·) calculates the length of the shortest path between
two communities on the tree. Then we can measure the distance
between two nodes with the following denition:

di j = Eci∼P (c |vi ),c j∼P (c |vj )
[
Λ(ci , c j )

]
= ρTi Λρ j , (3)

where Λ ∈ Rt×t is the metric matrix of the community tree and
ρi ∈ Rt is the vector representation of ρic . In order to minimize
di j for yi j = 1 and vice versa, we use the ranking loss:

`(ϕ) =
∑
vi

∑
vj ,vk

max(0, β + dik − di j ), (4)

where yi j = 1, yik = 0, β > 0 is a constant margin, and ϕ =
{ei ,ec } is the set of parameters in node embeddings and community
embeddings. However, optimizing ei and ec directly is dicult
because of the constraint of ‖e ‖2 ≤ 1 in the Poincaré ball. Previous
methods use projected gradient descents to solve this problem
[28]. In this paper, we alternatively propose to reparametrize the
embedding vectors as ei =

(
1 − exp(−ω(ηi )

)
·

ẽi
‖ẽi ‖2

, where ηi ∈
R is the scale parameter, ẽi is the vector in RD and ω(·) is the
ReLU function to get non-negative value. Then we can represent
embedding ei by parameters ẽi and ηi . In this way, we simplify the
original constrained optimization problem to an unconstrained one.
Similarly, we can reparametrize the community embeddings ec .
Based on this simplication, we can directly apply the standardized
gradient-based optimization algorithms to infer parameters η, ẽ .

3.3 The State Matrix
After optimizing the embedding agent, our framework learns eec-
tive overlapping node-community aliation over Tt . We present
below how to further adjust the community tree by inserting new

Figure 3: A motivating example for the criterion of commu-
nity insertion and the design of the state matrix st .

communities. We rst concisely discuss under what condition we
need to expand the community tree by insertion. From our perspec-
tive, a major condition is: the number of existing communities is
insucient to fully model the hierarchical structure of the graph.
For instance, for nodesvi ,vj with no observed links, the embedding
model may still cluster vi ,vj together in the same community. To
reduce such misttings, we need to insert a new community to
the existing community tree and separate the nodes to dierent
communities.

To further formulate the condition on insertion, we consider
a simple case in Fig. 3. Suppose a community tree Tt with size
t = 2 whose two communities are both leaves of the root. With
embeddings learned in Sec. 3.2, we can partition nodes into two
communities. However, it can be easily found that t = 2 is too small
to model the network structure. In order to improve the partition,
we suggest that the insertion choice should depend on the following
criteria:
• Case 1: If there exists a group of nodes (colored in orange) which
have relation with some nodes in Community 1 and have no
relation with nodes in Community 2, in this case, we could insert
a new Community 3′′ under Community 1.

• Case 2: If there exists a group of nodes (colored in gray) which
have few links with nodes in both communities and the embed-
ding model still divides them to two communities, then we should
separate these nodes from the two communities and insert a new
Community 3′ under the root.
Based on the above analysis, we propose to dene the state infor-

mation st by counting the improperly assigned node-community
aliation relations. Given Tt and the learned embeddings, we could
obtain a matrix st of size t × t to describe the mistting. The proce-
dural denition of st is presented in Alg. 1. Intuitively, if st (c, c) is
small, it means that there are a large number of node pairs clustered
in community c , but they have no co-relations. Similarly, if st (c1, c2)
is small, it means a large number of node pairs with observed links
are separated to communities c1 and c2.

3.4 The Community Agent
Given the state matrix st , the insertion can be described by a policy
π (at |st ), where at = {0, 1, · · · , t} is the community to which we
want to insert a new community as its child. Here, 0 indexes the root
community. To this end, a straightforward thought is to implement



Algorithm 1 Calculating State Matrix for Tt .

1: Initialize st ∈ Rt×t with zeros
2: for vi ∈ V do
3: Calculate ci = argmaxcρic
4: for yi j ∈ ϒ do
5: ỹi j = 2 · yi j − 1
6: if ci = c j then
7: st (ci , c j ) = st (ci , c j ) + ỹi j
8: else
9: st (ci , c j ) = st (ci , c j ) − ỹi j · Λ(ci , c j )

return st

the policy through a pre-dened strategy. Nevertheless, designing
such strategy is extremely dicult because: (1) there may exist
more cases in addition to what we have mentioned above; (2) when
the size of community tree Tt increases, the state information st will
become extremely complex, making it dicult to determine how
to insert a new community. To tackle this challenge, we propose
to implement the policy by a multi-layer neural network, which
is proved to be eective in various complex tasks (e.g., [35, 36]).
Formally, given the state matrix st , we rst calculate the hidden
layer,

hc = tanh
( t∑
τ=1

wh · st (c,τ ) + bh
)

(5)

where wh ,bh ∈ R are parameters in the hidden layer. This layer
could reduce the state matrix to a vector representation h ∈ Rt .
Based on the output from the hidden layer, we then predict the
position of the inserted community by ot = softmax[wT

o · h + bo ],
where wo ∈ Rt×(t+1),bo ∈ Rt+1 are parameters in the output
layer. We model ot ∈ Rt+1 as a multinomial distribution over
communities. Finally we sample an at from the distribution as the
predicted position. The parameters of the community agent are
denoted as θ = {wh ,bh ,wo ,bo }.

The remaining problem is that the shape of the input and output
varies from dierent step. To tackle the challenge, we use global
parameters wo ∈ RT×(T+1) and bo ∈ RT+1. At each step t , we
obtain part of the parameters wo,t = wo (0 : t , 0 : t + 1) and
bo,t = bo (0 : t + 1).

4 THE REINFORCED FRAMEWORK
4.1 Optimizing the Community Agent
Dierent from the training of the embedding agent, it is however
dicult to optimize the community agent due to the lack of ground-
truth labels, i.e., there is no supervision signal about which position
at is the best choice. In this part, we propose to leverage rein-
forcement learning (RL) to tackle this challenge. Specically, we
dene the following game-playing procedure to train the commu-
nity agent’s policy:
• Randomly initialize the embedding agent;
• For t = 1, · · · ,T − 1:
– Update the embedding agent with community tree Tt ;
– Calculate the state matrix st with the learned node-community
aliations;

– Use the community agent π (a |s) to build Tt+1;

• Calculate the rewards of the generated community trees {Tt };
• Update the community agent by maximizing the rewards.

During each round, we rst generate a complete community
tree TT , then we estimate the quality of the generation and provide
rewards to the community agent. After receiving the signals, the
community agent updates its parameters to maximize the rewards.
In the next round, it is expected to generate a better community
tree. In other words, instead of feeding to the community agent
which position at is the best choice, we optimize the community
agent by indirect labels, that is, by maximizing the quality of the
generated tree.

Formally, at each step t , we use the ne-tuned embedding model
to output both the state matrix st and the reward rt . The st is used
to predict at to form a new community tree Tt+1, and rt is used to
estimate the quality of current tree Tt . The reward rt is dened as,

rt =
∑

(vi ,vk )∈yik=0

dik −
∑

(vi ,vj )∈yi j=1

dik (6)

where di j is the distance between nodesvi ,vj as dened in Eq. 3. A
larger rt means that the model can better cluster similar nodes and
better separate distant nodes, vice versa. Based on the denition,
in each round of generating a complete community tree, we can
sample a sequence of state-action-reward tuples (st ,at , rt )Tt=1, or
namely, an episode. Then the objective function can be written as,

max
θ
E(st ,at ,rt )Tt=1∼π

[ T∑
t=1

γT−t · rt
]

(7)

where γ is a hyper-parameter called the discount factor. In this
work, we use the PPO algorithm to infer the parameters, which is
the state-of-the-art method towards this problem [33]. Specically,
the PPO algorithm optimizes the following loss function:

`(Θ) = EΛt .at∼π

[
−Ât ·min

(
Rt (Θ), clip

(
Rt (Θ), 1 − ϵ, 1 + ϵ

) )
+ ζ1 · A2

t − ζ2 · qπ (st |at )

]
(8)

where ζ1, ζ2 are regularization coecients, qπ (at |st ) is the entropy
of the multinomial distribution on at , and:

At = [

T∑
τ=t

γ τ−t rτ ] − νt , , Rt (Θ) =
π (at |st )

πold(at |st )
(9)

where νt = wT
h h + bh is the value function to estimate the current

reward based on st , wh ∈ Rt ,bh ∈ R are parameters of the value
function νt , πold is the policy in the last round, and gradients will
not go through πold and Ât . Then we can use algorithm such as
Adam [17] to infer Θ = {wh ,wo ,wv ,bh ,bo ,bv }.

During the game-playing process, the embedding agent gives
feedback to the community agent and help it learn better commu-
nity trees. In the meantime, better community trees will help the
embedding model learn more eective results. After several rounds
the community agent will be able to generate a well-qualied com-
munity tree. Besides, we can use the learned embedding results to
assign each node a community.

4.2 Online Updating
We further describe the online updating strategy used in our frame-
work. Given a graph with linkage information set ϒ0, we can use the



Algorithm 2 The proposed jointly learning framework.
1: repeat
2: Initialize T1 = {Root}, s1 = [0] and Λ1 = [0].
3: for t = 1, · · · ,T do
4: Use the policy π (at |st ) to sample a community at .
5: Insert a new community under at .
6: Form a new community tree Tt+1.
7: Calculate the distance matrix Λt+1 of tree Tt+1.
8: Use (ϒ,Λt+1) to train embeddings and output {ρic }tc=1.
9: Use (ϒ,Λt+1, {ρic }tc=1) to calculate the reward rt .
10: Use (ϒ,Λt+1, {ρic }tc=1) to calculate state matrix st+1.
11: Use (st ,at , rt )Tt=1 to update the parameters θ by PPO.
12: until Convergence

above framework to learn a community tree and node-community
aliation. When there are new nodes and edges added to the graph
(i.e., linkage information set ϒt ), we can use ϒt and the existing
community tree TT to perform mini-batch updating for the embed-
ding agent. If the community tree TT is not able to describe the new
graph structure, e.g., the decreased performance of hierarchical
community detection is larger than a pre-dened threshold, we can
use the embedding agent to calculate the state matrix sT+1, and
insert a new community under aT+1 by the community agent. With
the new community tree TT+1, we can further ne-tune the com-
munity agent to obtain better hierarchical community detection
results.

4.3 Parallel Acceleration
To further improve the training, during each game-playing round,
we propose to generate L community trees {T (l )

T }Ll=1 simultane-
ously, and use these episodes to update the community agent. Com-
pared with only using one episode, multiple episodes help the agent
to explore more possible structures in parallel and hence speed up
the convergence of learning. Nevertheless, such mechanism will
increase the time cost in fact. To tackle the challenge, we design
a distributed strategy that scales our algorithm to multiple GPU
devices. Specically, at each step t , we rst use the community
agent to generate L trees {T (l )

t+1}
L
l=1 given {T

(l )
t }Ll=1 in the last step.

Then we distribute these trees to workers on multiple GPUs, where
each worker learns an embedding agent independently. After the
learning, we collect the results (s(l )t+1, r

(l )
t ) and pass them to the

community agent to generate trees {T (l )
t+2}

L
l=1. Consider that the

eciency bottleneck is the node representation learning as it needs
to go through the link set ϒ, we use parallelization on GPUs to
reduce the computation time of sampling multiple episodes.

4.4 Complexity Analysis
We provide a concise analysis on the complexity of our model
here. For each step t , the complexity of the community agent is
O(t2), and the complexity of the embedding agent isO(|ϒ|(t2 +D)),
where D is the dimension of node embeddings. For T steps, the
complexity isO(|ϒ |(T 3+T ·D)). In our parallelized implementation,
the complexity isO(L · |ϒ | · (T 3 +T · D)), where L is the number of
workers in sampling episodes. Compared with the state-of-the-art

Table 1: Statistics of datasets.

Aminer BlogCatalog Wiki-Vote Deezer-RO
Nodes 12840 8943 3513 11847
Edges 190658 660840 95028 105844
Labels 4 39 NA 78

Modularity X X X X
NMI X × × ×

AUC X X X X
F1 × X × X

approaches, the complexity of our original design has a constant
scale L larger time cost, while, after the parallelization, the actual
running time of our method is the same scale as most of the existing
methods. Section 5.5 further compares the empirical time cost.

5 EMPIRICAL RESULTS
In this section, we validate the eectiveness of our proposed frame-
work. We aim to answer the following research questions:
• RQ 1: Is our proposed model able to discover better community
tree compared with state-of-the-art methods?

• RQ 2: Is our proposed model able to perform eective online
updating?

• RQ 3: Does our proposed model learn eective node embed-
dings?

5.1 Experimental Settings
We use four kinds of downstream graph applications in the ex-
periments: graph visualization, clustering analysis, link prediction
and multi-label node classication (for simplicity, we refer it as
node classication in the following). The former two tasks evalu-
ate the quality of community detection results, and the latter two
tasks are designed to validate the eectiveness of the learned node
embeddings.
Datasets.We evaluate the eectiveness of our model on 4 graph
datasets: Aminer1, BlogCatalog2,Wiki-Vote andDeezer3. All datasets
except Wiki-Vote and Aminer have multiple ground-truth labels
for nodes, which can be used for node classication.
Metrics. For clustering analysis, we use modularity and normalized
mutual information (NMI) to quantify the community detection
results. The modularity is an unsupervised metric, where a larger
modularity value means the model can better cluster similar nodes
together. The NMI is a supervised metric, which measures the
similarity between the community structure and the ground-truth
structure. For link prediction, we randomly divide the edges set
ϒ to a train set and a test set with a ratio of 8:2. Then we use
the edges in the train set to infer parameters in the model, and
predict the probability of links in the test set by node embeddings.
We use Area Under the relative operating Characteristic (AUC)
[5], which is widely used in the performance evaluation of binary
classication tasks, to measure whether the embeddings capture
the correct graph structure. For multi-label node classication, each
1https://www.aminer.cn/billboard/aminernetwork
2http://socialcomputing.asu.edu/datasets/BlogCatalog3
3https://snap.stanford.edu/data



Table 2: Results for community detection (Modularity) and link prediction (AUC), where - means the results are unavailable,
e.g., Louvain does not have node embeddings, and N/A means the model fails to converge in 2 days.

Modularity AUC NMI
Aminer Wiki-Vote BlogCatalog Deezer-RO Aminer Wiki-Vote BlogCatalog Deezer-RO Aminer

LINE - - - - 0.583 0.691 0.526 0.500 -
GNE - - - - 0.670 0.666 0.565 0.582 -

GEMSEC 0.661 0.211 0.021 0.649 0.941 0.742 0.506 0.498 0.361
Louvain 0.647 0.307 0.159 0.603 - - - - 0.539
HCDE 0.689 0.210 0.180 0.037 - - - - 0.410
MNMF 0.709 0.297 0.154 0.665 0.950 0.843 0.725 0.923 0.294
vGraph 0.710 0.258 N/A N/A 0.824 0.685 N/A N/A 0.001
ComE 0.745 0.309 0.139 0.740 0.505 0.530 0.699 0.912 0.765

ReinCom 0.759 0.403 0.224 0.742 0.960 0.884 0.848 0.912 0.798

node has several ground-truth labels. We split nodes to a train set
and a test set of rate 8:2. Then we train a multi-layer neural network
as the classier. Given a node, the classier learns to output the
probability that the node belongs to each categories of dierent
labels. Finally, we predict the probabilities for the test set and use
the F1 score to measure the accuracy.
Baselines.We choose 6 state-of-the-art community detectionmeth-
ods as the baselines. Specically, we compare our methods with 4
non-hierarchical methods: Graph Embedding with Self Clustering
(GEMSEC) [32], vGraph [40], Modularity Nonnegative Mattrix Fac-
torization (MNMF) [46] and Community Embedding (ComE) [6].
These non-hierarchical community detection methods also leverage
the graph embedding technique, which is proved to be eective in
various applications. We also compare our model with two hier-
archical methods. The rst is the Louvain algorithm [25], which
leverages a division-based heuristic strategy to search for a commu-
nity tree which maximizes the modularity. This method is proved to
be eective among various traditional approaches such as the label
propagation algorithm (LPA). The second is the Hierarchical Com-
munity Detection by Embeddings (HCDE) [38], which proposes
to perform hierarchical clustering on learned node embeddings.
Furthermore, in order to validate the quality of our learned node
embeddings, we compare our methods with 2 node representation
learning baseline methods: Large-scale Information Network Em-
bedding (LINE) [41] and Galaxy Network Embedding (GNE) [10],
where the GNE rst nds a community tree by Louvain algorithm
and learns node embeddings given the tree. Finally, we also conduct
several self-comparison to validate the design of our framework.
Others.For more implementation details of our model, we use
Adam [17] as the gradient optimizer, with the learning rate 0.003
and the regularization coecient 0.5. For all community detection
methods, we set T = 15 for the Wiki-Vote dataset, and T = 20 for
the others. The reason is the that Wiki-Vote dataset is smaller than
the others. Since Louvain and HCDE use a dendrogram to represent
the community tree and are not able to output a xed number of
communities as a result, we extract their learned communities by a
threshold of depth 4. For the dimension of node embeddings, we
choose 50 for our method and use the optimal setting reported in
the original papers of the baselines. Besides:

Table 3: F1 value for node classication.

Deezer-RO BlogCatalog
Macro-F1 Micro-F1 Macro-F1 Micro-F1

LINE 0.023 0.302 0.062 0.190
GNE 0.029 0.396 0.016 0.071
ComE 0.029 0.314 0.018 0.053

GEMSEC 0.023 0.277 0.107 0.263
ReinCom 0.058 0.401 0.138 0.281

• Rather than starting from T0, we initialize the tree with TT0
,

where there are T0 leaves under the root community. In our
experiment we set T0 = 4.

• As for γ in calculating the discounted accumulative rewards, we
have tried γ = 0.6, 0.8, 0.95, 0.99, among which γ = 0.95 is
proved to be the optimal choice.

• For the number of workers in our parallel implementation, a
larger L usually provides better results. In this paper we set
L = 90 based on our computation resources.

• For the choice of yi j , we use the same setup as in Node2vec.
For predictive applications, we use 10-fold cross validation. All

the experiments are conducted on a machine with two Intel Xeon
4210 CPUs and six NVIDIA RTX 2080Ti GPUs.

5.2 The Results for RQ 1
5.2.1 Main Results. We rst validate the eectiveness of hierar-
chical modeling in community detection. As we can see from the
comparison between hierarchical method such as Louvain and non-
hierarchical method GEMSEC, the hierarchical modeling leads to
better community detection results. For instance, on Wiki-Vote,
the modularity of Louvain is 0.307, while the one of GEMSEC is
only 0.211. Besides, our model achieves noticeable improvements
on most datasets compared with previous hierarchical methods.
Especially on Wiki-Vote, our modularity is 0.403, which is about
33% relatively higher than that of the best baseline. Furthermore,
we take a deeper look at the hierarchical structure discovered by
our model and previous hierarchical methods. We dene the metric



Figure 4: The curves of modeling eectiveness in terms of modularity during the online updating process.
Table 4: Comparisons of the average tree distance between
nodes w. and w/o. a link between one another.

Aminer Wiki-Vote Deezer-RO
d̄+ d̄− d̄+ d̄− d̄+ d̄−

Louvain 9.119 9.135 7.794 7.959 5.904 5.905
HCDE 5.803 5.809 5.120 5.121 6.858 6.864

ReinCom 0.631 3.707 0.821 2.191 0.949 1.873

as d̄+ = 1
|ϒ+ |

∑
(i, j)∈yi j=1 Λ(ci , c j ), where Λ(ci , c j ) is the distance

of two communities on the community tree dened in Section 3.2.
Similarly, we can dene d̄− for those yi j = 0. A smaller d̄+ means
that the model could cluster similar nodes together, and a larger d̄−
means that the model could separate dissimilar nodes. As we can
see from Table 4, for previous hierarchical methods, the negative
distance d̄− is close to the positive distance d̄+. In contrast, our
model distinguishes yi j = 1 and yi j = 0 well. On Aminer, for the
node pairs which have a link between one another, the averaged dis-
tances on the community tree is 0.631, while the distance becomes
3.707 if there is no link between them.

We speculate that the improved modeling eectiveness of Rein-
Com mainly comes from the following reasons. On one side, our
community agent could discover a better hierarchical structure
of the graph. On the other side, our embedding agent could learn
better node-community aliation based on the community tree.
To validate this, we conduct the following experiments. First, we
replace the learned community tree TT by a non-hierarchical tree
and a random tree respectively. Then we train the embedding agent
with these two community trees and report the results. As we can
see from Table 5, the performance is greatly reduced after using
incorrect community trees. The second self-comparison is to re-
place the hyperbolic space of the embedding agent with a Euclidean
space. As we can see from Table 5, the modularity also decreases on
both datasets after this modication. In summary, the capability of
ReinCom in modeling hierarchical community structures and over-
lapping node-community aliation is a key factor to its improved
performance.

5.2.2 The Influence of Overlapping Modeling. We further inves-
tigate the inuence of overlapping modeling. As shown in Table
2, for those non-hierarchical methods, the overlapping modeling
could help the model learn better node-community aliation. For
instance, the MNMF and vGraph outperform GEMSEC on most
datasets. Furthermore, an interesting nding is that overlapping
modeling is more important than hierarchical modeling on certain

Table 5: Self-comparisons on two datasets.

Aminer Wiki-Vote
Modularity AUC Modularity AUC

Non-hierarchical 0.703 0.950 0.326 0.853
Random 0.719 0.957 0.295 0.846

w/o. Hyperbolic 0.728 0.948 0.295 0.870
ReinCom 0.759 0.960 0.327 0.884

graphs. For instance, on Aminer, the ComE outperforms hierar-
chical community detection methods Louvain and HCDE. As the
rst hierarchical method which is able to model overlapping node-
community aliation, ReinCom outperforms these baselines on all
datasets.

5.3 The Results for RQ 2
We validate our proposed online updating strategy on four datasets.
We divide the datasets into several parts. For t = 0, we construct ϒ0
by 91% nodes and their edges. For t = 1 to t = 6, we incrementally
add 1.5% nodes and their edges to the graph at each timestamp.
When the model receive ϒt , it rst updates the embedding agent
with these incremental data. If the drop of the modularity is greater
than a threshold, we use the community agent to insert a new com-
munity to build Tt+1 and further ne-tune the embedding agent.
The results are shown in Fig. 4. The orange line is the performance
of conducting mini-batch updating on the embedding agent without
updating the community tree, and the blue line is the performance
of inserting a new community when the drop of the modularity
is greater than a threshold. The green line is the result of train-
ing both agents on the whole data (from t = 0 to t = 6). As we
can see, the utility of our model still remains high after receiving
new nodes and edges. Furthermore, after inserting a new commu-
nity, ReinCom can even improve the modeling eectiveness at the
previous timestamp. For instance, on Aminer and Wiki-Vote, the
result is close to training the model on the whole dataset. We also
validate the change of the existing partitions, where we nd that
previous node-community aliation only slightly changes after the
online updating. The above experimental results strongly justify
the eectiveness of our proposed online updating strategy.

5.4 The Results for RQ 3
For RQ 3, we validate the eectiveness of our model in three graph
applications: link prediction, node classication and graph visu-
alization. According to the link prediction results in Table 2, our
method outperforms all baselines in AUC by a large margin on



Figure 5: Visualization of the hierarchical architecture of the Aminer network learned by our proposed ReinCom.

most datasets. For example, on BlogCatalog, the result of our model
is 0.848, while the best baseline is 0.725. For node classication,
our method also consistently shows better performance over all
datasets. We do not provide the results of vGraph and MNMF in
this scenario because they fail to converge in 2 days.

Finally, we present an interesting graph visualization method
based on ReinCom. Specically, we rst visualize the community
tree. Then for each community on the tree, we conduct t-SNE [22]
with embeddings ei that belong to the community, and scale the
coordinates. We visualize the learned community tree and the node
embeddings after dimension reduction on Aminer in Fig. 5. To ex-
plain, there are four kinds of papers in the Aminer citation network:
data mining, computer vision, natural language processing and
database. As we can see from Fig. 5, our model separates dierent
kinds of papers well without knowing the ground-truth label. Be-
sides, there are several interesting ndings. First, if the number of
database papers becomes much larger, our model could capture
this feature and model these nodes with larger sub-trees. Second,
nodes belong to deeper communities have more specic topics. For
instance, papers belong to Cluster 13 often discuss general prob-
lems in computer vision such as graphics and deformation, while
papers belong to Cluster 15 often discuss more specic topics such
as real-time rendering. Third, our model captures the overlapping
node-community aliation. For instance, some papers in Cluster
18 also belong to Clusters 4 & 5 because they discuss topics such
as semantic mining and text database, which are also relevant to
natural language processing.

5.5 More Results
Additionally, we present the running time of our methods. As an-
alyzed in Section 4.4, the time complexity of our method is con-
stant times to size of ϒ. The results in Table 6 empirically prove
the theoretical time complexity. We compare our methods with
two non-hierarchical community detection methods MNMF and
vGraph, which are also graph embedding based approaches. The
complexity of MNMF and vGraph are constant times to N × N and

Table 6: Inference time of dierent methods.

Wiki-Vote Deezer-RO Deezer-HR
Nodes 3513 11847 42586
Edges 95028 105844 935138
MNMF 4min 39min N/A
vGraph 240min N/A N/A
ReinCom 45min 50min 500min

ϒ respectively. With the help of distributed training strategy, our
methods could be even faster than some non-hierarchical counter-
parts. For instance, in Deezer-HR dataset, vGraph and MNMF fail
to model this dataset due to the intractable time cost, while our
method converges within hours.

6 CONCLUSION
In this paper, we present the rst deep learning based framework
on hierarchical community detection. With the aid of deep learn-
ing techniques, our proposed framework, ReinCom, shows its ad-
vantages not only in discovering hierarchical structures, but also
in enabling online updating and facilitating various downstream
graph-based tasks including link prediction, node classication
and visualization. Empirical results on four real-world complex
networks validate the aforementioned strengths of ReinCom. For
future works, it would be interesting to integrate more candidate op-
erations on the community tree into the community agent. Besides,
as this work is the rst step in leveraging deep learning techniques
for hierarchical community detection, we mainly conduct proof-of-
concept evaluation. Although the proposed ReinCom is by-design
able to be applied to networks with millions of nodes, as is discussed
in the time complexity analysis in Section 4.4, it may need extra
optimization eorts to cater for industry-scale networks such as
the Twitter social network, which is left as a future work.
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