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ABSTRACT

Negative sampling has been heavily used to train recommender

models on large-scale data, wherein sampling hard examples usually

not only accelerates the convergence but also improves the model

accuracy. Nevertheless, the reasons for the effectiveness of Hard

Negative Sampling (HNS) have not been revealed yet. In this work,

we fill the research gap by conducting thorough theoretical analyses

on HNS. Firstly, we prove that employing HNS on the Bayesian

Personalized Ranking (BPR) learner is equivalent to optimizing

One-way Partial AUC (OPAUC). Concretely, the BPR equipped with

Dynamic Negative Sampling (DNS) is an exact estimator, while with

softmax-based sampling is a soft estimator. Secondly, we prove that

OPAUC has a stronger connection with Top-𝐾 evaluation metrics

than AUC and verify it with simulation experiments. These analyses

establish the theoretical foundation of HNS in optimizing Top-𝐾

recommendation performance for the first time. On these bases,

we offer two insightful guidelines for effective usage of HNS: 1)

the sampling hardness should be controllable, e.g., via pre-defined

hyper-parameters, to adapt to different Top-𝐾 metrics and datasets;

2) the smaller the 𝐾 we emphasize in Top-𝐾 evaluation metrics, the

harder the negative samples we should draw. Extensive experiments

on three real-world benchmarks verify the two guidelines.
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Figure 1: The recommendation performance on threewidely

used datasets with different sampling strategies.
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Figure 2: (a) AUC,measures the entire area of the ROC curve.

(b) OPAUC, measures partial area within an FPR range of

[0, 𝛽]. AUC is a special case of OPAUC with 𝛽 = 1.

1 INTRODUCTION

Recommendation systems are essential in addressing information

overload by filtering unintended information and have benefited

many high-tech companies [7]. Bayesian Personalized Ranking

(BPR) [29] is a common choice for learning recommender mod-

els from implicit feedback, which randomly draws negative items

for the sake of efficiency and approximately optimizes the AUC

metric. However, uniformly sampled negative items may not be in-

formative, contributing little to the gradients and the convergence

[28, 40]. To overcome this obstacle, researchers have proposedmany

Hard Negative Sampling (HNS) methods, such as Dynamic Nega-

tive Sampling (DNS) [40] and Softmax-based Sampling methods

[9, 21, 33]. Superior to uniform sampling, HNS methods oversample
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Figure 3: Two simple cases have the same overall ranking

performance but different top-ranking performance. The

ROC curves of two cases have the same AUC but different

OPAUC(𝛽=0.4).

high-scored negative items, which are more informative with large

gradients and thus accelerate the convergence [8].

While existing work usually attributes the superior performance

of HNS to its better convergence, we find that the merits of HNS are

beyond this thought. To validate it, we conduct empirical analyses

on three widely used datasets in Figure 1. We compare two HNS

strategies with a strong baseline named Non-Sampling
1
[4] that

computes the gradient over the whole data (including all negative

items). As such, the Non-Sampling strategy is supposed to converge

to a better optimum more stably [1, 5, 6, 17]. Nevertheless, to our

surprise, both HNS strategies substantially outperform the Non-

Sampling strategy. It indicates that fast convergence may not be the

only justification for the impressive performance of HNS. There

must be other reasons for its superior performance, whichmotivates

us to delve into HNS and explore its theoretical foundation. Our

findings are twofold:

• Optimizing the BPR loss equipped with HNS is equivalent

to optimizing the One-way Partial AUC (OPAUC), whereas

the original BPR loss only optimizes AUC. OPAUC puts a re-

striction on the range of false positive rate (FPR) ∈ [0, 𝛽] [13],
as shown in Figure 2(b), which emphasizes the ranking of top-

ranked negative items. In contrast, AUC is a special case of

OPAUC(𝛽) with 𝛽 = 1, which considers the whole ranking list.

Our proof of the equivalence is based on the Distributionally
Robust Optimization (DRO) framework [27] (cf. Section 3).

• Compared toAUC,OPAUChas a stronger connectionwith

Top-𝐾 metrics. To illustrate it, we conduct simulation studies

with randomly generated ranking lists, showing that OPAUC

exhibits a much higher correlation with Top-𝐾 metrics like Recall,

Precision and NDCG by tuning 𝛽 (cf. Figure 6). This is because
both OPAUC and Top-𝐾 metrics care more about the ranking of

top-ranked items, as shown in Figure 3. Furthermore, we confirm

the correlation through theoretical analysis that Recall@𝐾 and

Precision@𝐾 metrics could be higher and lower bounded with a

function of specific OPAUC(𝛽), respectively.

In short, our analyses reveal that equipping BPR with HNS is

equivalent to optimizing the OPAUC, leading to better Top-𝐾 rec-

ommendation performance (cf. Figure 4). Our analyses not only
explain the impressive performance of HNS but also shed light on

how to perform HNS in recommendation. Given the correspon-

dence between Top-𝐾 evaluation metrics and OPAUC(𝛽), we offer

two instructive guidelines to ensure the practical effectiveness of

1
All compared methods optimize the same loss of BPR.
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Figure 4: The relationship among HNS, OPAUC measure,

and Top-𝐾 evaluation metrics.

HNS. First, the sampling hardness should be controllable, e.g., via

pre-defined hyper-parameters, to adapt to different Top-𝐾 metrics

and datasets. Second, the smaller the 𝐾 we emphasize in Top-𝐾

evaluation metrics, the harder the negative samples we should draw.

The main contributions of this paper are summarized as follows:

• We are the first to establish the theoretical foundations for HNS:

equipping BPR with DNS is an exact estimator of the OPAUC

objective, and with softmax-based sampling is a soft estimator.

• We conduct theoretical analyses, simulation studies, and real-

world experiments, to justify the connection between OPAUC

and Top-𝐾 metrics and explain the performance gain of HNS.

• Weprovide two crucial guidelines on how to performHNS and ad-

just sampling hardness. The experiments on real-world datasets

validate the rationality of the guidelines.

2 BACKGROUND

This section provides the necessary background of Implicit Feed-

back, Hard Negative Sampling Strategies, One-way Partial Area

Under ROC Curve (OPAUC), and Distributionally Robust Optimiza-

tion (DRO) [27]. DRO is a robust learning framework that we will

use in subsequent sections.

2.1 Implicit Feedback

The goal of a recommender is to learn a score function 𝑟 (𝑐, 𝑖 |𝜃 ) to
predict scores of unobserved item 𝑖 in context 𝑐 and recommend

the top-ranked items [1]. A larger predicted score reflects a higher

preference for the item 𝑖 ∈ I in a context 𝑐 ∈ C2
. In the implicit

feedback setting, we can only observe positive class I+
𝑐 ⊆ I in the

context 𝑐 . The remaining I−
𝑐 = I\I+

𝑐 are usually considered as

negative items in the context 𝑐 . In personalized ranking algorithms

with BPR loss, the objective functions can be formulated as follows:

min

𝜃

∑︁
𝑐∈C

∑︁
𝑖∈I+

𝑐

𝐸 𝑗∼𝑃𝑛𝑠 ( 𝑗 |𝑐) [ℓ (𝑟 (𝑐, 𝑖 |𝜃 ) − 𝑟 (𝑐, 𝑗 |𝜃 ))] , (1)

where 𝜃 are the model parameters, ℓ (𝑡) is the loss function which

is often defined as log(1 + exp(−𝑡)). 𝑃𝑛𝑠 ( 𝑗 |𝑐) denotes the negative
sampling probability that a negative item 𝑗 ∈ I−

𝑐 in the context

c is drawn. In BPR [29], each negative item is assigned an equal

sampling probability. For HNS strategies, a negative item with a

larger predicted score will have a higher sampling probability. For

ease of understanding, we refer to [12] and define the “hardness”

of a negative sample as its predicted score, i.e., a negative

sample is “harder” than another when its score is larger. In

what follows, 𝑟 (𝑐, 𝑖 |𝜃 ) is abbreviated as 𝑟𝑐𝑖 for short.

2
In collaborative filtering setting, a context 𝑐 denotes a user 𝑢 ∈ U; in sequential

recommendation setting, 𝑐 can be a historical interaction sequence.
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2.2 Hard Negative Sampling Strategies

Different from static sampling like uniform and popularity-aware

strategy [10], HNS strategies are adaptive both to context and rec-

ommender models during the training. Here we review two widely-

used HNS strategies.

DNS [40] ranks the negative items and oversamples the high-

ranked items
3
. The sampling probability of DNS is defined as:

𝑃𝐷𝑁𝑆𝑛𝑠 ( 𝑗 |𝑐) =
{

1

𝑀
, 𝑗 ∈ 𝑆↓I−

𝑐
[1, 𝑀]

0, 𝑗 ∈ 𝑜𝑡ℎ𝑒𝑟𝑠
, (2)

where 𝑆
↓
I−
𝑐
[1, 𝑀] ⊂ I−

𝑐 denotes the subset of the top-ranked 𝑀

negative items, i.e., the negative samples with top-𝑀 largest pre-

dicted scores. Remark that the smaller the 𝑀 is, the harder

the negative samples will be drawn.

Softmax-based sampling is widely used in adversarial learning

[26, 33] and importance sampling [9, 21], where they refer to soft-

max distribution to assign higher sampling probability to higher

scored items. The negative sampling probability can be defined as:

𝑃
𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥
𝑛𝑠 ( 𝑗 |𝑐) =

exp(𝑟𝑐 𝑗/𝜏)∑
𝑘∈I−

𝑐
exp(𝑟𝑐𝑘/𝜏)

=
exp((𝑟𝑐 𝑗 − 𝑟𝑐𝑖 )/𝜏)∑

𝑘∈I−
𝑐

exp((𝑟𝑐𝑘 − 𝑟𝑐𝑖 )/𝜏)
,

(3)

where 𝜏 is a temperature parameter. It is noteworthy that the

smaller the 𝜏 is, the harder the samples will be drawn.

2.3 One-way Partial AUC

For each context 𝑐 , we can define true positive rates (TPR) and false

positive rates (FPR) as

𝑇𝑃𝑅𝑐,𝜃 (𝑡) = Pr(𝑟𝑐𝑖 > 𝑡 |𝑖 ∈ I+
𝑐 ), (4)

𝐹𝑃𝑅𝑐,𝜃 (𝑡) = Pr(𝑟𝑐 𝑗 > 𝑡 | 𝑗 ∈ I−
𝑐 ). (5)

Then, for a given 𝑠 ∈ [0, 1], let 𝑇𝑃𝑅−1
𝑐,𝜃

(𝑠) = inf{𝑡 ∈ R,𝑇𝑃𝑅𝑐,𝜃 (𝑡) <
𝑠} and 𝐹𝑃𝑅−1

𝑐,𝜃
(𝑠) = inf{𝑡 ∈ R, 𝐹𝑃𝑅𝑐,𝜃 (𝑡) < 𝑠}. Based on these, the

AUC can be formulated as

AUC(𝜃 ) = 1

|C|
∑︁
𝑐∈C

∫
1

0

𝑇𝑃𝑅𝑐,𝜃

[
𝐹𝑃𝑅−1

𝑐,𝜃
(𝑠)

]
d𝑠 . (6)

As shown in Figure 2, One-way Partial AUC (OPAUC) only cares

about the performance within a given false positive rate (FPR) range

[𝛼, 𝛽]. Non-normalized OPAUC [13] is equal to

𝑂𝑃𝐴𝑈𝐶 (𝜃, 𝛼, 𝛽) = 1

|C|
∑︁
𝑐∈C

∫ 𝛽

𝛼

𝑇𝑃𝑅𝑐,𝜃

[
𝐹𝑃𝑅−1

𝑐,𝜃
(𝑠)

]
d𝑠 . (7)

In this paper, we consider the special case of OPAUC with 𝛼 = 0,

which is denoted as 𝑂𝑃𝐴𝑈𝐶 (𝛽) for short. Based on the definition

in Eq. (7), we can have the following non-parametric estimator of

OPAUC(𝛽):�𝑂𝑃𝐴𝑈𝐶 (𝛽) = 1

|C|
∑︁
𝑐∈C

1

𝑛+

1

𝑛−

∑︁
𝑖∈I+

𝑐

∑︁
𝑗 ∈𝑆↓I−𝑐 [1,𝑛− ·𝛽 ]

I(𝑟𝑐𝑖 > 𝑟𝑐 𝑗 ), (8)

3
Without loss of generality, we consider a special case of DNS (Algorithm 2 in [40])

that set 𝑛 to |I−
𝑐 |, set 𝛽1, · · · , 𝛽𝑀−1 to 1 and set 𝛽𝑀 , · · · , 𝛽𝑁 to 0. Our analysis can

generalize to the arbitrary multi-nomial distribution of 𝛽𝑘 .

where 𝑛+ = |I+
𝑐 | and 𝑛− = |I−

𝑐 |, and I(·) is an indicator function.

For simplicity, we assume 𝑛− · 𝛽 is a positive integer.

Since the OPAUC estimator in Eq. (8) is non-continuous and

non-differentiable, we usually replace the indicator function with

a continuous surrogate loss 𝐿(𝑐, 𝑖, 𝑗) = ℓ (𝑟𝑐𝑖 − 𝑟𝑐 𝑗 ). With suitable

surrogate loss ℓ (·), maximizing
�𝑂𝑃𝐴𝑈𝐶 (𝛽) in Eq. (8) is equivalent

to the following problem:

min

𝜃

1

|C|
∑︁
𝑐∈C

1

𝑛+

∑︁
𝑖∈I+

𝑐

1

𝑛− · 𝛽
∑︁

𝑗 ∈𝑆↓I−𝑐 [1,𝑛− ·𝛽 ]

𝐿(𝑐, 𝑖, 𝑗) . (9)

Remark that the objective is divided by a fixed constant 𝛽 for proof,

which does not affect the properties of the objective function. For

surrogate loss ℓ (·), [16] proposes a sufficient condition to ensure it

consistent for OPAUCmaximization, where the widely used logistic

loss ℓ (𝑡) = log(1 + exp(−𝑡)) satisfies the properties.
Additionally, for comparison among different 𝛽 , we define nor-

malized OPAUC(𝛽) following [24],

OPAUCnorm (𝛽) = Trans (OPAUC(𝛽)) , (10)

where the normalized transformation is defined as:

Trans(𝐴) = 1

2

[
1 + 𝐴 −min𝜃 𝐴

max𝜃 𝐴 −min𝜃 𝐴

]
. (11)

2.4 Distributionally Robust Optimization

Given a divergence𝐷𝜙 between two distributions 𝑃 and𝑄 , Distribu-

tionally Robust Optimization (DRO) aims to minimize the expected

risk over the worst-case distribution 𝑄 [19, 22, 27], where 𝑄 is in a

divergence ball around training distribution 𝑃 . Formally, it can be

defined as:

min

𝜃
sup

𝑄

𝐸𝑄 [L(𝑓𝜃 (x), 𝑦)]

𝑠 .𝑡 . 𝐷𝜙 (𝑄 | |𝑃) ≤ 𝜌,
(12)

where the hyperparameter 𝜌 modulates the distributional shift, L
is the loss function. In this paper, we will focus on two special diver-

gence metrics, i.e. the KL divergence 𝐷𝐾𝐿 (𝑄 | |𝑃) =
∫
log( d𝑄

d𝑃
)d𝑄

[18] and the CVaR divergence 𝐷𝐶𝑉𝑎𝑅 (𝑄 | |𝑃) = sup log( d𝑄
d𝑃

) [14].

3 HARD NEGATIVE SAMPLING MEETS

OPAUC

In this section, we prove that the BPR loss equipped with HNS

optimizes OPAUC(𝛽), which is the first step to understanding the

effectiveness of HNS.

We achieve the proof based on the DRO objective and present

the proof outline in Figure 5. Following the theorems proposed in

[41], we first show the connection between the OPAUC objective

and the DRO-based objective. Then we prove that the personalized

ranking problem (Eq. (1)) equipped with HNS is equivalent to the

DRO-based objective in our theorems.

Following [41], we define the DRO-based objective as:

min

𝜃

1

|C|
∑︁
𝑐∈C

1

𝑛+

∑︁
𝑖∈I+

𝑐

max

𝑄
𝐸𝑄 [𝐿(𝑐, 𝑖, 𝑗)]

𝑠 .𝑡 . 𝐷𝜙 (𝑄 | |𝑃0) ≤ 𝜌,

(13)
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Figure 5: The Lemma 1 shows the equivalence between the

OPAUC estimator and DRO objective. Based on DRO objec-

tive, we prove the equivalence between HNS and OPAUC in

Theorem 1 and Theorem 2.

where 𝑃0 denotes uniform distribution overI−
𝑐 , the hyperparameter

𝜌 modulates the degree of distributional shift, 𝐷𝜙 is the divergence

measure between distributions.

Then we show the connection between the OPAUC objective

and the DRO-based objective through the following lemma:

Lemma 1 (Theorem 1 of [41]). By choosing CVaR divergence
𝐷𝜙 = 𝐷𝐶𝑉𝑎𝑅 (𝑄 | |𝑃0) = sup log( d𝑄

d𝑃0
) and setting 𝛽 = 𝑒−𝜌 , the DRO-

based objective (Eq. (13)) is equivalent to the 𝑂𝑃𝑈𝐴𝐶 (𝛽) objective
(Eq. (9)).

Based on the above lemma, we prove the equivalence between

the OPAUC objective and the HNS based objective.

Theorem 1. By choosing 𝑃𝑛𝑠 = 𝑃𝐷𝑁𝑆𝑛𝑠 ,

𝑀 = 𝑛− · 𝛽, (14)

the DNS based problem (Eq. (1)) is equivalent to the 𝑂𝑃𝑈𝐴𝐶 (𝛽)
objective (Eq. (9)).

Proof. Given Lemma 1, we just need to show that DNS sampling

based problem (Eq. (1)) is equivalent to the DRO-based objective

(Eq. (13)).

By choosing CVaR divergence, then the DRO-based objective

(Eq. (13)) reduces to [41] (using strong duality and Theorem 4 in

[30])

min

𝜃
min

𝜂≥0
1

|C|
∑︁
𝑐∈C

1

𝑛+

∑︁
𝑖∈I+

𝑐

{ 1

𝑒−𝜌
· 𝐸 𝑗∼𝑃0

[
(𝐿(𝑐, 𝑖, 𝑗) − 𝜂𝑖 )+

]
+ 𝜂𝑖 },

(15)

where 𝑃0 denotes uniform distribution over I−
𝑐 . Following [39], it’s

easy to see that the optimal 𝜂𝑖 is the 𝑒
−𝜌

-quantile of 𝐿(𝑐, 𝑖, 𝑗), which
is defined as:

𝜂∗𝑖 = inf

𝜂𝑖
{𝑃 𝑗∼𝑃0 [𝐿(𝑐, 𝑖, 𝑗) > 𝜂𝑖 ] < 𝑒

−𝜌 }. (16)

Substitute 𝜂𝑖 with 𝜂
∗
𝑖
in Eq. (15) and replace 𝑒−𝜌 with

𝑀
𝑛−

, then we

obtain the equivalence between DNS sampling based problem (Eq.

(1)) and DRO-based objective (Eq. (13)). Recall the conclusion in

Lemma 1, then we complete the proof by setting𝑀 = 𝑛− · 𝛽 . □

Remark: The DNS based problem is an exact but non-smooth

estimator of OPUAC(𝛽), which is consistent for OPAUC(𝛽) max-

imization. The hyperparameter 𝑀 in DNS strategy directly

determines 𝛽 in the OPAUC objective.

Theorem 2. By choosing 𝑃𝑛𝑠 = 𝑃
𝑆𝑜𝑓 𝑡𝑚𝑎𝑥
𝑛𝑠 ,

𝜏 =

√︄
Var𝑗 (𝐿(𝑐, 𝑖, 𝑗))

−2 log 𝛽 , (17)

Var𝑗 (𝐿(𝑐, 𝑖, 𝑗)) = 𝐸 𝑗∼𝑃0
[
(𝐿(𝑐, 𝑖, 𝑗) − 𝐸 𝑗∼𝑃0 [𝐿(𝑐, 𝑖, 𝑗)])

2
]
, (18)

then problem (Eq. (1)) equipped with softmax-based sampling strategy
is a surrogate version of the 𝑂𝑃𝑈𝐴𝐶 (𝛽) objective (Eq. (9)).

The proof process is similar to Theorem 1. Substitute CVaR

divergence with KL divergence but remain the same 𝜌 , then we get

a soft estimator of OPAUC(𝛽). We prove that the soft estimator is

equivalent to softmax-based sampling problem (Eq. (1)). The precise

relationship between 𝜏 and 𝛽 is complex and hard to compute.

Hence we get an approximate version via the Taylor expansion.

The detailed proof can be found in Appendix A.

Remark: The BPR loss equipped with softmax-based sampling

is a smooth but inexact estimator of OPAUC(𝛽). The hyperpa-

rameter 𝜏 in softmax-based sampling directly determines 𝛽

in OPAUC objective.

4 OPAUC MEETS TOP-K METRICS

In this section, we investigate the connection between OPAUC(𝛽)

and Top-𝐾 evaluation metrics, which is the second step to under-

standing the effectiveness of HNS. We propose two arguments to

declare their relationship:

(1) Compared to AUC, OPAUC(𝛽) has a stronger correla-

tion with Top-𝐾 evaluation metrics.

(2) Asmaller𝐾 inTop-𝐾 evaluationmetrics has a stronger

correlation with a smaller 𝛽 in OPAUC(𝛽).

We conduct theoretical analysis and simulation experiments to

verify our proposals as follows.

4.1 Theoretical Analysis

In this subsection, we analyze the connection between OPAUC(𝛽)

and Top-𝐾 metrics from a theoretical perspective. To be concrete,

we prove that given 𝐾 , Precision@𝐾 and Recall@𝐾 are higher

bounded and lower bounded by the functions of specific OPAUC(𝛽).

Theorem 3. Suppose there are𝑁+ positive items and𝑁− negative
items, where 𝑁+ > 𝐾 and 𝑁− > 𝐾 . For any permutation of all items
in descending order, we have

1

𝑁+

⌊
𝑁+ + 𝐾 −

√︁
(𝑁+ + 𝐾)2 − 4𝑁+𝑁− ×𝑂𝑃𝐴𝑈𝐶 (𝛽)

2

⌋
≤ 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 ≤ 1

𝑁+

⌈√︁
𝑁+𝑁− ×𝑂𝑃𝐴𝑈𝐶 (𝛽)

⌉
,

(19)

1

𝐾

⌊
𝑁+ + 𝐾 −

√︁
(𝑁+ + 𝐾)2 − 4𝑁+𝑁− ×𝑂𝑃𝐴𝑈𝐶 (𝛽)

2

⌋
≤ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 ≤ 1

𝐾

⌈√︁
𝑁+𝑁− ×𝑂𝑃𝐴𝑈𝐶 (𝛽)

⌉
,

(20)

where 𝛽 = 𝐾
𝑁−

.

Remark: From above, we get the following inspirations:
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Figure 6: The estimated correlation coefficient between Top-𝐾 evaluation metrics and OPAUC𝑛𝑜𝑟𝑚(𝛽) under Monte Carlo sam-

pling experiments, where𝑁+ = 200 and𝑁− = 800.We highlight the value of 𝛽 when each curve reaches itsmaximum correlation

coefficient. Remark that AUC is also a special case of OPAUC𝑛𝑜𝑟𝑚(𝛽) with 𝛽 = 1.

(1) The Top-𝐾 metrics like Precision@𝐾 and Recall@𝐾 have a

strong connection with specific OPAUC(𝛽), where 𝛽 = 𝐾
𝑁−

.

However, such a connection does not exist for AUC, which con-

firms our first argument. Hence, maximizing specific OPAUC(𝛽)

approximately optimizes specific Precision@𝐾 and Recall@𝐾 .

(2) The smaller the 𝐾 is, the smaller the 𝛽 (= 𝐾
𝑁−

) should be con-

sidered. A smaller 𝐾 has a stronger connection with a smaller

𝛽 , which effectively verifies our second argument.

4.2 Simulation Experiments

In this subsection, we conductMonte Carlo sampling experiments to

analyze the connection between OPAUC(𝛽) and Top-𝐾 evaluation

metrics. For comparison among different 𝛽 , we use normalized

OPAUC defined in Eq. (10) here. Suppose there are 𝑁+ positive

items and 𝑁− negative items in the item set I. Due to the vast

scale of the entire permutation space of items, it is impossible to

enumerate all cases for analyses directly. Hence, we make a Monte-

Carlo approximation and uniformly sample permutations from the

space as simulated ranking lists 100000 times. Then we calculate the

evaluation metrics (Top-𝐾 metrics and OPAUC𝑛𝑜𝑟𝑚(𝛽)) for these

simulated ranking lists. Afterward, we estimate the correlation

coefficient between Top-𝐾 metrics and OPAUC𝑛𝑜𝑟𝑚(𝛽) and report

them in Figure 6.We report 𝛽 of OPAUC𝑛𝑜𝑟𝑚(𝛽) in logarithmic scale.

Furthermore, we highlight the value of 𝛽 when each curve reaches

its maximum correlation coefficient. Remark that OPAUC𝑛𝑜𝑟𝑚(1)

is equal to AUC.

As shown in Figure 6, we have the following observations:

(1) The correlation coefficient of the highest point of the curve is

much larger than the correlation coefficient when 𝛽 is equal

to 1. That means most Top-𝐾 evaluation metrics have higher

correlation coefficients with specific OPAUC𝑛𝑜𝑟𝑚(𝛽) (above 0.8)

than AUC (under 0.4), which clearly verifies our first argument.

(2) Given a specific 𝐾 in Top-𝐾 metrics, the correlation coefficient

with OPAUC𝑛𝑜𝑟𝑚(𝛽) gets the maximum value at a specific 𝛽 .

Both too large and too small 𝛽 will degrade the correlation with

specific Top-𝐾 metrics.

(3) For different 𝐾 , the peak of the curve varies according to 𝛽 . The

smaller the 𝐾 in the Top-𝐾 evaluation metrics, the smaller the

𝛽 that takes the maximum value of the correlation coefficient.

This effectively confirms our second argument.

(4) On the left side of the peak of the curve, we find that the cor-

relation coefficient of NDCG@𝐾 descends more slowly than

the other two metrics. This is because NDCG@𝐾 pays more

attention to top-ranked items in Top-𝐾 items.

5 DEEP UNDERSTANDING OF HNS

Based on the arguments discussed above, we gain a deeper theo-

retical understanding of HNS. The BPR loss equipped with HNS

optimizes OPAUC(𝛽), which has a stronger connection with Top-𝐾

metrics. In this sense, we derive the following corollary:

Corollary 1. The BPR loss equipped with HNS approximately
optimizes Top-𝐾 evaluation metrics, where the level of sampling hard-
ness controls the value of 𝐾 .

Moreover, we take a step further and propose two instructive

guidelines for effective usage of HNS.

(1) The sampling hardness should be controllable, e.g., via

pre-defined hyper-parameters, to adapt to different Top-

𝐾 metrics and datasets.

(2) The smaller the𝐾 weemphasize inTop-𝐾 evaluationmet-

rics, the harder the negative samples we should draw.

Motivated by these, we generalize the DNS and softmax-based

sampling to two controllable algorithms DNS(𝑀 , 𝑁 ) and Softmax-

v(𝜌 , 𝑁 ), as shown in Algorithm 1 and Algorithm 2 respectively.

• In DNS(𝑀 , 𝑁 ), we utilize hyperparameter𝑀 to control sampling

hardness, where the original DNS is a special case with𝑀 = 1.

• In Softmax-v(𝜌 , 𝑁 ), we propose to use an adaptive 𝜏 in Eq. (17),

instead of a fixed 𝜏 in Eq. (3). Hyperparameter 𝜌 controls the sam-

pling hardness. This ensures that 𝛽 of the optimization objective

𝑂𝑃𝐴𝑈𝐶 (𝛽) remains the same during training.

As discussed, the hyperparameters𝑀 and 𝜌 affect how hard the

negative samples we will draw. Besides, the size of the sampling

pool𝑁 also affects the actual sampling probability of negative items.

We conduct simulation experiments to investigate the difference of

the sampling distribution under different parameter settings. We

choose the user embeddings and items embeddings from the well-

trained model on the Gowalla dataset and keep them fixed. Then,

we randomly pick a (user, positive item) pair (𝑐 , 𝑖) and then simulate

the sampling process 10000 times to estimate the actual sampling

probability. The average value of 𝑝𝑐𝑖 𝑗 over the sampling process
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Algorithm 1 DNS (𝑀 , 𝑁 )

1: Initialize 𝜃

2: for 𝑡 = 1, . . . ,𝑇 do

3: Sample a mini-batch B ∈ D
4: for (𝑐, 𝑖) ∈ B do

5: Uniformly sample a mini-batch B′
𝑐 ∈ I−

𝑐 , |B′
𝑐 | = 𝑁 .

6: Let 𝑝𝑐𝑖 𝑗 =

{
1

𝑀
, 𝑗 ∈ S↓

B′
𝑐
[1, 𝑀]

0, 𝑗 ∈ 𝑜𝑡ℎ𝑒𝑟𝑠.
7: end for

8: Compute a gradient estimator ∇𝑡 by

∇𝑡 =
1

|B|
∑︁

(𝑐,𝑖) ∈B

∑︁
𝑗 ∈I−

𝑐

𝑝𝑐𝑖 𝑗∇𝜃𝐿(𝑐, 𝑖, 𝑗).

9: Update 𝜃𝑡+1 = 𝜃𝑡 − 𝜂∇𝑡 .
10: end for

Algorithm 2 Softmax-v (𝜌 , 𝑁 )

1: Initialize 𝜃

2: for 𝑡 = 1, . . . ,𝑇 do

3: Sample a mini-batch B ∈ D
4: for (𝑐, 𝑖) ∈ B do

5: Uniformly sample a mini-batch B′
𝑐 ∈ I−

𝑐 , |B′
𝑐 | = 𝑁 .

6: Let 𝑝𝑐𝑖 𝑗 =


𝑒
ℓ (𝑟𝑐𝑖−𝑟𝑐 𝑗 )/𝜏∑

𝑘∈B′𝑐 𝑒ℓ (𝑟𝑐𝑖−𝑟𝑐𝑘 )/𝜏 , 𝑗 ∈ B′
𝑐

0, 𝑗 ∈ 𝑜𝑡ℎ𝑒𝑟𝑠,

where 𝜏 =

√︂
Var𝑗 (𝐿 (𝑐,𝑖, 𝑗))

2𝜌 .

7: end for

8: Compute a gradient estimator ∇𝑡 by

∇𝑡 =
1

|B|
∑︁

(𝑐,𝑖) ∈B

∑︁
𝑗 ∈I−

𝑐

𝑝𝑐𝑖 𝑗∇𝜃𝐿(𝑐, 𝑖, 𝑗).

9: Update 𝜃𝑡+1 = 𝜃𝑡 − 𝜂∇𝑡 .
10: end for

is approximated as the actual sampling probability that negative

item 𝑗 is chosen by pair (𝑐 , 𝑖) for training. We report the cumulative

probability distribution under different parameter settings in Figure

7. The negative items are in descending order w.r.t. their scores.

Since items are in descending order, we conclude that the faster

the curve rises, the higher the sampling probability the top-ranked

items are drawn with. Easily, we have the following observations:

• Smaller𝑀 in DNS(𝑀 , 𝑁 ) means higher sampling hardness.

• Larger 𝑁 in DNS(𝑀 , 𝑁 ) means higher sampling hardness.

• Larger 𝜌 in Softmax-v(𝜌 , N) means higher sampling hardness.

6 EXPERIMENTS

In this section, we evaluate the models on three public datasets to

figure out the following questions:

• (Q1) How do DNS(𝑀 , 𝑁 ) and Softmax-v(𝜌 , 𝑁 ) perform com-

pared to state-of-the-art HNS methods? Is it beneficial to control

sampling hardness with pre-defined hyperparameters?

• (Q2) Can experiment results validate our second guideline on

adjusting sampling hardness according to 𝐾 in Top-𝐾 metrics?
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Figure 7: Approximated distributions under different pa-

rameter settings. The faster the curve rises, the higher the

sampling probability the top-ranked items are drawn with.

Table 1: The Statistics of Datasets

Dataset User Item Train Test Sparsity

Gowalla 29,858 40,988 822,358 205,106 99.9160%

Yelp 77,277 45,638 1,684,846 419,049 99.9403%

Amazon 130,380 128,939 1,934,404 481,246 99.9856%

Dataset. The Statistics of three public datasets are shown in

Table 1, which vary in scale and sparsity. The Gowalla dataset is the

collection of user check-in histories. The Yelp dataset is a subset

of Yelp’s businesses, reviews, and user data. The Amazon dataset

is a subset of customers’ ratings for Amazon books. Considering

the ratings are integers ranging from 1 to 5, the ratings above 4

are regarded as positive. Following [9, 21], we leverage the routine

strategy — 5-core setting to preprocess the dataset.

For each user, we randomly select 80% of items to form the

training set and 20% of items to form the test set. 10% of the training

set is used for validation. The models are built on the training set

and evaluated on the test set.

Metrics. When evaluating the models, we filter out positive items

in the training set and utilize widely-used metrics Recall@𝐾 and

NDCG@𝐾 to evaluate the recommendation performance. The de-

tailed definitions are shown in Appendix C.

6.1 Baselines

To verify the effectiveness of DNS(𝑀 , 𝑁 ) and Softmax-v(𝜌 , 𝑁 ) meth-

ods, we compare our algorithms with the following baselines.

• BPR [29] is a classical method for implicit feedback. It utilizes

pairwise logit loss and randomly samples negative items.

• AOBPR [28] improves BPR through adaptively oversampling

top-ranked negative items.

• WARP [35] uses the Weighted Approximate-Rank Pairwise loss

function for implicit feedback.

• IRGAN [33] utilizes a minimax game to optimize the generative

and discriminative network simultaneously. The negative items

are drawn based on softmax distribution.

• DNS [40] is a dynamic negative sampler, which is a special case

of DNS(𝑀 , 𝑁 ) with𝑀 = 1.

• Kernel [2] is an efficient sampling method that approximates

the softmax distribution with non-negative quadratic kernel.

• PRIS [21] utilizes importance sampling for training, where im-

portance weights are based on softmax distribution. They adopt
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Table 2: Performance comparison on three datasets. The best results are in bold and the second best are underlined. The

baselines are taken from [9], as we completely follow their experiment settings. “**” denote the improvement is significant

with t-test with 𝑝 < 0.05.

Method

Gowalla Yelp Amazon

NDCG@50 Recall@50 NDCG@50 Recall@50 NDCG@50 Recall@50

BPR 0.1216 0.2048 0.0524 0.1083 0.0499 0.1171

AOBPR 0.1385 0.2417 0.0677 0.1346 0.0563 0.1303

WARP 0.1248 0.2240 0.0636 0.1332 0.0542 0.1267

IRGAN 0.1443 0.2242 0.0695 0.1367 0.0627 0.1395

Kernel 0.1399 0.2264 0.0658 0.1315 0.0700 0.1495

DNS 0.1412 0.1839 0.0693 0.1425 0.0615 0.1378

PRIS(U) 0.1334 0.2217 0.0639 0.1273 0.0607 0.1377

PRIS(P) 0.1385 0.2282 0.0673 0.1342 0.0697 0.1463

AdaSIR(U) 0.1489 0.2500 0.0732 0.1523 0.0731 0.1505

AdaSIR(P) 0.1519 0.2516 0.0731 0.1525 0.0740 0.1534

DNS(𝑀 , 𝑁 ) 0.1811** 0.2989** 0.0899** 0.1774** 0.1014** 0.1833**

Softmax-v(𝜌 , 𝑁 ) 0.1837** 0.2993** 0.0840** 0.1690** 0.1046** 0.1937**

the uniform and popularity-based distribution to construct the

sampling pool, denoted as PRIS(U) and PRIS(P), respectively.

• AdaSIR [9] is a two-stage method that maintains a fixed size

contextualized sample pool with importance resampling. The im-

portance weights are based on softmax distribution. They adopt

the uniform and popularity-based distribution to construct the

sampling pool, denoted as AdaSIR(U) and AdaSIR(P), respectively.

6.2 Implementation Details

The algorithms are implemented based on PyTorch. We completely

follow the experiments setting in [9, 21]. We utilize Matrix Factor-

ization (MF) as the recommender model for our model. We utilize

Adam optimizer to optimize all parameters. The dimension of user

and item embedding is set to 32. The batch size is fixed to 4096, and

the learning rate is set to 0.001 by default. The number of training

epochs is set to 200 for all methods. We utilize grid search to find

the best with weight_decay ∈ {0.1, 0.01, 0.001, 0.0001}. The hyper-

parameter𝑀 in DNS(𝑀 , 𝑁 ) is tuned over {1,2,3,4,5,10,20} and the

hyperparameter 𝜌 of Softmax-v(𝜌 , 𝑁 ) is tuned over {0.01, 0.1, 1, 10,

100} for all datasets. Due to the efficiency limit, the sample pool size

𝑁 for each user is set to 200, 200, and 500 for Gowalla, Yelp, andAma-

zon. The maximum number of negative samples per positive pair

(𝑐, 𝑖) is the sample pool size. The baseline results are directly taken

from [9], as we completely follow their experiment setting. Code is

available at https://github.com/swt-user/WWW_2023_code.

6.3 (RQ1) Performance Comparison

Table 2 shows the performance of DNS(𝑀 , 𝑁 ), Softmax-v(𝜌 , 𝑁 ),

and baselines. From them, we have the following key findings:

• Compared to the uniform negative sampling method BPR, most

HNS methods perform much better, especially DNS(𝑀 , 𝑁 ) and

Softmax-v(𝜌 , 𝑁 ). This clearly verifies the effectiveness of HNS.

• Benefiting from the adjustable sampling hardness, DNS(𝑀 ,𝑁 ) sig-

nificantly outperform its original version on average 40%. Mean-

while, the two methods also present a huge performance boost
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Figure 8: The effect of𝑀 in DNS(𝑀 , 𝑁 ), where 𝑁 is set to 200,

200, 500 for Gowalla, Yelp and Amazon respectively.

over other HNS methods. These findings demonstrate the ex-

treme importance of our first guideline in Section 5.

6.4 (RQ2) Performance with Different

Sampling Distributions

This subsection investigates how Top-𝐾 metrics will change un-

der different sampling distributions on real-world datasets. As the

sampling distribution is affected by hyperparameters, see Section

5, we investigate the performance under different hyperparameter

settings.

We report the performance results on three public dataset under

different𝑀 in DNS(M,N), different N in DNS(M, N) and different 𝜌

in Softmax-v(𝜌 ,N) in Figure 8, Figure 9 and Figure 10 respectively.

We only care about the relative magnitude of Top-𝐾 metrics, so

we report the relative value of Top-𝐾 evaluation metrics for better

visualization. We highlight the value of hyperparameters when

each curve reaches its maximum result. For each result, we tune
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Figure 9: The effect of 𝑁 in DNS(𝑀 , 𝑁 ), where 𝑀 is set to 5

for all three datasets.
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Figure 10: The effect of 𝜌 in Softmax-v(𝜌 , 𝑁 ), where 𝑁 is set

to 200, 200, 500 for Gowalla, Yelp and Amazon respectively.

the learning rate ∈ {0.01, 0.001} and weight_decay ∈ {0.01, 0.001,

0.0001} to find the best.

• From Figure 8, we observe that for all datasets and all metrics,

the lower the 𝐾 in Top-𝐾 metrics is, the smaller the𝑀 in DNS(𝑀 ,

𝑁 ) when the curve achieves its maximum performance.

• From Figure 9, we observe that for all datasets and all metrics,

the lower the 𝐾 in Top-𝐾 metrics is, the larger the 𝑁 in DNS(𝑀 ,

𝑁 ) when the curve achieves its maximum performance.

• From Figure 10, we observe that for all datasets and all metrics,

the lower the 𝐾 in Top-𝐾 metrics is, the larger the 𝜌 in Softmax-

v(𝜌 , 𝑁 ) when the curve achieves its maximum performance.

In some cases, the peak of the Top-20 curve coincides with the

peak of the Top-50 curve or Top-5 curve. This can be attributed

to the relatively small difference of 𝐾 . With a larger difference of

𝐾 , for example, Top-50 and Top-5, their curve always matches our

observation. We conduct further experiments to investigate the

performance across a wide range of 𝐾 in Appendix D.

Recall that we have observed how hyperparameters (𝑀 , 𝑁 , 𝜌)

affect sampling hardness in Figure 7. Combining these two obser-

vations, we can easily conclude that the smaller the 𝐾 in Top-

𝐾 metrics, the harder the negative samples we should draw.

These clearly verify our second guideline.

7 RELATEDWORK

7.1 Negative Sampling for Recommendation

Early work sample items based on predefined distributions, e.g., uni-

form distribution [11, 29] and popularity-based distribution [3, 10].

These static samplers are independent of model status and un-

changed for different users. Thus, the performance is limited. Later

on, adaptive samplers are proposed, such as DNS [40] and softmax-

based sampling methods. Softmax-based sampling is widely used

in adversarial learning (e.g. IRGAN [33] and ADVIR [26]) and im-

portance sampling (e.g. PRIS [21] and AdaSIR [9]). They assign

high sampling probability to top-ranked negative items, account-

ing for model status. There are also some fine-grained negative

sampling methods [23, 32, 34, 42]. Empirical experiments verify

the effectiveness and efficiency of HNS. The efficiency problem has

been studied in AOBPR [28]. They argue that HNS samples more

informative high-scored items, which can contribute more to the

gradients and accelerate the convergence. Nevertheless, the reasons

for the effectiveness of HNS are not revealed yet. To the best of

our knowledge, only DNS [40] provides clues of the connection

between HNS and Top-𝐾 metrics. But unfortunately, they fail to

give a theoretical foundation and deep analyses.

7.2 Partial AUC Maximization

Early work does not directly optimize the surrogate objective of

Partial AUC, but instead, some other related objectives, e.g., p-norm

push [31], infinite-push [20], and asymmetric SVM objective [36].

Nevertheless, these algorithms are not scalable and applicable to

deep learning. More recently, [38] considers two-way partial AUC

maximization and simplifies the optimizing problem for large scale

optimization. [41] proposes new formulations of Partial AUC sur-

rogate objectives using distributionally robust optimization (DRO).

This work motivates our proof of the connection between OPAUC

and HNS. A more comprehensive study of AUC can refer to [37].

8 CONCLUSION

In this paper, we reveal the theories behind HNS for recommen-

dation. We prove that the BPR loss equipped with HNS strategies

optimizes OPAUC. Meanwhile, we conduct theoretical analysis and

simulation experiments to show the strong connection between

OPAUC and Top-𝐾 evaluation metrics. On these bases, the effec-

tiveness of HNS can be clearly explained. To take a step further,

we propose two insightful guidelines for effective usage of HNS. In

conclusion, the proposed theoretical understanding of HNS can not

only explain effectiveness but also provide insightful guidelines for

future study.

In the future, we will investigate the connection between Two-

way Partial AUC and recommendation algorithms, whichmay bring

more insights into recommendation systems. The effect of false

negative items will also be an exciting research direction.
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A PROOF OF THEOREM 2

Proof. As shown in Lemma 1, the DRO-based objective (Eq. (13))

is equivalent to OPAUC(𝛽) (Eq. (9)). By replacing CVaR divergence

with KL divergence 𝐷𝜙 = 𝐷𝐾𝐿 (𝑄 | |𝑃0) =
∫
log( d𝑄

d𝑃
)d𝑄 , then the

DRO-based objective (Eq. (13))) reduces to

min

𝜃
min

𝜆≥0
1

|C|
∑︁
𝑐∈C

1

𝑛+

∑︁
𝑖∈I+

𝑐

{𝜆𝑖 · log𝐸 𝑗∼𝑃0
[
exp

(
𝐿(𝑐, 𝑖, 𝑗)
𝜆𝑖

)]
+ 𝜆𝑖 · 𝜌}.

(21)

The detailed derivation can be found in [18]. By setting 𝛽 = exp(−𝜌),
we get a surrogate objective of𝑂𝑃𝐴𝑈𝐶 (𝛽). Next, we will show that

it is equivalent to the softmax-based sampling problem.

Differentiate the objective respect to 𝜆𝑖 and set to 0, and then we

find that the optimal 𝜆𝑖 is the solution to the fixed-point equation:

𝜆𝑖 = 𝐸 𝑗∼𝑃0


𝑒
𝐿 (𝑐,𝑖,𝑗 )

𝜆𝑖 · 𝐿(𝑐, 𝑖, 𝑗)

𝐸 𝑗∼𝑃0 [𝑒
𝐿 (𝑐,𝑖,𝑗 )

𝜆𝑖 ]

 ·
1

𝜌 + log𝐸 𝑗∼𝑃0 [𝑒
𝐿 (𝑐,𝑖,𝑗 )

𝜆𝑖 ]
. (22)

Replace the above value for 𝜆𝑖 in Eq. (21), and then we derive the

following result:

min

𝜃

1

|C|
∑︁
𝑐∈C

1

𝑛+

∑︁
𝑖∈I+

𝑐

{𝐸 𝑗∼𝑃0


𝑒
𝐿 (𝑐,𝑖,𝑗 )

𝜆𝑖

𝐸 𝑗∼𝑃0

[
𝑒
𝐿 (𝑐,𝑖,𝑗 )

𝜆𝑖

] 𝐿(𝑐, 𝑖, 𝑗)}, (23)

where 𝑃0 denotes uniform distribution over I−
𝑐 . By setting 𝜆𝑖 = 𝜏 ,

the analogy of Eq. (23) and the softmax sampling based problem

(Eq. (1)) is obvious. The only difference is that the index term in

Eq. (23) is

ℓ (𝑟𝑐𝑖−𝑟𝑐 𝑗 )
𝜏 but

𝑟𝑐 𝑗−𝑟𝑐𝑖
𝜏 in Eq. (1). When choosing ℓ (𝑡) =

log(1 + exp(−𝑡)), it is consistent for optimization.

By now, we have proven the equivalence between softmax sam-

pling based problem (Eq. (1)) andOPAUC(𝛽) objective (Eq. (9)). How-

ever, it is impossible to directly compute 𝜆𝑖 with Eq. (22). Hence,

following [15], we propose approximation of optimal temperature

parameter 𝜆𝑖 . A second-order Taylor expansion around 0 of Eq. (21)

yield:

min

𝜃
min

𝜆≥0
1

|C|
∑︁
𝑐∈C

1

𝑛+

∑︁
𝑖∈I+

𝑐

{𝜆𝑖 · 𝜌 + 𝐸 𝑗∼𝑃0 [𝐿(𝑐, 𝑖, 𝑗)]+

Var𝑗 (𝐿(𝑐, 𝑖, 𝑗))
2𝜆𝑖

+ 𝑜∞ ( 1
𝜆𝑖
)},

(24)

where Var𝑗 (𝐿(𝑐, 𝑖, 𝑗)) is defined in Eq. (18). Solving the above

equation yields approximated optimal temperature parameter 𝜆𝑖 :

𝜆𝑖 ≃

√︄
Var𝑗 (𝐿(𝑐, 𝑖, 𝑗))

2𝜌
=

√︄
Var𝑗 (𝐿(𝑐, 𝑖, 𝑗))

−2 log 𝛽 . (25)

□

B PROOF OF THEOREM 3

Proof. Suppose there are 𝑖 (𝑖 < 𝐾 ) positive items in Top-𝐾 items

of the permutation, and then we have 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 = 𝑖/𝐾 . Under this
condition, easily, we can find out the case which has the maximum

value of OPAUC(𝛽), where 𝛽 = 𝐾
𝑁−

:

+ · · · +︸ ︷︷ ︸
𝑖

− · · · −︸ ︷︷ ︸
𝐾−𝑖

| + · · · +︸ ︷︷ ︸
𝑁+−𝑖

− · · · −︸ ︷︷ ︸
𝑁−−𝐾+𝑖

Hence, the maximum value of OPAUC(𝛽) is
−𝑖2+(𝑁++𝐾)𝑖

𝑁+𝑁−
. Mean-

while, since 𝑖 can only be integers, we derive that:

1

𝑁+

⌊
𝑁+ + 𝐾 −

√︁
(𝑁+ + 𝐾)2 − 4𝑁+𝑁− ×𝑂𝑃𝐴𝑈𝐶 (𝛽)

2

⌋
≤ 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾.

Similarly, we can find out the case which has the minimum value

of OPAUC(𝛽):

− · · · −︸ ︷︷ ︸
𝐾−𝑖

+ · · · +︸ ︷︷ ︸
𝑖

| − · · · −︸ ︷︷ ︸
𝑖

· · ·︸︷︷︸
𝑁++𝑁−−𝐾−𝑖

Hence, the minimum value of OPAUC(𝛽) is 𝑖2

𝑁+𝑁−
. Since 𝑖 can only

be integers, we can also derive that:

𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 ≤ 1

𝑁+

⌈√︁
𝑁+𝑁− ×𝑂𝑃𝐴𝑈𝐶 (𝛽)

⌉
.

These complete the proof of Eq. (19). Noticing that for a given per-

mutation, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 =
𝑁+
𝐾

· 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 , where 𝑁+
𝐾

is a constant.

Hence, we can easily derive the Eq. (20). □

C METRICS

Suppose we sort the left items in descending order according to

scores 𝑟𝑐 𝑗 for each context c. The positive item sets are denoted

as I+
𝑐,𝑡𝑒𝑠𝑡 . The detailed definitions of the widely-used metrics are

summarized as follow:

• Precision@𝐾 : metrics the fraction of positive items among

the top 𝐾 predicted items:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 =
|{ 𝑗 ∈ I+

𝑐,𝑡𝑒𝑠𝑡 | 𝑅𝑎𝑛𝑘 𝑗 < 𝐾}|
𝐾

.

• Recall@𝐾 : metrics the fraction of all positive items that were

recovered in the top K:

𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 =
|{ 𝑗 ∈ I+

𝑐,𝑡𝑒𝑠𝑡 | 𝑅𝑎𝑛𝑘 𝑗 < 𝐾}|
|I+
𝑐,𝑡𝑒𝑠𝑡 |

.

• NDCG@𝐾 metrics the quality of recommendation through

discounted importance based on position:

𝑁𝐷𝐶𝐺@𝐾 =
1∑min( |I+

𝑐,𝑡𝑒𝑠𝑡 |,𝐾)
𝑖=1

1

log
2
(𝑖+1)

∑︁
𝑗 ∈I+

𝑐,𝑡𝑒𝑠𝑡

I(𝑅𝑎𝑛𝑘 𝑗 < 𝐾)
log

2
(𝑅𝑎𝑛𝑘 𝑗 + 1) .

D PERFORMANCE ACROSS AWIDE RANGE

OF K UNDER DIFFERENT SAMPLING

DISTRIBUTION

In this subsection, we investigate how Top-𝐾 metrics across a wide

range of 𝐾 will change under different sampling distributions. For

simplicity representation, we only investigate hyperparameters 𝑁

in DNS(𝑀 , 𝑁 ). As shown in Figure 11, we observe that:

• The lower the 𝐾 in Top-𝐾 metrics is, the larger the 𝑁 in DNS(𝑀 ,

𝑁 ) when the curve achieves its maximum performance.

• With a larger difference of K, there is a larger gap when the curve

achieves its maximum performance.
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Figure 11: The effect of 𝑁 in DNS(𝑀 , 𝑁 ), where 𝐾 is set to 5 for all three datasets.

Table 3: Performance comparison on three datasets using LightGCN. The best results are in bold and the second best are

underlined.“**” denote the improvement is significant with t-test with 𝑝 < 0.05.

Method

Gowalla Yelp Amazon

NDCG@50 Recall@50 NDCG@50 Recall@50 NDCG@50 Recall@50

BPR 0.1469 0.2470 0.0742 0.1507 0.0566 0.1307

PRIS(U) 0.1604 0.2677 0.0831 0.1670 0.0527 0.1221

PRIS(P) 0.1665 0.2753 0.0870 0.1741 0.0602 0.1369

AdaSIR(U) 0.1804 0.2979 0.0918 0.1808 0.0804 0.1719

AdaSIR(P) 0.1806 0.2974 0.0914 0.1796 0.0804 0.1712

DNS(*) 0.1954** 0.3176** 0.0984** 0.1926** 0.1060** 0.2106**

Softmax-v 0.1991** 0.3209** 0.1012** 0.1974** 0.1100** 0.2134**

E ADDITIONAL EXPERIMENTS WITH

LIGHTGCN

As shown in Table 3, we conduct additional experiments on the

LightGCN model, getting similar results. Our methods DNS(𝑀 , 𝑁 ),

Softmax-v(𝜌 , 𝑁 ) significantly outperform BPR and HNS baselines,

which is consistent with our analysis in Subsection 6.3.

F DISCUSSION

Our analysis for BPR loss can be generalized to other loss functions,

like BCE loss, Triplet loss, Softmax loss, and InfoNCE loss, which

are widely applied in recommendation or other areas. Generally

speaking, these loss functions have a high correlation with the AUC

metric, and our conclusions also work for them. Theoretically, we

have the following discussions. BCE optimizes a modified version

of AUC [25]; BPR loss is a soft version of Triplet loss. Adjusting

margin term in Triplet loss is equal to adjusting M in DNS(𝑀 , 𝑁 );

Softmax-v(𝜌 , 𝑁 ) is the upper bound of Softmax loss and InfoNCE

loss. Adjusting the temperature in Softmax loss and InfoNCE loss

is equal to adjusting 𝜌 in Softmax-v(𝜌 , 𝑁 ).
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