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Stock Prediction
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Why Stock Prediction?

• Which one to buy?

• When to sell?
You may not have time, e.g., paper submission deadline.

... ... ... ... ... ...

... ... ... ... ... ...



Machine Learning for Stock Prediction
Standard Classification

DNNs, especially RNN [Zhang,
KDD’17][Xu, ACL’18] are used to solve
asset price prediction as a standard
classification problem.
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Machine Learning for Stock Prediction
Training Neural Network (NN)

• Basic Model: Attentive LSTM
- LSTM layer captures sequential 

dependency and projects sequential 
inputs into hidden representations.

- Temporal attention layer adaptively 
aggregates hidden representations at 
different time-steps into !".

Testing data

Training data

Fit the training 
data 20 months 
since 2015 Jan.

Two months 
after the 
training period.

On a benchmark dataset



Stock Prediction with NN
Stochasticity of Stock Price Feature
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--- A new feature matrix
--- Different prediction (might wrong)
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NN is sensitive to slight feature changes à poor generalization ability



Stock Prediction with NN
Stochasticity of Stock Price Feature

• Basic Model: Attentive LSTM
- LSTM layer captures sequential 

dependency and projects sequential 
inputs into hidden representations.

- Temporal attention layer adaptively 
aggregates hidden representations at 
different time-steps into !".

What about:

Hidden Space
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Stock Prediction with NN
Handling Stochasticity with Adversarial Training

• Standard training
Updates model parameters to fit 
training data (clean examples)

• Adversarial training 
• Additionally constructs adversarial examples via adding small perturbations to the 

input of clean examples, and encourages the model to correctly classify the 
adversarial examples.

+

?
Doesn’t care, 
might be wrong.

+

+

Adversarial example, the point within the 
range that is hardest to be predicted as ++

• Standard training (ideally)
Updates model parameters to fit clean 
example as well as all the other points.

+

+
Features observed at a 
slightly different time.



Stock Prediction with NN
Adversarial Training

• Adversarial Training
- Constructs adversarial examples via adding 

perturbation to latent representation !". 
- With an additional loss to encourage 

correct predictions for the adv. examples.

• Basic Model: Attentive LSTM
- LSTM layer captures sequential 

dependency and projects sequential 
inputs into hidden representations.

- Temporal attention layer adaptively 
aggregates hidden representations at 
different time-steps into !".

Adversarial perturbation

Additional loss



Stock Prediction with NN
Experiments

Experiment dataset: ACL18, a
public dataset with 88 high-trade-
volume-stocks in NASDAQ and
NYSE [Xu, ACL’18].

Table 1: Statistics of the dataset.

Table 2: Performance of the compared methods. RI denotes the relative 
improvement of Adv-ALSTM compared to the associated baseline.

Performance comparison: ALSTM
is the basic model; LSTM is ALSTM
removing attention; Adv-ALSTM is
ALSTM with adv. training;
StockNet is the SOTA using VAE.
- Significant improvements.

Distributions of classification
confidences assigned by ALSTM
and Adv-ALSTM for clean
examples in validation and testing.
- Enforce margin.



Stock Prediction with NN
Conclusion and Future Work

Structured data

Historical prices

Stochasticity of
historical price
features should
be considered.

Domain knowledge

Incorporating
knowledge into
the data driven
learning model.

Unstructured data

News reports
Fusion of
traditional
financial data and
unstructured
alternative data.

Analyst reports

https://github.com/hennande/Adv-ALSTM

https://github.com/hennande/Adv-ALSTM
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Stock Prediction with NN
Adversarial Training VS VAE

• Adversarial Training
- Common training updates model 

parameters to fit training data (clean 
examples), i.e., make correct classifications.

- Adversarial training additionally constructs 
adversarial examples via adding small 
perturbations to the input of clean 
examples, and encourages the model to 
correctly classify the adversarial examples.

• Bayesian Deep Learning
- Modeling historical prices as stochastic 

variables rather than static values.
- [Xu, ACL’18] encodes historical prices 

with Variational Autoencoder.

Latent distribution, from
which samples are
expected to be predicted
with the same label.

VAE

AT


