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Extreme Events in Time Series Data
Characteristic

Å Extremely small or large values

Å Irregular

Å Rare occurrences

Å Light- tailed distributions (Gaussian, Poisson, etc.) cannot 

model them well

Problem

ÅWhy Deep Neural Network could suffer extreme event 

problem in time series prediction? 

Å How can we improve the performance on the prediction 

of extreme events?
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Background Problem Analysis Proposed Model Extreme Value Loss

Estimated Distribution of Labels ◐◄

Experiments Conclusion

ÅWith Bayes Theorem,

ὖὣὢȟ—
ὖὢὣȟ— ὖὣ

ὖὢȿ—
Likelihood

Posterior

Estimated distribution of

labels  ὖὣ В ﬞ ώȟǶ†

Å DNN will internally estimate the distribution of ώ according to the sampled data.

Å The optimization of deep neural network under probability perspective:

ÍÉÎВ έ ώ ÍÁØБ ﬞ ώέȟǶ† ÍÁØБ ὖώὼȟ—
Bregman 

Divergence



Extreme Event Problem in DNN

Underfitting Phenomenon

Å For those normal points, e.g., ώ,

ὖώὢȟ—
ὖὢώȟ—ὖώ

ὖὢȟ—

ὖὢώȟ—ὖ ώ

ὖὢȟ—
ὖ ώὢȟ—

Å For thoserarely occurred extreme events, e.g., ώ,

ὖώ ὢȟ—
ὖὢώȟ—ὖώ

ὖὢȟ—

ὖὢώȟ—ὖ ώ

ὖὢȟ—
ὖ ώ ὢȟ—

Å Therefore model commonly lacks the ability of predicting extreme eventsώώ ώ
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Extreme Event Problem in DNN

Overfitting Phenomenon

Å If we add weights of extreme events during the training

Å For those normal points, e.g., ώ,

ὖώὢȟ—
ὖὢώȟ—ὖώ

ὖὢȟ—

ὖὢώȟ—ὖ ώ

ὖὢȟ—
ὖ ώὢȟ—

Å For those rarelyoccurred extreme events, e.g., ώ,

ὖώ ὢȟ—
ὖὢώȟ—ὖώ

ὖὢȟ—

ὖὢώȟ—ὖ ώ

ὖὢȟ—
ὖ ώ ὢȟ—

Å The estimated distribution is not accurate

Å The performance on test data is poor

ώώ ώ
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Problem Analysis

Extreme Event Problem in DNN mainly because:

Å Extremeeventsare extremely large or small values with 

rare occurrence. Therefore it is hard to estimate the true 

distribution of them given limited samples.

Å Usually DNN learns time series data from light- tailed 

likelihood, which further increases the difficulty of 

estimating the distribution of extreme events.
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Motivation: Find the regularity inside
irregular extreme events

According to previous research

Å Extreme events in time- series data often show some 

form of temporal regularity.

Å Randomness of extreme events have limited degrees of 

freedom (DOF).

The pattern of extreme events after a window could be 

memorized 
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Recalling Extreme Events in History

We propose to use Memory Network to recall

extreme events in history:

Å For eachtime stepὸ, we sampleὓwindows.

Å For windowὮ, we propose to useGRUto calculate

the featureίof the window.

Å Meanwhile,we also record the occurrenceof

extremeeventsή ρȟπȟρ by setting threshold 

previously atthe next time step of windowὮ.
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