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Background

O Network

» A ubiquitous data structure to model the relationships between entities

O Network embedding
» Crucial to obtain the representations for vertices

» Helpful to many applications, such as vertex labeling, link prediction,
recommendation, and clustering, efc.

Homogeneous Network  Heterogeneous Network

v' Social network v o d
tem adoption

v Collaboration v Web visiti
eb visiting

network
v" Question
v Transportation .
answerin
network L, g

DaSE

Data Science
&Engineering




Drawbacks of Existing Works for Bipartite Networks

O Homogeneous network embedding:
» |gnore type information oOf vertices (e.g., Node2vec, DeepWalk, etc.)

» lgnore key characteristic of bipartite network -- power-law distribution Of
vertex degrees
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Heterogeneous network embedding:
» MetaPath2vec [Dong et al, KDD'17] treats explicit and implicit relations as
contributing equally DaSE
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Outline

O Proposed Method




BINE: Bipartite Network Embedding
[0 Two Characteristics of BINE

» Modeling the explicit and implicit relations simultaneously
> A biased and self-adaptive random walk generator
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Modeling Explicit Relations (Observed links)

[ Original network space

The joint probability between
vertices u; and v; is defined as:

Wij

ZeijEE Wij

P(i, j) = OPreserving the local
proximity
Minimizing the difference (KL-
divergence) between the two

distributions:

DEmbedding Space minimize O :KL(P||P)= Z P(i, j)log(— PG, ]))

eji€ (l )
The joint probability between i) €E g
vertices u; and v; is estimated as

1

P(i, j) =
1+ exp(—li}T\?j)




Modeling Implicit Relations (High-order relations)

] Constructing Corpus of Vertex
Sequences
» Construct U-U and V-V networks
W,-l; = Z Wik Wjk: W,-‘; = Z WkiWkj
keV keU
» Run Self-adaptive random walker

1) # of walks starting from a vertex
depends on its centrality score.

2) Length of a vertex sequence is
controlled by a stop probability.

O Optimizing a point-wise
classification loss to capture the
high-order correlations

—




Capturing the High-order Relations

O Assumption: vertices frequently co-occurred in the same
context of a sequence should be assigned to similar

embeddings.
exp (li',-TG_)C)

A. Taking corpus of users DY as Pluclui) = - ——+ =
example , given a sequence S, 2=y exp (4" O)
ws(=2) and a vertex u;.: ST

exp (Vj~ d¢)
S P(vclvy) = —; —
@‘@W 2, exp (v~ dg)
Cs(uy) Cs(u
imize O = ' P(uc|u;). . .
5. mmaximize Sl—[ L 1 Pluelt) gample High-quality and
u;jeSASeDV uceCs(u;) . . .
Diverse Negatives with
C.

maximize Oy = | | [T Pelop. Lf;::llty Sensitive Hashing
v;eSASeDY vc€Cs(vj) ( )
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Joint Optimization

[ A joint optimization framework

foreach edge (u;,vj) € E do
Update u; and v; using Equations (10) and (11);

foreach (u;j, uc) in the sequence S € DY do

Negative sampling to generate N¢* (u;);

Update u; using Equation (12);
alog Oz + Blog O3 yOq

Update 0-’2 using Equation (14) where maximize L

z € {uc} U NS (uy);

foreach (vj, v.) in the sequence S € DV do

Negative sampling to generate N¢~(v;);

Update v; using Equation (13); —
praie Ty e mqRa Implicit

Update &, using Equation (15) where

z € {v.} UNDS(v)) 5 relations
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O Experiments and Results




Experimental Setting-up

] Tasks

» Two tasks: link prediction (classification) & recommendation (ranking)
[0 Datasets and Metrics

Task Link Prediction I Recommendation

Type undirected, unweighted || undirected, weighted
Metric AUC-ROC,AUC-PR | F1, NDCG, MAP, MRR
Name Tencent Wikipedia | VisualizeUs | DBLP | MovieLens
U] 14,259 15,000 | 6,000 | 6,001 69,878
V| 1,149 3,214 | 3,355 | 1,308 10,677
|E| 196,290 172,426 | 35,639 | 29,256 | 10,000,054
Density 1.2% 0.4% | 0.2% | 0.4% 1.3%

OOResearch Questions
» RQ1 Performance of BINE compared to representative baselines
» RQ2 Is the implicit relations helpful?
» RQ3 Effect of random walk generator
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Baselines

O Network embedding methods 0 Recommendation methods

» DeepWalk [Perozzi et al KDD 2014] » BPR [Rendle et al UAI 2009]

> LINE [Tang et al WWW 2015] > RankALS [Takacs et al Recsys

» Node2vec [Grover et al KDD 2016] 2012]

> Metapath2vec++ [Dong et al KDD 2017] » FISMauc [Kabbur et al KDD 2013]

O Link Prediction methods [xia et al
ASONAM 2012]
» JC (Jaccard coefficient)
» AA (Adamic/Adar)
» Katz (Katz index)

» PA (Preferential attachment)
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RQ

1: Performance of Link Prediction

Observations:

Table 3: Link prediction performance on Tencent and

Wikipedia. 1. Data-dependent
o — Wikipedia supervised manner is more
| 8" _ [AUCROC [ AUCPR | AUCROC [ AUCER advantageous.
| JC 51.49% 66.18% 63.90% 73.04%i
| AA 50.63% 65.66% 87.37% 91.12%I . )
|| Katz 50.90% 65.06% 90.84% 92.42% i 2 POSItlve eﬂ:eCt Of mOde“ng

| _ 5560% _ both explicit and implicit

°7.62% | T1.32% $971% 1 91.20% | relations into the embedding
59.68% |  73.48% 91.62% |  93.28% ||
R0 S Y Y X R L process.
| Metapathavecr+ [ 60.70% | 7369% [ 89.56% | _9172%
[ 60.98%"" | 73.77%"" | 92.91%"" | 94.45%""

** indicates that the improvements are statistically significant for p < 0.01

3. Effectiveness of modeling

judged by paired t-test. the eXpIiCit and Imp|ICIt
relations in different ways.
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RQ2: Performance of Recommendation

Table 4: Performance comparison of Top-10 Recommendation on VisualizeUs, DBLP, and MovieLens.

Alsorithm VisualizeUs DBLP Movielens
8 F1@10 | NDCG@10 | MAP@10 | MRR@10 | F1@10 | NDCG@10 | MAP@10 | MRR@10 | F1@10 | NDCG@10 | MAP@10 | MRR@10
BPR 6.22% 9.52% 5.51% 13.71% 8.95% 18.38% 13.55% 2.25% | 8.03% 7.58% 2.23% 40.81%
RankALS 2.72% 3.29% 1.50% 381% 7.62% 11.50% 1.52% 1487% | 8.48% 7.95% 2.66% 38.93%
FISMauc 10.25% 15.46% 8.86% 16.67% 9.81% 13.77% 1.38% 1451% | 6.77% 6.13% 1.63% 34.04%
L DeepWalle | 5wl _ sswf el wwel sswel _oeusl_wmel_ usiw| imel _ nel _ows [ _15400]
N I B e IO T O ) T V3 T Y A T3
Sl 1 8 8 8 . D M . A R 3 g 3 A
lr Metapath2vec++ 5.92% 8.96% 5.35% 13.54% 8.65% 25.14% 19.06% 3197% | 4.65% 4.39% 1.91% 16.60% ||
[BINE — | 3637 | 2450% | l6dew | 343% | 1137w | 26.19% | 047% | 3336% | 94%” | 902 | 301%° | 45.95% |
" Indicates that the improvements are statistically significant for p < 0.01 judged by paired t-test.
Observations:

1. Positive effect of considering information of weight

2. Importance of focusing on the higher-order proximities among vertices

3. Jointly training is superior to separately training + post-processing
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Utility of Implicit Relations (RQ2)

Table 5: BiNE with and without implicit relations.

Without Implicit With Implicit
Relations Relations
Link Prediction
Dataset AUC-ROC | AUC-PR | AUC-ROC | AUC-PR
Tencent 59.78% 73.05% 60.98%"* 73.77%"*
WikiPedia 91.47% 93.73% 92.91%** 94.45%"*
Recommendati)n
Dataset MAP@10 | MRR@10 | MAP@10 | MRR@10
VisualizeUS 7.91% 15.65% 16.46%"* 34.23%**
DBLP 20.20% 32.95% 20.47%** 33.36%""
MovieLens 2.86% 43.98% 3.01%*" 45.95%"*

** indicates that the improvements are statistically significant for p < 0.01

judged by paired t-test.

Observation:

Modeling high-order implicit
relations is effective to
complement with explicit

relation modeling.
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Random Walk Generator (RQ3)

Table 6: BINE with different random walk generators.

Uniform Random Biased and Self-adaptive
Walk Generator Random Walk Generator
Link Predicticn

Dataset AUC-ROC | AUC-PR @ AUC-ROC AUC-PR
Tencent 59.75% 73.06% 60.98%" " 73.77%"*
WikiPedia 88.77% 91.91% 92.91%"** 94.45%"*

Recommendation

Dataset MAP@10 | MRR@10 MAP@10 MRR@10
VisualizeUS 15.93% 33.66% 16.46%" " 34.23%**
DBLP 11.79% 23.41% 20.47%"* 33.66%" "
MovieLens 2.91% 46.12% 3.04%*" 46.20%"*

** indicates that the improvements are statistically significant for p < 0.01
judged by paired t-test.

Observation:
The biased and self-adaptive random walk generator

contributes to learning better vertex embeddings.
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Random Walk Generator (RQ3)

Distribution of vertex degree:

# Vertices
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(a) YouTube (b) Random walk generator

Observation:

DeepWalk Generator:

107 100 10l 102 103 104 105 106 1017 L
100°10° 10" 10°10° 10" 10° 10° 10

T 108 — ———— 10°
AT N et
. 10* 1 10*}
2 10°f 1110°f
< 107} 11107}
* 10! }slope =-1.31021 S 10}
10° . 10°f
o

Vertices Visitation Count

Our Generator:

minT : 1
p:0.15

maxT : 32| |

slope = -1.5374

1 5 N " s ) )
10'10° 10" 10% 10° 10% 10° 10° 107

Vertices Visitation Count

The biased and self-adaptive random walk generator
contributes to learning better vertex embeddings.

(c) Self-Adaptive generator
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Case Study
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(d) BINE’ (e) Metapath2vec++ (f) BINE
Figure 6: Visualization of authors in DBLP. Color of a vertex
indicates the research fields of the authors (red: “computer

science theory”, blue: “artificial intelligence”). BiNE’ is the DaSE
version of BiNE - without implicit relations.
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Conclusions

O Conclusions
» Propose a dedicated approach for embedding bipartite
networks

» Jointly model both the explicit relations and higher-order
implicit relations

» Extensive experiments on several tasks of link prediction,
recommendation, and visualization

O Future work
» Extend our BINE method to model auxiliary side info

» Investigate how to efficiently refresh embeddings for dynamic
bipartite networks

. » Network embedding + adversarial training
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Negative Sampling

O Optimizing a point-wise classification loss
» p(uclu;) can be approximate as:

pluc, NFwlu)= || Pzlw)
ZG{uc}UNgs(ui)
P(zlu;) = U(‘IiTo_'z), . if z is a context of u;
l 1- G(ﬁiToz), zZ E Ngs(ui)

» Following the similar formulations, we can get the counterparts
for the conditional probability p(z|v;)
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LSH-based Negative Sampling

O LSH-based negative sampling method
» For a center vertex u;, high-quality negatives should be the
vertices that are dissimilar from u;

Frequency-based or LSH-based negative
popularity-based sampling sampling
Strategy High frequency objects
Word Useless words
Embedding Dissimilar objects
NEtWO':k Popular items or active users
Embedding
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Experimental Results

O Performance of BiNE with different negative sampling strategies.

TABLE 8: BiNE with different negative sampling strate-

: Observations:
gies.
1. Two methods show roughly
Frequency-based LSH-based . )
Negative Sampling Negative Sampling equivalent performance in most
Link Predictioa case.
Dataset AUC-ROC | AUC-PR | AUC-ROC | AUC-PR
Tencent 60.80% 73.64% 60.98% 73.77%
WikiPedia 92.21% 94.12% 92.91% 94.45% 2. However, there are situations
Recommendatiin . . . .
Dataset MAPG@10 | MRR@10 | MAP@10 | MRR@I0 (see VisualizeUS) in which LSH
VisualizeUS 910% | 19.72% | 16.46%** | 32.93%"* based sampling method uses
2 .4 oO 2. oO 2 .470/0 . 0/0** H H H H H H
Movielens | 5.01% | 58| 501% |  4595% dissimilar information obtained
** indicates that the improvements are statistically significant from user behavior data can
for p < 0.01 judged by paired t-test. generate more reasonable

negative samples
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