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Value of Fashion Industry
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 3 trillion USD, 2% of the world’s GDP in FY 2018

* Statistics are from the State of Fashion 2018, BOF, McKinsey & Company 
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Visual Fashion Computing

OurOur Research Focus
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Fashion Matching
Modeling Fashion Compatibility

To determine whether a set of fashion items from different categories go well together

 Core: Modeling Fashion Compatibility

 Fundamental technique to a variety of industry applications

Outfit Creation
[Hsiao et. al. CVPR2018]
[Han et al. MM 2017]
[Feng et al. ICMR 2018]

Fashion Synthesis 
[Han et al. arxiv 2019]
[Shih et al. AAAI 2018]

Fashion Recommendation
[Song et al. MM 2017, SIGIR 2018, 2019]
[Yin et al. WWW 2019]
[Lin et al. WWW 2019]
[Yang et al. AAAI 2019]

Complete the Look
[kang et al. CVPR 2019]



Existing Methods
Modeling Visual Compatibility
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Traditional works on fashion compatibility primarily leverage visual
appearance of items to model visual compatibility and perform matching in a
latent visual space

 Similarity/metric Learning [Veit et al. ICCV 2015; Song et al. MM 2017; Lin et al. TKDE 2019]

Encourage compatible items to be much closer to each other
than incompatible items in a latent space

Weaknesses:
o Improper compatibility transferring
o Lack of interpretability

Latent compatibility space



Motivation

© Copyright NExT++. All Right Reserved.
6

 The rich attributes associated with fashion items, which describe the semantics of 
items in a human-interpretable way, have been largely ignored. 

 Our idea: injecting interpretability into the compatibility modeling of fashion items
by leveraging rich attributes



Problem Formulation
Interpretable Fashion Matching

© Copyright NExT++. All Right Reserved.
7

 Interpretable fashion matching
 Input: A corpus of fashion items with rich attributes and binary compatibility relationships {𝒳,𝒜,𝒴}

 Output: (1) A matching function 𝑓:𝒳 ×𝒳 → ℝ, mapping a pair of items (𝑥𝑖 , 𝑥𝑗) to a compatibility score

(2) A set of attribute crosses (matching patterns) that reveals which attributes in 𝑥𝑖 and 𝑥𝑗
dominate this matching

 Compatibility score: 0.8
 Attribute crosses :

 [Fullbody: Category=Midi-dresses]&[Footwear: Category=Sandals]
 [Fullbody: Style=Casual]&[Footwear: Style=Casual]
 [Fullbody: Pattern=Floral]&[Footwear: Color=Red]

.......

 Research questions:
 How to derive such self-interpretable attribute crosses from data?
 How to learn the semantic representation of attribute crosses?
 How to unify the strengths of attribute crosses and item images?



Model Framework
Attribute-based Interpretable Compatibility (AIC)
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 Attribute-baseded Interpretable Compatibility (AIC)

 Tree-based Decision Rule Extraction Module

 Attribute-based Decision Rule Embedding Module

 Visual-Rule Joint learning Module

 Contributions:
o Explicitly discover readable matching patterns from data
o Capture the semantics of rich attributes
o Self-interpretable



Model Framework
Attribute-based Interpretable Compatibility (AIC)
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Tree-based Decision Rule Extraction
 Decision Tree

• A path from the root to a leaf -> a decision rule
which can be seen as a higher-order attribute
cross

• Each leaf node corresponds to a decision rule,
indexed by a unique rule ID

 Boosted Tree model (Pretrained, GBDT)
• An ensemble of T decision trees

• Input: One-hot encoded categorical attributes of
two items

• Output: T decision rules

© Copyright NExT++. All Right Reserved.



Model Framework
Attribute-based Interpretable Compatibility (AIC)

© Copyright NExT++. All Right Reserved.
10

 Existing solution [Wang et al. WWW 2018]: learn the ID
embedding of each rule

 Weak Representation: Disregarding the semantics of each
rule and cannot capture the semantic correlation between
similar rules explicitly

 Poor Scalability: Its parameter size is directly proportional to
the size of decision rules, easily leading to overfitting when
the tree number is large

Attribute-based Decision Rule Embedding

[Top: Material=Wool]&[Bottom: Material=Wool]&[Top: Category≠Blazers]



Model Framework
Attribute-based Interpretable Compatibility (AIC)
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 Existing solution[Wang et al. WWW 2018]: learn the ID
embedding of each rule (embedding look up operation)

 Weak Representation: Ignoring semantics of each rule
(treat each rule independently, cannot explicitly capture the
semantic correlation between similar rules)

 Poor Scalability: Its parameter size is directly proportional to
the size of decision rules, leading to overfitting when the
tree number is large

Attribute-based Decision Rule Embedding

 Our Solution: learn attribute-based rule embedding by
linearly modeling the attribute interactions into
semantics-preserving rule embedding
 Lower parameter size: Its parameter size is linear with

the number of attributes
 Fine-grained interpretability (e.g., second-order

attribute crosses)



Model Framework
Attribute-based Interpretable Compatibility (AIC)
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Visual-Rule Joint Modeling  Learning visual embeddings of item images (pre-trained CNN)

 Reweighting decision rules with attention network

 Joint Modeling



Experiment-Dataset
Attribute-based Interpretable Compatibility (AIC)
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Data Source (Lookastic)

Well-matched Outfits from street style
images described by multiple item attributes

We also extract more item attributes using Visenze fashion tagging tool
https://www.visenze.com/automated-product-tagging



Experiment-Baselines
Attribute-based Interpretable Compatibility (AIC)
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 Baselines  Metrics:
• Mean Reciprocal Rank (MRR)

• Hit ratio at rank K (hit@K) (K=5, 10)

• Normalized Discounted Cumulative Gain at rank
(ndcg@K) (K=5, 10)

State-of-the-art methods



Experiment-Results
Attribute-based Interpretable Compatibility (AIC)
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 Overall Comparison

 Exploiting rich attributes facilitates fashion matching

 AIC achieves the best performance

 Injecting semantics into the embeddings of decision rule brings
higher accuracy (AIC vs. TEM)

Without
attributes

With
attributes

Ours



Experiment-Results
Attribute-based Interpretable Compatibility (AIC)
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 Effects of Attribute-based Decision Rule Embedding

 AIC (Attri.) consistently outperforms AIC (ID) (Attributes vs. ID)

 AIC (Attri.) performs comparable to AIC (ID), when the tree number is 5 or 10

 AIC (ID) suffers from overfitting when the tree number is large



Experiment-Results
Attribute-based Interpretable Compatibility (AIC)
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 Effects of Visual-Rule Joint Modeling Effects of Attention Network

 The attention mechanism consistently outperform
max-pooling and average-pooling

 Some derived rules are invalid, thus degrading
performance by simply aggregating the rule
embedding

 If only using Rule (h2) term, AIC obtains poor accuracy

 If only using VRI (h3) term, AIC achieves comparable
performance to (h1+h3)

 (h1+h2+h3) yields the best performance



Experiment
Attribute-based Interpretable Compatibility (AIC)
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 Case study on interpretability
Top-Bottom Matching

Fullbody-Footwear Matching

Cutout FullBody matches with Common heels Footwear

White FullBody matches with White Footwear

 AIC can discover informative matching patterns from data
in a self-interpretable manner.

Sophisticated knee_length top matches with low_rise bottom

Sophisticated knee_length top doesn’t match with shorts

Sophisticated top matches with low_rise bottom



Conclusion
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 Pros
 Injecting semantics into decision rules

embedding based on rich attributes

 Modeling fashion compatibility in a self-
interpretable framework

 Cons
 Hard to evaluate the quality of the derived

matching patterns (data-driven)

 Future
 Jointly learning decision trees (attributes) and item

embedding in a reinforcement learning (RL) manner
(To improve generalization ability) or use fashion
domain knowledge to guide the tree learning

 Extend to personalized fashion recommendation by
modeling user attributes
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