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Neg*T Value of Fashion Industry

= 3 trillion USD, 2% of the world’s GDP in FY 2018
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* Statistics are from the State of Fashion 2018, BOF, McKinsey & Company ,
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Visual Fashion Computing

Outfit Matching

Mid-level Fashion Recognition '
________________ -
[ &

Category: Jumpsuit

Pattern: Floral

Length: Short

Collar: V-neck

Item Detection Attribute Prediction

Input Image

I
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I B Leftarm 1
® Hair Right arm i

I ® Face Left leg
i ® Dress Right leg I
Fashion Parsing Landmark Detection [
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Fashion Matching

(JTo determine whether a set of fashion items from different categories go well together

Complete the Look
Scene-based Complementary Recommendation

" Core: Modeling Fashion Compatibility wy P
* Fundamental technique to a variety of industry applications /L & = k
“w ' @ 2 e

Complete the Look
[kang et al. CVPR 2019]

— 31-_'1"35 gir 5 TTH1

Fashlon Synthesis

rr m{ %A [Han et al. arxiv 2019]
[Shih et al. AAAI 2018]

> Compatible == = % -0 100 @8
<'"">|ncompohble o g i

Outflt Creatlon

LSRDBABLL .. o cvpro01s)

ID: 002 = RIYERYRE [Han et al. MM 2017]
Fashion Recommendation [Feng et al. ICMR 2018]
Mix-and-Match [Song et al. MM 2017, SIGIR 2018, 2019]

[Yin et al. WWW 2019]
[Lin et al. WWW 2019]
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Existing Methods

 Traditional works on fashion compatibility primarily leverage visual
appearance of items to model visual compatibility and perform matching in a
latent visual space
= Similarity/metric Learning [Veit et al. ICCV 2015; Song et al. MM 2017; Lin et al. TKDE 2019]

moz 004 %‘j"

/ = Weaknesses:

“e\"/‘ o Improper compatibility transferring
R A ID: 003 . .

ar a o Lack of interpretability

<—> Compadtible
< ---> Incompatible

ID: 002

Mix-and-Match
Latent compatibility space

Encourage compatible items to be much closer to each other

| | than incompatible items in a latent space
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Motivation

1 The rich attributes associated with fashion items, which describe the semantics of
items in a human-interpretable way, have been largely ignored.

M Our idea: injecting interpretability into the compatibility modeling of fashion items
by leveraging rich attributes

Color Category Style _
Pattern Occasion

Season Neckline Material Pant_rise_type
ID: 001 ID: 002 ID: 003 ID: 004

Midi-dresses Skinny jeans Tank Sandals
High-rise Multi-color Polyester
V-neckline  Light-blue Viscose Red

Summer Cotton Dry-clean High-heels
Floral Denim Relaxed
—> Compatible \hlllstcos:.- - Street-style stripes gaf.ual
€---> Incompatible 7S ating
Casual Summer
ID: 002 Beach School
Mix-and-Match Rich Fashion Atiributes
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Problem Formulation

 Interpretable fashion matching
" |nput: A corpus of fashion items with rich attributes and binary compatibility relationships {X, A, Y}
= Output: (1) A matching function f: X’ X X’ — IR, mapping a pair of items (x;, x;) to a compatibility score

(2) A set of attribute crosses (matching patterns) that reveals which attributes in x; and x;
dominate this matching

v' Compatibility score: 0.8

- Ta

LEAER v' Attribute crosses :
i{’» ? = [Fullbody: Category=Midi-dresses]&[Footwear: Category=Sandals]
e ' % = [Fullbody: Style=Casual]&[Footwear: Style=Casual]
f‘égﬂ = [Fullbody: Pattern=Floral]&[Footwear: Color=Red]

Midi-dresses Sandals
Polyester )
V-neckline Red  Research questions:
?I‘;Ta'}‘e" High-heels = How to derive such self-interpretable attribute crosses from data?
Viscose Casual = How to learn the semantic representation of attribute crosses?
gzg‘ﬁ"w“'te Dating = How to unify the strengths of attribute crosses and item images? -,
Beach
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Model Framework

Training _ 5. .
BPR ————=>Vij

! _Prediction Score_ _ _

1 Attribute-baseded Interpretable Compatibility (AIC)

Joint Modeling

A A y 1 ¢
Frij = = X Wije

Attentive Decision Rules Re-weighting

» Tree-based Decision Rule Extraction Module

= Attribute-based Decision Rule Embedding Module

Root

= Contributions:
o Explicitly discover readable matching patterns from data
o Capture the semantics of rich attributes
o Self-interpretable

1&1 trr

7177: \6%6 %\'{\Q \6%"0 Q}\‘O%a ‘o\\)@
Xi X %\@° W

Item images L - Iend{ aftributéS — “Ttem j attribufes
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Model Framework

Tree-based Decision Rule Extraction

] Decision Tree

* A path from the root to a leaf -> a decision rule

which can be seen as a higher-order attribute
Cross

e Each leaf node corresponds to a decision rule,
indexed by a unique rule ID

(] Boosted Tree model (Pretrained, GBDT)

| . | * An ensemble of T decision trees
R1.1 R1,2 R1.3 R2.1R2.2 R2.3 R2.4 R3.1R3.2

* Input: One-hot encoded categorical attributes of
two items

e OQutput: T decision rules

Root

...1211‘1\1‘... t,tslttSZt ¢ Sz

s o > > e e e % -
.&{' S ol .o% ) R rl] al ’ az ’ aZ -
R G
%\@eﬂ ‘eo% \)\é(\
Item i attributes Item j attributes
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Model Framework

Attribute-based Decision Rule Embedding « Existing solution [Wang et al. WWW 2018]: learn the ID

T:M=Wool embedding of each rule
ve no = Weak Representation: Disregarding the semantics of each
B:MATC o TPeESnelished rule and cannot capture the semantic correlation between
Atiribute nodes similar rules explicitly
yes no yes no Decision nodes e ; ; ; ;
= Poor Scalability: Its parameter size is directly proportional to
T.Ca= BI ers B:P=Ripped B:LBL=Calf Jength B:M=Satin

the size of decision rules, easily leading to overfitting when

the tree number is large
yes no yes no
E E E E Leaf nodes
1.8 060 -0.51 -1.01 0.0

-0.96 -0.25

Decision rule

=  Top(T)
= Bottom (B)
= Material (M)

Pattern (P)
Category (Ca)
Lower Body Length (LBL)

v
[Top: Material=Wool]&[Bottom: Material=Wool]&[Top: Category#Blazers]
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Model Framework

Attribute-based Decision Rule Embedding

Decision Rule

g5 Bpf

yes B yes yes **¢*°
a azq
e e e o
2-order -order 2o e a2
Attribute Crosses Attribute Crosses
¢ Our Solution: learn attribute-based rule embedding by
linearly modeling the attribute interactions into
Average Pooling EAttribute Embedding semantics-preserving rule embedding
J Eoecision IS =  Lower parameter size: Its parameter size is linear with
Rule Embedding EAttribute Cross Embedding tl:]e num.ber Of attrIbUteS. .
* Fine-grained interpretability (e.g., second-order

attribute crosses) .

aa”,

© Copyright NExT++. All Right Reserved.



Model Framework

Visual-Rule Joint Modeling % Learning visual embeddings of item images (pre-trained CNN)

/

** Reweighting decision rules with attention network

BPR Training >yij

/\ - L]
Prediction Score

~w i = WTJ(W([(x,g + rgj) ® Xj, rgj]) +b)

Joint Modeling

N exp(w’ijt)
ijt =
< ST exp(wijt)

Attentive Decision Rules Reweighting

|
|
|
/u' : 1 ZT:
A A | t
L I N~ Tjj = = WijtT;;
11 cee | T J
X; [!le I érl rZE 1'3; : =1
11 T 1\ l
11 I
I 1 |

0

% Joint Modeling

—— e = o = =
\

___________________________ f (xi,xj, Aij) =h! (x; @ x;) +hir;; +hd (x; +x)) @ 15))
- o C —— - o _
Visual Rule Visual-Rule
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Experiment-Dataset

Data Source (Lookastic) CATEGORY COLOR PATTERN MATERIAL

LOOKASTIC s e Light blue Camouflage Canvas
MY WARDROBE LOOKS SEARCH INSPIRATION SUGGESTIONS FAVORITES TRENDS BRANDS CELEBRITIES OCCASIONS CONTACTUS = Us (English) ~ Top Mint . Check Crochet
Women's Fashion » Fashion for 20 year old women Shirts Multi colored Chevron Elastic
Women's Navy Check Coat, White Shift Dress, Black Leather Heeled T-shirts Mustard Embellished Fur
This smart pairing of a navy check coat and a white shift dress takes on different nuances according Blazers Olive Floral Mesh
to how it's styled. On the footwear front, this ensemble is completed perfectly with black leather . .
heeled sandals. Dresses Pink Fringe Satin
Quterwear Red i .
| o Coats Gingham Sequin
| Tobacco Herringbone Silk
, Trenchcoats Violet Y | q
orizontal stripe
‘ Pea Coats White P Suede
Duffle Coats ) Houndstooth Velvet
Navy Check Coat l White Shift Dress I Black Leather Heeled Black Leather Tote Bag White and black Knlt
Sandals Parkas

Well-matched Outfits from street style
images described by multiple item attributes

We also extract more item attributes using Visenze fashion tagging tool

https://www.visenze.com/automated-product-tagging
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Experiment-Baselines

] Baselines ] Metrics:

- Siamese Nets[31] (SiaNet). [t measures the visual compatibility . .
using {»-normalized Euclidean distance. (Image only) Mean Reci P rocal Rank (M R R)

- BPR-DAE[29]. This work models the pairwise visual compati- * Hit ratio at rank K (hit@K) (K=5, 10)
bility as the inner-product of item embeddings. (Image only) . ] . ]

- TransNFCM[34]. It is a state-of-the-art fashion matching method * Normalized Discounted Cumulative Gain at rank
that uses category-level complementary relationships to refine (ndcg@ K) (K:S’ 10)

the item-item compatibility. (Image + coarse category)
- VBPR[13].1t is a strong baseline for visually-aware user-item in-
teraction modeling. It fuses visual information and ID embedding

| - Neural Factorization Machines[23] (NFM). It is a state-of-the-
art embedding-based learning method that implicitly models
higher-order feature interaction in a nonlinear way.We imple-
ment it by encoding all the item attributes and item images with
embedding vectors. (Image + attributes)

- TEM[32].1tis a state-of-the-art embedding-based learning method
that combines the strength of traditional embedding-based meth-
ods and the tree-based method, which learns the ID-based em-
bedding to represent rule. (Image + attributes)

State-of-the-art methods

-
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Experiment-Results

J Overall Comparison

Table 1: Overall Performance Comparison (%) with base-
line methods. * and ** denote the statistical significance for
Poalue < 0.05and p,,7,. < 0.01, respectively, compared to

the best baseline.
Dataset Lookastic-Men Dataset Lookastic-Women
Methods MRR | hit@5 hit@10 | ndeg@5 ndcg@10 || Methods MRR | hit@5 hit@10 | ndeg@5 ndcg@10
| | BPR-DAE 23.35 | 30.97 30.90 23.28 26.17 BPR-DAE 23.69 | 3297  42.25 24.02 2702 | |
I | Siamese 23.05 | 3137 4092 23.04 26.12 Siamese 24.00 | 3371 4423 24.25 27.65 ' Without
: TransNFCM | 26.14 | 3494 4427 26.28 29.30 TransNFCM | 29.88 | 41.01 51.08 30.70 33.96 I attributes
I | NFM 28.92 | 3749  46.37 29.16 32.02 NFM 3049 | 4090  50.60 31.15 34.29 I With
I | TEM 29.10 | 37.88  46.97 29.33 32.27 TEM 31.63 | 4235  52.33 32.32 35.55 !
| AIC 30.74°* | 30.51** 4823 | 31.06"  33.88** || AIC 33.19** | 43.83* 53.09** | 33.94*  37.01** attributes
[ Rel. Impro. | 4.9% 3.4% 1.4% 5.0% 4%

A —

s Exploiting rich attributes facilitates fashion matching

R

% AIC achieves the best performance

X/

** Injecting semantics into the embeddings of decision rule brings
higher accuracy (AIC vs. TEM)
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Experiment-Results

] Effects of Attribute-based Decision Rule Embedding

Table 2: Comparison (hit@5, ndcg@5, %) of the attribute-
based (AIC (Attri.)) and ID-based (AIC (ID)) rule embeddings. Look " Look w
ookastic-Men ookastic-Women
TreeN Dataset Lookastic-Men Lookastic-Women 31 3
reelium Methods hit@5 ndcg@5 || hit@5 ndcg@5 30 33
T-1 AIC (Attri.) 37.16 28.92 42.05 32.22 9 9
B AIC (ID) 3599  27.60 4105 3127 & 29 T 32
s AIC (Attri) | 3934  30.88 4366  33.80 = =
B AIC (ID) 39.05 3059 || 4357  33.69 28 AIG (D) 8 AIC (D)
10 | AIC(Atri) | 3951 3106 | 4383 3394 o7 o) a0 | o
- AIC (ID) 39.25  30.83 4346  33.78 1 5 10 50 100 1 5 10 50 100
Tso | AIC(Attri) [ 3932 3077 43.81 33.97 Tree Number (T) Tree Number (T)
ﬁg &D) ) 22'8: 20'33 42':3 23'16 Figure 5: Comparison (MRR (%)) of the attribute-based (AIC
ttri. 4 0.90 43, 4.06 . .
= Attri.)) and ID-based (AIC (ID)) rule embeddings.
T=100 AIC (ID) 37.88 29.55 41.99 32.38 ( )) ( ( )) &

% AIC (Attri.) consistently outperforms AIC (ID) (Attributes vs. D)
% AIC (Attri.) performs comparable to AIC (ID), when the tree numberis 5 or 10
«* AIC (ID) suffers from overfitting when the tree number is large

-

aa”,

J
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Experiment-Results

O Effects of Attention Network  Effects of Visual-Rule Joint Modellng
f (xi,xj, Aij) = hl (x; ® x;) +hl 1y +IhT ((x; + x;) ®rU) :
as 36 . ] I
s a3 F 34 Visual Rule ! Visual-Rule |
Y 21 g 32 Dataset Lookastic-Men
@ ® 30 Methods MRR | hit@5 hit@10 | ndcg@5 ndcg@10
=39 I 2 8 II AIC (Rule only) | 1890 | 25.17 3411 | 1837 21.25
37 | 26 AIC (VRI only) 29.22 38.03 46.98 29.49 32.38
Lookastic-Men  Lookastic-Women LookasticMen  Lookastic-Women AIC (without VRI) | 30.38 | 39.13  47.92 | 30.68 33.52
H Attention m Max Pooling m Average Pooling M Attention m Max Pooling m Average Pooling AIC (WithVRI) 30.74 39.51 48.23 31.06 33.88
Dataset Lookastic-Women
Methods MRR | hit@5 hit@10 | ndcg@5 ndcg@10
AIC (Rule Only) 23.40 30.97 39.82 23.30 26.16
AIC (VRI only) 33.12 43.64 53.28 33.83 36.95
AIC (without VRI) | 32.73 43.19 52.62 33.43 36.49
AIC (with VRI) 33.18 43.83 53.09 33.94 37.00

R/

% The attention mechanism consistently outperform
max-pooling and average-pooling
/

| % Some derived rules are invalid, thus degrading

s If only using VRI (h3) term, AIC achieves comparable
performance to (h1+h3)

performance by simply aggregating the rule
embedding

© Copyright NExT++. All Right Reserved.
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Experiment

] Case study on interpretability
Top-Bottom Matching

©B:RT=Low rise

Sophisticated knee length top matches with low rise bottom

Sophisticated knee length top doesn’t match with shorts

. Sophisticated top matches with low rise bottom

B:DWC#Dark
Decision rule #1 Decision rule #2

Fullbody-Footwear Matching

= Fb::Co=White
r ~ 0.75 .:.*
l

Fb::P=Cutout

_, Cutout FullBody matches with Common heels Footwear

D@

Fw::Co=White
0.12 o:oi

Fw:HT=Common_heels

!

White FullBody matches with White Footwear

Heel_Type (HT)
Shoe_Decoration (SD)

Denim_Wash_Color (DWC)
Shoe_Type (SD)

y y [ Fw:HT#Flat form Fw::S#Minimalism
‘'mw 0.13
(b) Fw:SD#other Fb::SL=Sleeveless
Decision rule #1 Decision rule #2 T n e STt
. Top(T) T . %* AIC can discover informative matching patterns from data |
i S . in a self-interpretable manner.
= Style (S) = Lower Body Length (LBL) | |
=  Full-body (Fb) =  Upper_Body_Length (UBL) : ]
*  Footwear (Fw) = Sleeve_Length (SL) [T T
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Conclusion

] Future

¢ Jointly learning decision trees (attributes) and item
embedding in a reinforcement learning (RL) manner

** Modeling fashion compatibility in a self- (To improve generalization ability) or use fashion
interpretable framework domain knowledge to guide the tree learning

¢ Extend to personalized fashion recommendation by
modeling user attributes

¢ Injecting semantics into decision rules
embedding based on rich attributes

] Cons

+» Hard to evaluate the quality of the derived
matching patterns (data-driven)
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