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 Information Seeking

information
overload

Information explosion problem?

* Information seeking requirements
> E-commerce(Amazon and Alibaba)
> Social networking(Facebook and Wechat)
> Content sharing platforms(Instagram and Pinterest)

Two major types of information
seeking techniques p—

g _—

—15—
RECOMMENDED

Search Recommendation

How to
handle?




 Recommendation Has Become Prevalent in IR Community
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 Typical Recommender Systems

Recommender systems

» predict a user’s preference
towards an item by analyzing
their past behavior

(e.g., click history, visit log,
ratings on items, etc)
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 EXIsting Static Recommendation: Collaborative Filtering

» Collaborative filtering

- matrix factorization and factorization machines

> Deep learning approaches

- neural factorization machines & deep interest networks

> Graph-based approaches

- expressiveness and explainability of graphs

Factorization Machines
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 Limitation: Information Asymmetry

Key Problems for Recommendation: Information Asymmetry

* Information asymmetry
* A system can only estimate users’ preferences based on their historical data

* Intrinsic limitation
» Users’ preferences often drift over times.

e It 1s hard to find accurate reasons to recommendation
You may like >
diaper. TET
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 Existing Online Recommendation: Bandit

Exploration and
Exploitation Balance

Online Recommendation:

Arm —— Item/ Item Category
Reward ——  User feedback

Environment ——  User

1 Bandit Algorithm:
* Exploit-Explore problem
* (Cold-Start problem

Multi-Armed Bandit



 Limitation: Lack of Explainability

What's inside the
black room?

A model still has no
channel to know find
the exact reason why a
user prefer an item.

Figure credit: Spotx


https://www.spotx.tv/resources/blog/developer-blog/introduction-to-multi-armed-bandits-with-applications-in-digital-advertising/

« Conversation Brings Revolution

(7 )\
@ Can you find me a mobile phone on Amazon?

Sure, what operating system do you prefer? é}
@ I want an Android one.
OK, and any preference on screen size? @
@ Better larger than 5 inches.
Do you have requirements on storage capacity? é}
@ I want it to be at least 64 Gigabytes.
And any preference on phone color? @
@ Not particularly.
Sure, then what about the following choices? (:_39

@ I don’t like them very much...
OK, do you have any preference on the brand? é}

@ Better be Samsung or Huawei.
Any requirement on price? @

@ Should be within 700 dollars.
OK, then what about these ones? é)

B:ClD

@ Great, I want the first one, can you order it for me?
L Sure, I have placed the order for you, enjoy! ¢-3))

Hi! I'm looking for a dance
music artist.

Do you like rock music?

Yes! I like it!
Do you like pop music?
Yes! I like it!

You may like music artist
Michael Jackson !

Yes! Thank you!

The example of a conversational
recommender system

Conversational
Recommender Systems

> Interactive
recommendation

> Using natural
languages



* Conversational Recommender Systems In a Broader Perspective
Tag-based Interaction

SER Dislike the content? Choose the ones that interéSt

Choose your you
interests N 2

Get personalized video recommendations

Fr : L
*.* Animals 14 Comedy

L Travel é Food

@ Sports ’ Beauty & Style
< At M) Gaming

%@ Science & Education

% Dance o,},,o DIY
The example of tag-based
mtemctlon on ?kto TPnetee,?(&r{}Blne 8,'; ‘(auc"msﬂsecj




« Conversational Recommendation Bridges Search and
Recommendation

Traditional paradigms for information-seeking:
Search (pull) or Recommendation (push)

‘l‘ - User embedding
. AN - Attribute embedding
embedding i

[ ltem description } - Item embedding

- Item description
(attribute) N\
Interactive

Explicit query recommendation

C 5

Implicit
recommendation

.,
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* Conversational Recommender Systems

Four Directions being Explored

Question Driven Approaches

Multi-turn Conversational
Recommendation Strategy

Exploitation-Exploration Trade-offs
for Cold Users

Dialogue Understanding and
Generation

= Designing suitable evaluation metrics for each component

e R
Language
Understanding

\_ Y
s N

Language
Generation

=
=

)

*  Understanding
and generating
dialogues

/

\

Dialogue
Policy

Management

.

)

/

= Eliciting user

preferences by

asking
questions and

maintaining the

multi-turn
conversation

4 )

Recommender
Engine

\_ v

» Trading off the
exploitation-
exploration

= Explaining
recommendation
results

12




» Question Driven Approaches in CRS

User Profile

The key advantage of conversational recommendation: ,

being able to ask questions. .

Question
Generation

* Ask about attributes/topics/categories of items to narrow down Model

the recommended candidates.

restaurant ®0- | am so hungry - can you find me
center O a place to eat in the city center?
Q select
réquest [I have French and Italian
iSure. Which kind } o

about sketch comedy?

|
I
I
[
|
|
|
I
i
| . ,
i Would you like to watch a video
|
|
|
|
|
|
|
|
\
1

food, any preference? §
o [ Recomm-

endation
Model

Q

) of food do you like?

\
\
| can do that. Which price % \\\
range do you prefer? \
Jo) Bot 3 \
Bot 1 L
Bot 2 1 User Feedback &

Zhang et al. Task-Oriented Dialog Systems that Consider Multiple Christakopoulou et al. “Q&R: A Two-Stage Approach toward
Appropriate Responses under the Same Context (AAAI’ 20) Interactive Recommendation”(KDD’ 18) 13




Multi-turn Conversational Recommendation Strategy

A System needs to choose to ask questions and make recommendations

in a multi-turn conversation

- Purpose: making successful
recommendations with less turns of
Interactions

1 Challenges to address:

1. Which items or attributes to
recommend?

2. When to ask questions and when to
make recommendations?

3. How to adapt user feedback

Accept Recom

End

2. Respond

User Response

s

—? Reject Items

A

~

J

Loop

-

-

i Reply Attribute

™y

/

ser
—

Quit

0. Start R
>ﬁnitiate an Attribute System

/

System Action

_[ Ask Attribute

~

~

/

-

I
I
- -[Recommend [tems

~

1. Decide

J

q=1

/

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction
Between Conversational and Recommender Systems” (WSDM’20)



» Exploitation-Exploration Trade-offs for Cold Users

Exploration
(Learning) Trade-off

Take some risk to collect information
about unknown options

+ Leverage the dynamics of CRS
to benefit the E&E trade-off for
cold users/items.

Yes!

Exploitation
(Earning)

Takes advantage of the best
option that is known.

Traditional

Contextual
Bandit

Conversational
feedback



 Dialogue Understanding and Generation

Rule/Template-based Neural methods /

| want ' want . Casual, more
. want some want some

Inflexible, i music. | natural.
constrained hat category of music do you like? Feel tired in work? What do you want?

Pop.

Extract intent from
user utterances.

I
Yeah, wanna some relaxed music :
I

Which Pop singer do you like? As you wish, how about this one?

|
|
|
:
|
|
: It is a new song just released by Jay Chou

Jay Chou.

Fail to understand

) Express actions in
user intent.

generated responses

+t B % Qi-Li-Xiang
By Jay Chou

Chahge it.

10
11
11
11
11
11
11
11
11
11
11
11

Hope you enjoy this song: : :
11
11
11
11
11
11
11
11
11
11
11

I
I o a 5
. . ) Maybe you like some niche songs like

Hope you enjoy this song: ybey 9 {
: pey 197 s this one. The singer is also Jay Chou. 1| Fluent and
| Change it ' Consistent.
I By Stevie Ray Z 2B Malt Candy :
I Vaughan By Jay Chou
I

16



 Tutorial Outline

1Four research directions in conversational recommendation system
JQuestion Driven Approaches
IMulti-turn Conversational Recommendation Strategy
dDialogue Understanding and Generation
JEXxploitation-Exploration Trade-offs for Cold Users

1 Summary of Formalizations and Evaluations



* Two Types of Dialogue Systems

» Task-oriented Dialogue System * Non-task-oriented Dialogue System
AN (Chatbot)
RN
&ﬁ = o--o“_l
@1 Shopping Booking Chit chat
Setting Memo Playing Medig

(@m)

18



» Typical Structure of Task-oriented Dialogue System

é'h?:]aer:;?refisr;:u?ant " [ Nat: ;::.:;:g?: : € ] ¥ [ D?::Sk'isl‘:gte J
/ Inform (cuisine=“Chinese”)
. Dialog
User Dialog State Manager
Request (location)

“thm [

want to eat? ”

Natural Language
Generation

[ Dialog Policy

Recommending music

| want some
music.
What category of music do you like?

Pop. I
Which Pop singer do you like?
Jay Chou.

Hope you enjoy this song:

+t B Qi-Li-Xiang : é
By Jay Chou I

|

Booking restaurants

| want to find a Chinese
restaurant.
Where do you want to eat?

Near the center of the town.

Moderate is

ok.
Hope you enjoy this

............

:
:
:
:
:
:
:
What price range do you like? |
:
:
:
:
:
:
:
:

B @
=

&

Query

Classical
pipeline structure

3
Knowledge
Base

Zhang et al. Recent advances and
challenges in task-oriented dialog

system (Science China’ 20)
Setting alarms

What time do you want me to
remind you this afternoon?

Three O’clock



* Natural Language Understanding

* Three Purpose: An example utterance with

1. Domain detection annotations in IOB format
) W find recent comedies by james cameron
2. Intent detection ! 1 ! ! ! !
S O B-date B-genre O  B-dir I-dir
3. Slot value extraction D movies
I find_movie

where: In IOB format:

S: semantic slots.  O: a token belongs to no chunk.
D: domain. B-: the beginning of every chunk.
I intent. I-: a token inside a chunk

Hakkani-T ur et al. Is Your Goal-Oriented Dialog Model Performing Really Well?
Empirical Analysis of System-wise Evaluation (INTER- SPEECH’ 20)

20



 Dialogue State Tracking

Recent solutions: latent vector-based
Aiming to track all the states methods

accumulated across the conversational 1. Classification (picklist-based).

turns

2. Copying (generative)

| (hotel, price range, cheap), (hotel, type, hotel),

(hotel, parking, yes), (hotel, book day, Tuesday),
| also need to book an expensive restaurant with Japanese food. I (hotel, book people, 6), (hotel, book stay, 3),
(restaurant, price range, expensive),
(restaurant, type, Japanese)

\

Booking was successful. Reference number is: Ygawk763. Anything else | can do for you?

User System { Dialog State Tracking \
|
I (hotel, price range, cheap), (hotel, type, hotel)
| am leoking for a place to stay that has cheap price range and it should be in a type of hotel. I I
l l
Okay, do you have a specific area you want to stay in? I (hotel, price range, cheap), (hotel, type, hotel), I
No, | just need to make sure it's cheap. Oh, and | need parking. (hotel, parking, yes) I
l (hotel, price range, cheap), (hotel, type, hotel), I
| found 1 cheap hotel for you that includes parking. Do you like me to book it? I (hotel, parking, yes), (hotel, book day, Tuesday), I
Yes, please. & people 3 nights starting on Tuesday. (hotel, book people, 6), (hotel, book stay, 3) |
|
|
I
|
]

Zhang et al. Find or Classify? Dual Strategy for Slot-Value Predictions on Multi-Domain Dialog State Tracking (Arxiv’ 19)

21



* Jointly Solving Natural Language Understanding and Dialogue State
Tracking -- Classification

 Using a classifier as dialogue state tracker

—_______\

price range = cheap —

Encoder module I Scoring module
Systemn actions in previous turn (T T T T T T T h S y
5 p A, e P | I
request(food) = I . act |
[ ; ' l 1Y |
Agl eﬁnzﬁr;r | CE I | Action scorer e Mixture I
request(price range) Ly : : - : - I
I
1 L A I I | o, v, I ",
I I I § ' - I Uy
e - ) I u
User utterance : putt | : Yy : I
| just want to eat at a cheap i I I i AR
restaurant in the south part of town. X" i 1 ' HUtI l | I
What food types are available, can Utterance | ! ' J .| Utterance | |
you also provide some phone | encoder | : scorer |
numbers? : | . - : I
l ' I ; |
I : ‘*- --------------- Y l
Slot value under consideration ! ) P(price range=cheap)
V | I !,.,"-’Ell e - bs s e EE s .
[ Slot-value [ !-
: :
! I
L I

encoder J

Output a probability of state

Zhong et al. Global-Locally Self-Attentive Encoder for Dialogue State Tracking (ACL’ 18) 22



* Jointly Solving Natural Language Understanding and Dialogue State
Tracking -- Copying

* Find the text span in original utterances.

BE Rz U3
Turn Dialogoe ¢ <lnf= Dialian : cheap </Inf> NAME_SLOT is a cheap restaurant Tell me the address and the
! <Reg=</Reg> serving western lood phone number please . </5

User, Can I have som{Ttalian)food please?

Mach <Inf> ltalian </Inf~<Req> </Req> '
ing; What price range are vou looking for? ]

User, 1 want(cheaplones.
Mach <Inf= [talian : cheap </Inf> i
imey <Reg=>=/Heqg>= -
NAME SLOT is a cheap restanrant Ny ;’
serving western food ' i ! e
] [ o
O O @) , )
User, Tell me the address and the 9, @ [ ] ; ()
phone number please . I
]
Mach <Inf- ltalian ; cheap </Inf> <Inf> lialian ; cheap </Inf> <Reg=address : The address is _-1'_]I_IHE3L'$_5L[]'I' and the phone number is
ime, <Reg=address ; phone=Reqg= plione Reg= PHOMNE_SLOT
The address is ADDRESS SLOT ' !
and the phone number is B i R
PHONE SLOT 3 / 3

Knowledge [

Base

Lei et al. Sequicity: Simplifying Task-oriented Dialogue Systems with Single Sequence-to-sequence Architectures (ACL’ 18)



 Dialogue Policy

* Dialogue act in a session are generated sequentially, so 1t 1s formulated as a

Markov Decision Process (MDP)

 Can be address by Supervised
Learning or Reinforcement
Learning

action a; ‘/_;__. |
# ﬂé, World
e 4
reward 1

next-observation o, ¢

P i
I Utterance * How about a British restaurant in north part of town.

Intent Query

I Slot Value ' Cuisine=British, Location=North

Reward/
State

Action ar_q a; o

A framework of MDP.

Zhang et al. Recent advances and challenges in task-oriented
dialog system (Sci China Tech Sci’ 20)

R, Riyq

25



* Natural Language Generation

- Strategies: * Challenges:
L. « Adequacy: meaning equivalence,
 Surface realization _ .
 Fluency: syntactic correctness,

» Conditioned language generation - Readability: efficacy in context,
(RNN-based neural network) - Variation: different expression.

Semantically-Conditioned Generative

Pre-Training (SC-G PT) Model [BOS] Let me confirm that you are searching for Hinton hotel in the center area [EOS]
Peng et al. Few-shot Natural Language
Generation for Task-Oriented Dialog (Arxiv’ 20) [ ] [ ] { J [ I [ J [ J | __ | _____ [ __ ___;_.:... [_] [_‘

._..-ﬁ‘.ﬂi—;;i?ﬁ;::ﬁ..... OO O O
NAAAQAAAALAAAAAAAAAAAAAAAA

Confir ( name = Hinton , area = center ) [BOS] Let me confirm that you are searchingfor Hinton hotel in the centerarea [EOS]

\ J \ J
Y Y

Dialog Act System Response 26




* Non-task-oriented Dialogue System

Machine Hu(ns%n
| _ (@) N
» Chit-chat: casual and non-goal-oriented. R A 4

* Open domain and open ended

 Challenges:
« Coherence
* Diversity

Communication

* Engagement

» Ultimate goal: to pass Turing Test

27



» Template-based (Rule-based) Solution

Hello how are you doing?

« Unscalable: require

/ \ human labor
Good Meh Bad
/ \ + Inflexible: hard to
v adopt to unseen topic

Thata_ nice, I'm glad tg What do you meat I|m sorry, you
hear it Meh? anna talk about it?
As ar'*‘n I How are Not'm ﬁnE’IITi:;

?DL; holdi Yeah...

ups:

X \4

Cool

W‘jw. GD on...

28



* Retrieval-based Solution

dAssumption:

* A large candidate response set such that all
Input utterances can get a proper response.

Matching score

I

Matching
Function

>

Question

Representati

\

Answer

\

on Representation

1

How are you?

Question

11

| am fine.

Response
candidate

29



* Generation-based Solution -- Classical Sequence to Sequence

* Challenges:
* Blandness A Basic Model:
* Basic models tend to generate generic Encoder-Attention-Decoder

responses like "I see’” and ""OK’’.

() Consistency N1 Y2 Y3 Y4 Ys Y6
* Logical self-consistent across multiple

turns, e€.g., persona, sentiment sy = fzuhy), @y =norm(s;),

* Lack of Knowledge O q=y ayh

- - ™
- - -

* Typical sequence-to-sequence models
only mimic surface level sequence
ordering patterns without understanding
world knowledges deeply.

Wu et al. Deep Chit-Chat: Deep Learning for ChatBots (EMNLP’ 18)
31



 Blandness: VAE-based solution

e Probleminchatbot: L _..-- »B: Tell me your hobby first.
[ A: What is your hobby? ]—>

--->B: hmm

 The lack of diversity: often generate dull
and generic response.

-
-

> B: | like play tennis.

* Solution:
 Using latent variables to learn a

(CVAE)

qq;(?,lc. X)

 Using Conditional Variational
Autoencoders (CVAE) to infer the latent
variable.

c: dialog history information

X: the input user utterance

z. latent vector of distribution of intents
y: linguistic feature knowledge

Zhao et al. “Learning Discourse-level Diversity for Neural Dialog
Models using Conditional Variational Autoencoders?”(ACL’ 17)



» Consistency: Persona chat

e Motivation:

* The lack of a consistent personalitylpersona 1 | Persona 2
_ 1 I like to ski I am an artist
* A tendenqy t(‘)‘ prOdl’lce n()n’ ,SpeCIﬁC My wife does not like me anymore I have four children
answers hke I d()n t kIlOW I have went to Mexico 4 times this year | I recently got a cat
I hate Mexican food I enjoy walking for exercise
° S Ol“ti on: en d OWin g ma chin es WitlLI like to eat cheetos I love watching Game of Thrones
a configurable and consistent [PERSON 1:] Hi

. [PERSON 2:] Hello ! How are you today ?
persona (profile), making chats  [PERSON 1] 1am good thank you , how are you,

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thron

condition on: [PERSON 1:] Nice ! How old are your children?
. . [PERSON 2:] I have four that range in age from 10 to 21. You?
1. The machine’ own given profile  [PERSON 1:]1do not have children at the moment.
. . [PERSON 2:] That just means you get to keep all the popcorn for yourself.
information. [PERSON 1:] And Cheetos at the moment!

. [PERSON 2:] Good choice. Do you watch Game of Thrones?
2. Information about the person the [PERSON 1:] No, I do not have much time for TV.

machine iS talklng to [PERSON 2:] I usually spend my time painting: but, I love the show.

Wu et al. “Personalizing Dialogue Agents: | have a dog, do you have pets too?”(EMNLP’ 18)



* Lack of background knowledge: Knowledge grounded dialogue
response generation -- Text

* Solution: Knowledge retrieval from texts

(e.g., Wikipedia) into dialogue responses Response generated by

Knowledge retrieval module integrating knowledge

__________\

- Transformer |
, encoded Encoder 2 \
Dialog independently I
Context
i = 4 =] Transformer . | Transformer Dialogue
: E - Encoder 1 Decoder — Response I
IR knowledge
' = Knowledge E :
I| System ! — : I
1 1 [ :
! up hD: *===-End-to-End -~~~ :

v
Lxin )

Attentiorl l
: | | | | | | | | | |

/ ‘> Tknowledge

Dinan et al. “Wizard of Wikipedia: Knowledge-Powered Conversational agents” (ICLR’ 19) .



* Lack of background knowledge: Knowledge grounded dialogue

response generation -- KG

* Solution: Walking within a
large knowledge graph to
* track dialogue states.
* to guide dialogue planning

Blue arrow: walkable paths led to engaging dialogues

Orange arrow: non-ideal paths that never mentioned
(Should be pruned)

Moon et al. “OpenDialKG: Explainable Conversational Reasoning
with Attention-based Walks over Knowledge Graphs” (ACL’ 19)

(a) Dialog Can you recommend any classic books like

Catcher in the Rye?

E Do you prefer books by the same author or same genre? |
El | am interested in reading classic
examples of American literature.

E Literary realism is a common genre in ‘
classic American literature.

Do you prefer First-person or Third-person narrative?

El | mostly prefer third-person narrative.

‘Consider reading the Scarlet Letter: a novel by
Nathaniel Hawthorne.

(b) KG Genre | The Catcher in the Rye Writer
Q A 32 £ §
rofession
American ?
Literature Ist-person Place
HAS EXAMPLE "gf birth
335 .
The Scarlet Letter | |Literacy Realism New York City
. N3y Film .
“i'}‘“ﬂ/ﬁ\{“ tiva ! Location
N. Hawthorne 3rd-person Catch Me If You Can




e Tutorial Outline

JA Glimpse of Dialogue System

JdFour research directions in conversational recommendation system

IMulti-turn Conversational Recommendation Strategy
1Dialogue Understanding and Generation
JExploitation-Exploration Trade-offs for Cold Users

1 Summary of Formalizations and Evaluations



« System Ask — User Respond (SAUR) - Formalization

Research Question -- Given the
requests specified in dialogues,

Can you find me a mobile phone on Amazon? °
Sure, what operating system do you prefer? €= t h e SySte m n e e d S tO p re d I Ct :
)l [ want an Android one. @
OK, and any preference on screen size? 1
@ Better larger than 5 inches. 1' What q ueStlonS to aSk

Do you have requirements on storage capacity? é} B ——

@ I want it to be at least 64 Gigabytes. 2 . What ite mS to reco m m e n d
And any preference on phone color? é) . R
C) Not particularly. _— 1 I
Sure, then what about the following choices? @) . nltl atl On T

[ L! l E l@ = User initiates a conversation

,@ I don’t like them very much... — 2 . Convers ation

OK, do you have any preference on the brand? éy
@ Better be Samsung or Huawei.
Any requirement on price? é}

@ Should be within 700 dollars. Asks the user preferences on .
OK, then what about these ones?
. gr = u I | > product aspects
1 | .

@ Great, I want the first one, can you order it for me? 3 o Dl Splay

L Sure, I have placed the order for you, enjoy! .
Figure 1: Example for conversational search in e-commerce Dlsplay prOdUCt tO the uscer —
product search or recommendation scenario (best in color).

39

Zhang et al. “Towards Conversational Search and Recommendation: System Ask, User Respond”(CIKM’ 18)



* SAUR — Method -- Representation

'

: : CQuestion Module
Memory Module for item v e —
T | N
5 ] a3 iy ] ig 7 S5 m? E_H“ -"r N _h_“-——___ —
0.0 05 (00 00 iI;:l.? 0.0 0.0 oo’ . /':-O
{ I|ll 1 Besq I . L
|I | _F_ullvcmnetlrd layers Qutput layer  Softmax
51 | 52 s Se |85 S5 5z S8 my Search Module
0.0 0o oo Jog | oo Jos o0 oz 4’ T
| | — 1 T
" ) ot 1 —0
F e i L
| | | - Fully connected layers Cutput layer  Soltmax
i i + + [ G413
/ : : N / ‘\
\ e s | \
5 | 72 53 | 5, '.,_55 5g 57 58 €y £y C3 cy Cy "y
33 5 P ™ &R o 5 & B n &
‘-1\\4% 6\"'&\&. 'é"’{ ¥ td"-h{ul 62.{*\\ ﬁar’@& .Ri,\oﬁ q%ﬁ&@ Q_ﬂwﬂ -P{\h‘o ﬂz\{‘&\é 's;‘:bp 1e@.‘v‘a}ﬁ ;ﬂcﬁ% [+
¢ ¢ M S S G A
o ¢ o 5 e o T ® & 8"
Pt " 2 of o S Te W b A5 o o
G A WO P G & o @
o A O S N
b o'l;F’ o ‘_’15{}% 'ﬁfb{\
. @ .
Item Representation for uy\ o Cuery Representation /

Figure 3: The Multi-Memory Network (MMN) architecture for conversational search and recommendation, including five cong-
ponents: query and item representations, the memory module, as well as the question and search modules.

Item Representations

Apply a gated recurrent unit (GRU) on the

text description of each item

The hidden states of each sentence as the

representation of T;(sq, Sy ...

St)

Query Representation ~———

Also a gated recurrent unit (GRU)
> Query sequence cl, c2 ... is extracted in
conversations

Zhang et al. “Towards Conversational Search and Recommendation: System Ask, User Respond”(CIKM’ 18)
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e SAUR - Method

| T+

[ Question Loss

[

Search (item) Loss

Joint optimize

—

[The Unified Architecture ]

Question Mod uI}

L
Memory Module for item vj e [
Lall ——
F3 ———
5y ¥3 5y 5y Fr o g 7 55 m} MEI T— |
.0 ilu.ej oo oo iI|4:|.:w' 0.0 o0 oo .
] —

f I| Pisr e

|I | Tully connected layers Cutput layer  Softmax
51 | 52 5 S¢ | 85 5 5z g m} Search Module

0.0 pg oo o3 | oo Jos oo goz.§ "’ i e
| | | i | T
¥ F |'FI Cir J P
f .f | l - —
| » Fully connected layers Output layer  Softmax
I
T-'- + 9‘|-'-'- 4 % Qi+1

i : i N

'. 5 | | |
51 | F2 o] | 54 55 II' g ‘\ i o £ Ca | £4 Ci

Figure 3: The Multi-Memory Network (MMN) architecture for conversational search and recommendation, including five com-

e ol o &2 e ol 3 &
\a“?"qa @ﬂl‘ﬁ; L a (@ © a‘?ﬁ a"&& .;ﬁ!‘ﬂ 8 i Eq“"ﬁ“ {\h‘@ \f’"@ et 'é*""p*a e 4 —
& @ o @ ﬁ@ﬁ*’ o RPN It P
S I AR e S P
P 2t W R \}9’{’9 {ﬂzq o \3"&? @Q'a-‘:' & R
.\:’Q-'S: \-\‘) ‘;F.{b ,;}'LQ’ p 1&]‘2— {\,‘_ﬁ:" 2
b ) '0 " 'FE-E":‘ ﬁ"«'\.c' ﬁ{b .
Item Representation for v e Query Representation

ponents: query and item representations, the memory module, as well as the question and search modules.

Cp : constructed from the
product category ¢

i : Question-answer se-
quence (The order menti-
oned in the review)

Zhang et al. “Towards Conversational Search and Recommendation: System Ask, User Respond”(CIKM’ 18)



« SAUR - Evaluation

Top category

/\/\/
Evaluation Criteria:

1. Query prediction
2. Item prediction (e.g., NDCG)

/\/\/

User’s review



I want to find a towel
for a bath ?

oM

historical user-item
interaction data

=z

—

Zou et al. “Towards Question-based Recommender Systems”(SIGIR’ 20)

Are you seeking for a
cotton related item?

Yes!

Are you seeking for a
beach towel related item?

No.

Are you seeking for a bath-
room towel related item?

Yes!

The recommendation list:

2

Towel A Towel B

Question number is

A 4

determined by pre-set
parameters N,

-~ =t

i

Making Recommendation
only once after N, questions

44



* Qrec - Method -- Offline and Online Optimization

a

Latent Factor Recommendation

Y;j: the number of attributes of item j that
satisfy the user 1 in current conversation.
For example, if a user specify [cotton]| and
[towel], but the item only gets [cotton],

Y=1.
~logp(U,V | R, Y, ©) U

1 : :
2 Z (Rij —pT(ujo vj))d]e g [Z (Yij —qT(u ovj))z+

i,jER Jjey (2)

M

N 1 ﬁ
Z S lluslly + 3 = lIvilly + —||p||_4 + =L llall.

i=1 i=1

Offline Optimization Online Optimization

(feedback from user,

(ie.Y))

Zou et al. “Towards Question-based Recommender Systems”(SIGIR’ 20)

3 Question learhing module

Qucstmn selection:

4. Question asking module

Are youlseeking for a

cotton rdlated item? |’ . .
: /2 Continuous updating mﬂdule\
Viag Feedback | Belief
updating
1. Offline initialization module! | nitialize & U, V online
| ' U, V,p.q '\ updating /
i Users’ . Offline
' ratings initialization | | (oo e A
\; — / - 5. Recommendation module |
: ! " >

Figure 1: Framework of our proposed question-based recommenda-
tion model, Qrec. Cotton is an extracted entity (informative term),
U, V., p. q are model variables, and « is a hyper-parameter of user

belief.

\ 4

[ Ranking UVT ]u:{>[Recommendation list]

45



I- Qrec - Method -- Choosing Questions to Ask

Attribute Choosing criteria: Finding the most uncertain [attribute] to ask.

N

[cotton] preference cnnfijlence * [ Stike ™ Sislike The smaller the preference confidence

|' indicate the more uncertain attribute.

dislike [cotton] score: Syiqine

score
ﬁb ) score; score; X (UVT,Y;)
[cotton] related [cotton] unrelated

item set item set

46

Zou et al. “Towards Question-based Recommender Systems”(SIGIR’ 20)



Simulating Users

* Qrec - Evaluation

______________________________________________________________________

Template-based

Evaluation Measures: question Are you seeking for a
recall@5, MRR, NDCG | cotton related item?
only on items! i
Yes!

Are you seeking for a
beach towel related item?

No.
| Are you seeking for a bath-
Dataset: Amazon product dataset room towel related item?
> Using TAGME (an entity linking tool) to find the j
entities in the product description page as the Yes!
attributes. ’

The recommendation list:

™~ 5|mulate
[Item Name: “Cotton Hotel spa Bathroom Towel” J > @ @

Item Attributes: [cotton, bathroom, hand towels] Towel A Towel B

______________________________________________________________________

Zou et al. “Towards Question-based Recommender Systems”(SIGIR’ 20)



* Question & Recommendation(Q&R) - Formalization

Pick topics you like
‘ .
\ Saturday Night
Live

Question |  }\ LT
Generation

Model p—e s Gty
show :

Would you like to watch a video

Only asking question
once and make one
recommendation

/

kabOUt SketCh Comedy? Figure 2: User Onboarding Ul
__________________ Positive-only type of feedback
; _U§ezf_e,qql2995__- ‘ ]/ (click topics)

/ Item \

Recomm-
endation
Model

& Incorporates the user
- J i

feedback to improve
Figure 1: High-level Q&R overview. video recommendations

48

Christakopoulou et al. “Q&R: A Two-Stage Approach toward Interactive Recommendation”(KDD’ 18)



* Q&R - Method

Two Main Tasks
’ §
building better user profiles given the video(user
: .. : : : intereﬁ;cs) :
i.e., predicting the sequential (—— What to ask How to respond ==y 1€, predicting the’video that
future (interested topic) the user be most interested in
stepl step2
|  Video ID Softmax |
Watch N+1 |  TopicID Softmax | Watch N+1 I Re’LU I
1
[ G%U l-D |  LabelTopicip | G?U b
[ ReLU J | RelLU |
1
[ Topicio | Videold | FeatureContext | [ Topiclo | Videold | Feature Context |
Watch N Watch N

Figure 3: Left: Topic Prediction (Question Ranking) Model. Right: Post-Fusion Approach for Response Model.

49
Christakopoulou et al. “Q&R: A Two-Stage Approach toward Interactive Recommendation”(KDD’ 18)



* Q&R - Evaluation

Offline Evaluation Online Evaluation
Data
Pick topics you like
YouTube user watch sequences
1. The watch sequence of a user up until the
preViouS tO laSt Step Ariana Grande Beyoncé Saturday Night

Live

2. The video ID and topic ID of the user’s last
watch event

Comics Late-night talk Cooking
show

watched video id|
(until 1) [ } -

watched video

topic id (until t) —
Target video 1d |9 o 0o |
feature context (t+ 1 ) Figure 2: User Onboarding Ul
(until 1) _

Christakopoulou et al. “Q&R: A Two-Stage Approach toward Interactive Recommendation”(KDD’ 18)



e Tutorial Outline

JA Glimpse of Dialogue System

JdFour research directions in conversational recommendation system
dQuestion Driven Approaches
J1Multi-turn Conversational Recommendation Strategy
1Dialogue Understanding and Generation
JExploitation-Exploration Trade-offs for Cold Users

1 Summary of Formalizations and Evaluations

51



* CRM - Formalization

S S dof b Recommend

cenario: single round of a conversation between a once and break
user and the system the dialogue

: _ - Belief

E . I1|.ﬂ.rant to find a Bar J > Tracker 7 Recommender SyStem

: § v * Make a recommendation only once

. . . H a . . .
Which cit 7 i : Pol
‘ ich city are you :1_] o «— - Me?v:rzl;k T :- Recommender after asking question.
e meseeeeseessmmssmmemmmmmmmmseesee—e. Iy

Figure 1: The conversational recommender system overview

Sun et al. “Conversational Recommender System”(SIGIR’ 18)



 CRM - Method -- Dialogue Component

____________________________

. Recommender ;

¥mn

Policy Network

iy

.......

_______________________________________

i

fi

Figure 2: The structure of the proposed conversational rec-
ommender model. The bottom part is the belief tracker, the

top left part is the recommendation model, and the top right

part is the deep policy network.

Input:

Belief Tracker

the current and the past user utterances

representation Zt

LSTM

st=FHaef,... &f

T~

Output: a probability distribution of facets

vector representation
for the facet i

the agent’s current belief
of the dialogue state

54

Sun et al. “Conversational Recommender System”(SIGIR’ 18)



e CRM - Method

____________________________

Policy Networki

ser feedback is not encode

O o

i RelU
/:r'liéi:b'rh'ﬁé'r{&é_rm"""m""'""'\ | W5
E }rm,n E : F Y
' : T ; RelU :
E Vo, Vs . W, Wi | A :

;;;;;;;;;;;;;

-

e/ Belief Tracker.

Figure 2: The structure of the proposed conversational rec-
ommender model. The bottom part is the belief tracker, the
top left part is the recommendation model, and the top right
part is the deep policy network.

\ 4

Recommender System

U,y & USer

 Input: | X=um@in®s; i, ¢ item

N

1-hot encoded user/item vector

Factorization Machine (FM)

 Output:  Ymn

AN

a rating score

Sun et al. “Conversational Recommender System”(SIGIR’ 18)
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e CRM - Method

/ SERREREEEEES Policy Network
: a, :

RelLU
Recommender wa
[ }rITI I : : Jh\.

Decisions based only on th
belief tracker

... Belief Tracker.

Figure 2: The structure of the proposed conversational rec-
ommender model. The bottom part is the belief tracker, the
top left part is the recommendation model, and the top right
part is the deep policy network.

Sun et al. “Conversational Recommender System”(SIGIR’ 18)

O

Deep Policy Network

State: sp={fief.. &f;}

\

Description of the
conversation context

{a1,az,...,a;},

Action

Arecs

request the value
of a facet
make a personalized
recommendation

Reward benefit/penalty the agent gets from
interacting with its environment

Policy: m(azls;),

two fully connected layers
as the policy network

Adopt the policy gradient method of

reinforcement learning




* CRM - Evaluation

User Simulation

Item Name: “Small Italy Restaurant”

Item Attributes: [Italian, San Diego, California,

cheap, rating>=3.5] )

A= Ad/ O\
J(‘r. Yelp (the restaurants and food data)

(city="Italian", category="San Diego")
[’m looking for food in
Which state are you in?
I’m in . (state="CA")
Which price range do you like?

(price_range="cheap")

What rating range do you want?
~ (rating_range>="3.5")

Do you want “Small Italy Restaurant”?

thank you!

Evaluation Metrics

#sucessfuldialogues |
SR = / 9Ues 1009

#dialogues

AT = dialogue lengti.

Sun et al. “Conversational Recommender System”(SIGIR’ 18)
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 Estimation—Action—Reflection(EAR) - Formalization

Workflow of Multi-round Conversational Recommendation (MCR)

User Response

2. Respond .~ Reject Items

i Reply Attribute

Loop

7 N

b /

' N

Accept Recom (). ] 0-Start [

er Tnitiate an Attribute

Quit +

System Action

-

Ask Attribute

o

End I

]—{ System J

1. Decide

== Recommend Items]<

A

Key Research Questions

What item/attribute to
recommend/ask?

Strategy to ask and
recommend?

How to adapt to user's online
feedback?

 Leietal “Estimation—Action—Reflection: Towards Deep Interaction

Between Conversational and Recommender Systems” (WSDM’2 0)59



s EAR - Method -- What Item to Recommend and What
Attribute to Ask

Method: Attribute-aware FM for Item Prediction and Attribute Preference Prediction

“Notaton | Meaning____

p A given attribute
u User embedding . .
Pu User's known preferred J(u,v,Py) =0’ v+ Z V' Pi
attributes pi Py

Litem

ordinary negative

Notatin | Meaning________ = ), ~Mo(urP) - Y@ P)  eampl
(Neg. 1) V5 := V\ V; The ordinary negative (uwv,v')ED,

sample as in standard BPR. ~ ~
__ g + E —Ino (y(u, v,P,) — yu,v, :Pu))
(Neg. 2) V,, = V,.gna \Vi. Vcana is the set of candidate

: e ' (uv,v")eD,
'tf:;:rizng:t':gﬁtzrs + A 1|2 The items satisfying the specified attribute
i ' but still are not clicked by the user
Dy ={(u,v,v)|v' € V;} Paired sample for first kind
of negative sample

D, = {(u,v,v')|v' € V,} Paired sample for second
kind of negative sample

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction

Between Conversational and Recommender Systems” (WSDM’20) 61



e EAR - Method -- What Item to Recommend and What
Attribute to Ask

Method: Attribute-aware FM for Item Prediction and Attribute Preference Prediction

“Notaton | Meaning

p A given attribute Iplu,P,) = u'p+ Z P'P;
u User embedding Pi€Pu
P, User's known preferred
attributes

Laer= ). —o@@luP,) —g@'luPy) + Aell0l
(u.p,p)ED3

(Neg. 1) V; := P\ V¢ The ordinary negative
sample as in standard BPR.

(Neg. 2) V;, = V,gna \Vi Vecana is the set of candidate
items satisfying user's [ = Litem + Lﬂtfr

preferred attributes.
D, ={(u,v,v')|v' € V,;} Paired sample for first kind

of negative sample Multi-task Learning: Optimize for item ranking and
D, = {(u,v,v')|v' € V,} Pairedsample for second > . .
2 e gl attribute ranking simultaneously.

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction

Between Conversational and Recommender Systems” (WSDM’20) 62



* EAR - Method -- Action stage

Method: Strategy to Ask and Recommend? (Action Stage)

We use reinforcement learning to find the best strategy.
* policy gradient method
» simple policy network (2-layer feedforward network)

Reward
* State Vector Tsuccess: Give the agent a big reward
* Sentropy: The entropy of attribute is important. when it successfully recommend!
* Sprefrence: User's preference on each attribute. T 45k Give the agent a small reward

when it ask a correct attribute.
* Shistory* Conversation history is important. . ‘ .
T quit: Give the agent a big negative
* Siengtn' Candidate item list length. reward When,the user quit (the
conversation is too long)

Note: 3 of the 4 information come from Recommender Part T prevent: Give each turn a relatively

Action Space: |?)| +1 small reward to prevent the
conversation goes too long.

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction o4

Between Conversational and Recommender Systems” (WSDM’20)



* EAR - Method -- Reflection

Vethod: How to Adapt to User's Online Feedback? (Reflection stage)

Solution: We treat the recently rejected 10 items as negative samples to re-
train the recommender, to adjust the estimation of user preference.

Lyes = Z —Ino (Y v,P,) — Y, v, Py)) + A0

(uv,v")eD,
P o e
Pt Recently rejected
item set.
Dy = {(u,v,v)|v' € V] AV € VY Paired sample for

online update.

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction
Between Conversational and Recommender Systems” (WSDM’20) 65



* EAR - Evaluation

Table 1: Dataset statistics.

ltem Name: “Small Italy Restaurant’

Dataset | #users | #items | #interactions | #attributes

ltem Attributes: [Pizza, Nightlife, Wine, Jazz]

Yelp 27,675 | 70,311 1,368,606 590

LastFM | 1,801 7,432 76,693 33

A
‘if‘r. I'd like some Italian food. 1@»

Got you, do you like some pizza?

Yes!

Check. | don’t want Got you, do you like some nightlife?

“Small Paris” Yes! Template-

Do you want “Small Paris”? based
Rejected! utterances
Got you, do you like some Rock Music?

No!

Check, | don’t want Do you want “Small Italy Restaurant”?

“Rock Music” Accepted!

66
Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction

Between Conversational and Recommender Systems” (WSDM’20)



* CPR - Motivation

Hi! I'm looking for a dance
music artist.

Do you like rock music?

Yes! I like it!

Do you like pop music?
Yes! I like it!

You may like music artist
Michael Jackson !

Yes! Thank you!

————————————————————————————————————————————————————————————————————————

Lei et al. “Interactive Path Reasoning on Graph for Conversational
Recommendation” (KDD’20)

Turn 1
Ask attribute Thomas vgzg_on
! | r !
Turn2 | TOM 4 :
! Turn 1
: electronic
Walk . User start
| | dance
' Ask attribute ! :
. s | Alice Simon
rn ' ; ;
; Turn 2 Curtis
Walk
Turn 4
Walk PBIOC Recommend
arty Michael «+—————_ :
+ Recommend ! /aC‘kS‘OH Walk pop
Turn 4 :
rock Turn 3 Walk
Walk The Power
Station

67



e CPR - Method

' Policy Network |
m'(s) = arg max Q" (5.a) Vs D> pa
Q(s.a) '
v =
k-
: cor start N\ 4 u
Wy Qask i Up L'_::_Li::t-ﬂ]t K n f
' ““-M \ s P

P . Adjacent attribute

Qrec L ) . —
ReLU K messeet_ PO - -
5 5 — %, NP0 Megga— 1"4\
K Vo "»!_\\ ‘ \‘

W '.‘I' Ii . :
A Ur I —
Pt == 5 Ve MEessage
State | w47
3 ... SCOre itemsv message,
fu rec i { ge)
Concatenate T
| S = f(U,u,Py) vevou
=l 1 4 | [ Message propagation N
Shis / Slen u fr— Hggp- 500 11 :'I:*-'; e(p message)
u ” p]l .-‘!;j.r — .‘ﬂ ”.;-i'. 1";-.’””;} pE .P....-.-f

...................................................................................................................

Figure 2: CPR framework overview. It starts from the user
up and walks uven{ adjacent attributes,] forming a path (the
red arrows) and eventually leading to the desired item. The
policy network (left side) determines whether to ask an at-
tribute or recommend items in a turn. Two reasoning func-
tions f and g score attributes and items, respectively.

CPR Framework

* Assuming

Current path P = po,p; ,P02..., P

*u. user v. item p: attribute

P, : user’s preferred attributes
* Vi.ana: candidateitems

* Reasoning

* Score 1items to recommend (v message):

s,=f(v,u, P,)

* Score attribute to ask (p message):
Sp — g(uapa V Cand)
* Consultation
* Policy network (choose to ask or rec)
* Transition
* Extended path

P =po,01,02...P D41
* Update candidate item /attribute set (V.qnq/Peand)

Lei et al. “Interactive Path Reasoning on Graph for Conversational Recommendation” (KDD’20)



 CPR - Method

An instantiation of CPR
Framework

_________________________________________________________________________________

- Message propagation from attributes to Message propagation from items to

V3 P2 vy items attributes
uy Factorization Machine in EAR Information entropy strategy
Adjacent acribue. - Item prediction « Weighted attribute information

entropy

Vs . .
T P =utv+ S v,
QC p1 e

Vg message

1\‘ 4,-_~.-""'”_"—_ | {. ) g(u:pa Vctmd) —
E fl.i‘ . Qe 5C0O0E 1tems (v message : ° Optimization:
® 8= f(0,Pu) o€V | Bayesian Personalized Ranking —prob(p) - log (prob(p)),

. aE‘E >< e f Message propagation
> o (s)

vE Va NV,

rob(p) =
T S (s

ve Vr.'m.d

T — Qg score attribute (p message) .

Sp = g(ﬂ,p, Vr:ri-rm!) P E Peand :

® U: user v: item p: attribute

, . The same with the recommender
 P,: user’s preferred attributes

model in EAR

* Litem: item prediction loss
* Lyt attribute prediction loss

70
Lei et al. “Interactive Path Reasoning on Graph for Conversational Recommendation” (KDD '20)



e CPR - Method

—————————————————————————————————

m*(s) = arg max Q" (s, a)

Q(s,a)

Concatenate

...................................................

Input

Shis- encodes the conversation history
S1en - encodes the size of candidate items

Output
Q(s,a)

Q (s, a) : the value of action a in state s
Arec- the action of recommendation
A,k - the action of asking attribute

DOQN method
Policy: 7 (s) =argmaxQ (s,a)

TDloss: §=Q(s,a) — (R—I—*ymgx@(s’,a))

 Lei et al. “Interactive Path Reasoning on Graph for Conversational Recommendation” (KDD’20)
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« CPR - Evaluation

! SCPR Conversation

Hi! I'm looking for a

! Turn 1
i metalcore music artist.

! Turnz Do you like hardcore
i music?

! Yes! I like it!

! Do you like post-
Turn 3 :
hardcore music?

Yes! I like it!

You may like music
artist blessthefall!

Turn 4

Yes! Thank you!

Leietal®

CPR can make the reasoning process explainable
and easy-to-interpret!

: * SCPR EAR Conversation :
; Turn 3 —-—» EAR ! .
i Turn 2 P i ; User Init ! : c i
i . User reject ! - - i
; EAR dgsk User reject ! N Target Artst Hi! I'm looking f-::-ra 7 ——
; DY ——— .- . metalcore music artist. :
] — o~ !
; ~. e . . . |
: _ metal r ( : ' ..., Do youlike alternative :
: alternative : ,\ seen live  fum 2 music? !
: \ . ‘N - ! s :
; Spineshank N / The Agonist ! :
E Turn 1 h / T l- | NO! i
H urn + i '
i | . B i
; User start ‘~._ EAR @gsk ; Do you like seenlive |
: u:903 : metalcore TN ) { Turn 3 o ;
: O '« - Userreject !} canadian ; MIEISTE, :
1l Sy, Sep . . i :
: £ Tirn S 5 - ! I
' Ntrd Turn 2 Turn 5 ™. ~ l NO! -
' 5 AR hY N | !

EAR @rec ™. . , |

Aask a N

. american ~_ Jser accept ! s Do you lll_ie southern
' blessthefall SCPR Walk Iser reject! o, : rockmusic?

i User accept ! \ i :
! SCPR Walk Sworn Enemy \ i i
: Turn 4 Gy, Dead and Divine \ | NO! |
! Turn 3 | : : : i
. \ \ : You may like music artist ;
! Qasie ' Turn 5 :

southernrock ! Dead and Divine!
post-hardcore m hardcore ' i :
NO! It's wrong!

SCPR Walk ; i

Sample conversations generated by SCPR (left) and EAR
(right) and their illustrations on the graph (middle).

72
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e Tutorial Outline

JA Glimpse of Dialogue System

JdFour research directions in conversational recommendation system
dQuestion Driven Approaches
IMulti-turn Conversational Recommendation Strategy

JExploitation-Exploration Trade-offs for Cold Users
1 Summary of Formalizations and Evaluations



e ReDial - Formalization

HUMAN:

hello, can i help you find a movie ?
hi what kind of movies do you like
hi, how can 1 help you ?

(” SEEKER:

SEEKER:

hello ! i would like to find a suspenseful, but clean family)
friendly movie .

5601 a space odyssey might be a great option. anything
else that you would suggest ?

"
/HUMAN:

you can try planet of the apes the older one is qu1}\
suspenseful and family friendly .

1 haven’t seen that one yet but i heard it was good. 1
haven’t seen that one. have you seen the last house on
the left ?

star wars : the force awakens is also a good one return
of the jedi all good movies /)

. SEEKER:
HUMAN:

. SEEKER:

those sound good ! i 'm going to look into those movies.
i hope you enjoy, have a nice one

have you seen foxcatcher ? it ’s about a man who has a
rich guy.

i hope i was able to help you find a good movie to watch
thank you for your help ! have a great night ! good bye

Conversational recommendation
through natural language (in movie
domain)

- Seeker: explain what kind of movie
he/she likes, and asks for movie
suggestions

: understand the
seeker’s movie tastes, and
recommends movies

Li et al. “Towards Deep Conversational Recommendations” (NIPS’ 18)
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* ReDial — Formalization -- Dataset Collection

# conversations 10006
# utterances 182150
# users 056
# movie mentions 51699

p- ~
seeker mentioned 16278

L recommender suggested — 35421 )

(" not seen 16516
seen 31694

| did not say 3489

( disliked (4.9%) 2556
liked (81% 41998

L did not say (14%) 7145 )

Data annotation on Amazon Mturk Platform
converse with each other.

v,

2 turkers: Seeker and

O e
A — A

Seeker Dialogue Recommender

Post-conversation
Questions

v,
A

Seeker Recommender

Li et al. “Towards Deep Conversational Recommendations” (NIPS’ 18)
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e ReDial — Methods — Overall

[ Autoencoder

J Recommender

@934 @542

@123

[1) [1)

case \ you might like @542

[%»vowl did |} you like it?

K,
i

J Sentiment Analysis
How did you like it?

In that case you might like @542

Z
J Switching Decoder (
é é

[ J | saw @123 last week. How did you like it? Pretty cool, much better In that case
than @328 you might like @542

Hierarchical Encoder

Li et al. “Towards Deep Conversational Recommendations” (NIPS’ 18) .



I- ReDial — Methods — The Autoencoder Recommender

Notations:

- We have |M| users and |V’| movies.

- User-movie Rating Matrix: R e RM*IV'l  Scale:-1-1
- A user can be represented by r) = (Ru,1, . Ruyvr)

Retrieve the full representation from the lower
dimension representation

r) = (Rii  R2i  Rsq Rmi) ‘
r> =(Ry; Ra R _ Romi) ‘

AutoRec: Autoencoders Meet - Then Loss function:

Collaborative Filtering (WWW15) M
Lr(0) = ) r™ = h(x™;0)[13 + A6

u=1

Partially observed user representation fed into a FC
layer to lower dimension.

Li et al. “Towards Deep Conversational Recommendations” (NIPS’ 18) .



* ReDial — Methods — Decoder with a Movie Recommendation

Switching Mechanism

Autoencoder
Recommender

23

@1
Sentiment Analysns

\

\

A
Rémwj did \you like it?
Switching Decoder ? L?

How did you like it?

\t

o

| saw @123 last week.

[ 3=

1 \
How did you like it? Pretty cool, much better In that case

than @328 you might like @542
Hierarchical Encoder

Responsibility:
- When decoding the next token, decide to
mention a movie name, or an ordinary word.

Purpose:
- Such a switching mechanism allows to

include an explicit recommendation system
in the dialogue agent.

Li et al. “Towards Deep Conversational Recommendations” (NIPS’ 18)
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|- ReDial — Evaluation — Formalization

Evaluation settings:
Corpus-based evalution. (Similar to the evaluation in dialogue system)

Output Utterance

History Dialogues

Ground truth in corpus

Evaluation Metrics in this work:

- Kappa score: Sentiment analysis subtask
- RMSE score: Recommendation subtask

- Human evaluation: Dialogue generation

Li et al. “Towards Deep Conversational Recommendations” (NIPS’ 18)

Compare
BLEU/PPL scores ...

80



'« KBRD — Motivation

The ReDial (NIPS18) paper
has two shortage:

) Only mentioned items Lord of the Rings is really my all-time-favorite! In fact, | love
are used for all ’s work!

recommender system.

Epic Imaginative Oscar Winning

- Recommender cannot

help generate better ‘

dialogue. Lord of the Rings

Sword

N

Chen et al. “Towards Knowledge-Based Recommender Dialog System” (EMNLP’ 19) Y

Fantasy



e KBRD — Method — Overall

(a) Baseline (b) Ours
mentioned items _ ) mentioned items Knowledge Graph
Dialog History l Dialog History +nr -
w = (,w 1, W, ... ;wn) v informativelentities
l Entity Linkihg —f—————————
Recommender 4
Seg2seq Module P
ys Seq2seq Module == Propagation & Attention
Dialog “System Dialog ”System Recommender System
Pliatog Switching Prec Fliatog Switching Frec
—| network |+ | network |
Response Response

Chen et al. “Towards Knowledge-Based Recommender Dialog System” (EMNLP’ 19) o



 KBRD - Experiments — Does Recommendation Help Dialog?

Movie 1 2 3 4 S 6 7 8
Star Wars space alien sci-fi star sci robot smith harry
The Shining creepy stephen gory horror scary  psychological haunted thriller
The Avengers (2012) marvel superhero super dc wait batman thor take
Beauty and the Beast  cute disney animated  live music child robin kids

Recommendation-Aware Dialog

- We select words with Top 8 vocabulary
bias. We can see that these words have
strong connection with the movie.

Piialog = softmax (Wo + b)

b, = f(tu) Vocabulary Bias

Piialog = softmax (Wo+ b+ by)

Chen et al. “Towards Knowledge-Based Recommender Dialog System” (EMNLP’ 19) y



e MGCG - Formalization

Goal planning: QA about <Stolen life>, chitchat about Xun Zhou,
recommending the movie <The message>. recommending <Don't cry, Nanking!>
LUser: {RENERS TEFEENy AVEFEZEND? (Who is the star of the movie
<stolen life>7)
2.Bot: ;2E 1. (It is Xun Zhou.)
3.User: 2 HEAIEF! (She is my goddess )

“4.Bot: IRABRH, ERRE SRS EAE, (You have
good taste. Zhou Xun 1s the most popular actress in the Gnlde:n Eagle Award

of China TV.)

5.User::2lE, FAFAIEMMAY, HhAVERMMRAEE. (1like her very much.
She's very good at acting.)

6.Bot: it IR IS TN BRI AR BELE AR, EERFHTEMRARA.

(She also won the best actress of the Asian Film Awards. Her acting is
internationally recognized.)

7.User: 108, E:IE#[!’,EE{]{EﬁEﬁ {Anmy she's rca]ly good. )
8.Bot:APREFBAELN (X i FEiZZif
RIFEEE! (Do you want to see her movie <The me:ssagf:}‘? It has reﬁned
characters and capricious plots.)

9.User: A]FEIEE EN FNIFEHy HYFSS!(But now I prefer Rene Liu's films!)
10.Bot: ARXFE KA (FIFR1937) RPAIABRE, BEMRRNE_TSENK
. NEE. HAMAAEBZE (You can see the movie <Don't cry, Nanking>.

It shows the director's thinking on war, nation, and human nature.)
11.User: [H52 /157 (It is historical film?)

12.Bot: LS 5 . (Yes. It is historical war film.)

13.User: IR B EEEFE T . (I will watch it!)

14.Bot:I8, {REESEWAY. (Sure, you will like it!)

15.User: I8, §h§H{R0F, T/RENOE! (Thank you! See you later!)
16.Bot:3FRY, AH! (OK!Bye!)

DuRecDial Dataset

[ ] Recap the settings in NIPS 18:

- Seeker: explain what kind of movie
he/she likes, and asks for movie
suggestions

- Recommender: understand the
seeker’s movie tastes, and
recommends movies

Chitchat

about Xun
ZHou

The dialogue types are very limited!

In this work, 4 types of dialogues:
- Recommendation

- Chitchat

- QA

- Task

Liu et al. “Towards Conversational Recommendation over

Multi-Type Dialogues” (ACL’ 20) v



* MGCG - Formalization -- Dataset Collection

Very similar to the dataset collection process as in NIPS 18: Two workers, one for seeker, one for

recommender.

It is further supported by following eIem@Ls:

/Name:frﬁlm?(l?anyu Yang)
Gender: 5(Male)
Age: 20
Domains that the user likes: movie, music
Stars that the user likes: [F3fl(Xun Zhou), & ZE(Rene Liu)
Recommendation aceepted: <4 7EA)>(Stolen Life)
\Recummendation rejected: <//\FE+F=>(The little prince)

Explicit Seeker Profile
- For the consistency

N

/

Goals
Goall: QA
(dialog  type)

about the movie
<Stolen life>
(dialog topic)

Goal description \

The seeker takes the initiative, and asks
for the information about the movie
<Stolen life>>; the recommender replies
according to the given knowledge graph;
finally the seeker provides feedback.

Goal2: chitchat
about the movie
star Xun Zhou

The recommender proactively changes
the topic to movie star Xun Zhou as
a short-term goal, and conducts an in-
depth conversation;

Goal3: Recom-
mendation of
the movie <The
message>

The recommender proactively changes
the topic from movie star to related
movie <The message>>, and recommend
it with movie comments, and the seeker
changes the topic to Rene Liu’s movies;

Goal4: Rec-
ommendation
of the movie
<Don’t cry,
Nanking!>

The recommender proactively recom-
mends Rene Liu’s movie <Don’t cry,
Nanking!> with movie comments. The
seeker tries to ask questions about this
movie, and the recommender should re-
ply with related knowledge. Finally the
user accepts the recommended movie.

-

PERAEEREZ
I 7 38 F (the most
popular actress of the
Golden Eagle Award of
China TV)

B R R RER
38 M (the best

actress of the Asian
Film Awards)

BN ANL BRI
BYTE T3 (It has refined
characters and
capricious plots.)

Task Template

- Constrain the complicated task

A

comment

comment

typ type
B (Xun Zhou) iu%ﬁ(Rene
Liu)
actor actor
Rl | PSRRI
Stolen life) e,
( Nanking!)
type comment
#5<M>(The - . .
BERI TS\
— 5. SR, HAL
. BB E (1t shows the
hREEER director's thinking on

(Historical war
film)

p BA 2 (movie star)

~

war, human nature.)

=4

Knowledge Graph:

- Further assist the workers

Liu et al. “Towards Conversational Recommendation over Multi-Type Dialogues” (ACL’ 20)
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~ +MGCG - Methods

Match Score

1

e ] N\ e ]
Retrieval Model Generation Model
N £ Y, N

&
Current goal prediction ‘

Liu et al. “Towards Conversational Recommendation over Multi-Type Dialogues” (ACL’ 20)



* MGCG - Evaluation — Setting

History Dialogues — Output Dialogue

Dialogue generation: Corpus-based Evaluation Ground truth in corpus
- BLEU — Relevence

- Perplexity — Fluency

- DIST — Diversity

- Hits@1/3 -- Retrieval model (1 ground truth, 9
randomly sampled.)

Evaluation Metrics:

Humam Evaluation:

- Turn level: fluency, appropriateness,
informativeness, and proactivity.

- Dialogue level: Goal success rate and Coherence

Liu et al. “Towards Conversational Recommendation over Multi-Type Dialogues” (ACL’ 20)
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« KMD — Motivation and Formalization

Motivation:
” <H) Existing dialogue systems only
(s ’ utilize textual information, which is
[ Hi, what can | do for you? ? ‘o .
. not enough for full understanding
" = Show some similar dresses inblue color. | of the dialogue.
(

i

- Whatis “these”?

p
! . e
[ Found some blue dresses like these. % =B - Whatis “it”?

Background: Fashion Match!

” ﬁ | like the 2nd orFe, will it go well with silver stilettos? ] User utterance U1, U2, , Ut
\ )
{

\

| Gl

~———

' Agent utterance ﬁl, ﬁz, T, Ur—1

[ Yes, itis a good match. ? '._‘ !

u be both Text and Image modality

Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)
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|- KMD — Method — Overview

( Reinforcement )«

| Ground-truth ‘» ‘

Found some blue dresses
like these

§

)

Multimodal
Knowledge Memory

.-.-.-.-.-.-.-.-.-‘

ﬂ%‘)ooooooool'
CER\P £ :

B R

Season of fun red§
- OF ofthe-shoulder
\ skater dress...

. Show some similar
dressesin blue color.

»CReinforcement><

[Ground-truth] |

T, S ———— : l,.l o 1“&"! Utterance] \
Turn t+1
Yes,lt isa
- good match.
————'ht —
context -
hidden state

Taxonomy:-based visual
semantlc model

W -

— 'C‘%?OOOOOOOO

= AL

5 $ ;

£| Tree .

s : % -ﬁ.“' -I-l-ﬁ-lol-t l-l-l-:

: \ Elegant
I like the second one, willitgo |+ .°" Silver...

' well with silver stilettos?

Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)



e KMD — Method — Exclusive & Inclusive Tree (EI
Tree)
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Instead of CNN to capture image feature, they used taxonomy-based
feature. They argued that CNN only captures generic features, but

they want to capture the rich domain knowledge in specific domain.
Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)



|« KMD — Method — EI Tree

A sequence of steps along the path.

Pleated for a flared B

silhouette, it features
gorgeous detachable
Saux fur collar...

goldlcolor, oversized
tai I..
Encode text features Buton tosure.,, W

Long straight sleeve...

LM o[ st | ™ |

sharing parameters

L LsTM | > 1sTM | > LST™M |

G

Encode image features

sharing parameters

ca 1o 5

Optimization:

El Loss: Compare the predicted leaf node against ground truth, and optimize the cross entropy loss.
Pairwise ranking loss is used to regularize the model to match text and image feature.

Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)

P(cn| co — cnafawEI) =

plc1l co. £, WEgy) - p(c2| c1,£, WEp) - - plenl cn-1, £, WET),

94



« KMD - Method - Incorporation of Domain Knowledge

Fashion Tips: if the user asks for advice about matching tips of
, the matching candidates such as the

might not co-occur
with it in the whole training corpus or conversation history.

.
<
-
HAT WMAL “YOF

SINGAPORE  /

—

A

Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)
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 KMD — Method — Incorporation of Domain Knowledge
Each El tree leaf gets a memory vector:

the averaging of the image
e i representation corresponds to the leaf

response
= 2 °
% 532303
4% 72338%
% BN ZsRa3
% % 2.8 22%77
S éob\/\'fo‘px o@«-\ )
U o % 8 3 RO S IS
Vo, N 5 % \ 238> 8
S iy, B 0 IFPSP8 S«
7| H sy m\\,\ 3 t RS
h,_, context hidden state h, v Xagle, % { f PR e
Stray. s 24 e,&, (T e
Ghe .20 C RN P S—3 ¢
s,,,,;:si\\\ \% s (& ST
/4 = / 2 O~ QA"
lor . Py, ( N
utterance denim_wagp .o ediume._ S ( [ AL &
« "vector U i wash o ohte X g s T
t denim_wash_color_darke . “ieans Users S g Bm-x”*\\g@so\f
pantse— %% o R *S"'%g __——sovercoat_style_flare
b7 i ~etext T —e 2
—— s_length oy - /_—eblaz, overcoat_style_straight
“:,ps#\enf_;‘\"—Shon ,,///7.“)8 s o o:m'f’ar. %/}”* ‘“jack;r ¢
onnct \ength\o"d oo S e
@® a® tops- s e ., NES s, B Toute
. . e R S ST ] ~ep,
userinput userinput R - eSS < Uty olen
K P e s\‘l\e”s‘ g\(aQZ/ PRGN otg’h‘_/,\v rweaf\/e gth\/ong
. . . 269" 10 (e o S AR AN 0 s,
N 5 —_—n O W I\ a2 ~>ory
Figure 5: An illustration of text-based HRED backbone. R SN R A S
Q%7 & & £ ) ) 20G Tl o %y, ey, < % co,
REST _ ‘g% O, e,y
S LS 75 = N 7 ey
27 EYES K/ e RS o o
TS FELLIEN ‘\ s i, OF 0,
. . 4@6)3 LESEIELES 23 N \ Ny 28 o N9 %
@ & 7 s =g S22 A e X Q¢ T N
They incorporated knowledge into HRED S JEFTTREEL N wR oo,
o ¢ &3 J8Jd533[L88% ©% % %
F & S/ 859/ PP 2058 % A
. . & CEF 5528 % e
- S 8L J=8 2 22 ' s &
model (hierarchical recurrent encoder FEEIFEERENTS an
£ 5 T3 2
< 3 °

decoder)

h;=ht+s.

Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)



|- KMD - Evaluation — Formalization

History Dialogues Output Dialogue

Corpus- Evaluation i ics:
orpus-based Evaluatio Ground truth in corpus Evaluation Metrics:

Text generation:
- BLEU Score

SHOPPER: I am keen on seeing something similar to the 1st image but in a different sole - Dlve rSIty (unlgram)
material

x_ oA __sAan ;
AGENT: The similar looking ones are - Image response generatlon:
SHOPPER: See the 1st espadrilles. I wish to see more like it but in silver coloured type R

- ecall @ K

AGENT:
AGENT: In the third one, cobblerz presents these black coloured casual shoes, which will
catch your fancy at once. And about the fifth item, be the cynosure of all eyes with this pair
of silver coloured sandals by next.
SHOPPER: Will these espadrilles suit office style?
AGENT: Yes

Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)

Towards Building Large Scale Multimodal Domain-
Aware Conversation Systems (AAAI 18) MMD
Dataset



 Tutorial Outline

1A Glimpse of Dialogue System

1Four research directions in conversational recommendation system
1Question Driven Approaches
IMulti-turn Conversational Recommendation Strategy
dDialogue Understanding and Generation

1 Summary of Formalizations and Evaluations



- Bandit algorithms for Exploitation-Exploration trade-off

+ Take some risk to < > +/ Takes advantage
collect information of the best option

about unknown options that is known.

Multi-armed bandit example: which arm to select next? {p
Arm 1 Arm 2 Arm 3 Arm 4

#(Successes)
/{2/5}{0/1}{3/8}{1/3} cee
#(Trials)
)

Common intuitive ideas:

* Greedy: trivial exploit-only strategy ¢ Epsilon-Greedy: combining Greedy and Random.
* Random: trivial explore-only strategy  Max-Variance: only exploring w.r.t. uncertainty.

100



* Upper Confidence Bounds (UCB) - Method

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Arm selection strategy:

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

= 1 N .
Q(a) = —2:2: " q : The estimated mean of reward of arm a.

N
A(a)| : The uncertainty of Q(a).

Estimating rewards by averaging the observed rewards:

Arm 1 _Arm 2 _Arm 3 Arm 4
e (%) (B () () ...
) logT

4 = arg max, Q(a) |+ |

ta




* A Contextual-Bandit Approach with Linear Reward (LinUCB) - Method

Estimating reward by introducing the

feature vector X;F,a : Q = X;F,aﬂa

Arm 1 Arm 2 Arm 3 Arm 4
#(Successes) tabq = £a0g = 1.0, = 140, =
_— |25 0/1 3/8 1/3 XX
#(Trials [ [ [ [
)

The arm selection strategy Is:

N
: ' here A, & DID, +1
‘a, % aremax (/XY .0 a IXT A-1x. || % a— “a‘a ' ad
: t g a t,a a + J t,a a a a=1+\/ln(2/5)/2

Li et al. “A Contextual-Bandit Approach to Personalized News Article Recommendation ” (WWW’ 10)



* Bandit algorithm in Conversational Recommendation System -

Formalization

Setting:
* For cold start users, the user embedding 1s initialized
as the average embedding of existing users.

* Asking only whether a user likes items (no attributes
questions).

* The model updates its parameters at each turn.

!

Offline

Initialization

L

7~

Online Bandit
Update

N

Christakopoulou et al. “Towards Conversational Recommender Systems” (KDD’ 16)

only ask
about
ltems!



* Bandit algorithm in Conversational Recommendation System - Method

Method

Absolute Model. First, let us assume that we have ob-
served tuples of the form (user i, item j, 1/0).* The model
estimates the affinity of user ¢ to item j based on the biases
and traits. The generative procedure is:

1. User 4 has traits u; ~ N (0, J%I), bias a; ~ N (0, 03).
2 Item j has traits v; ~ N(0, 071), bias 3; ~ N (0, 03).
3. (a) The (unobserved) affinity is

yi; = i+ B +u; vj. . (1)

Observations are modeled as the noisy estlmate Yij ~
N (yij, €ij), where €;; models the affinity variance, ac-
counting for noise in user preferences. This yields an
observation of whether the user likes an item (7;;):

?"A@'j = 1[3'):5;' > 0] (2)

\
Traditional MF-based

recommendation model

/~  Greedy: j* = argmax; yi;

A trivial exploit-only strategy: Select the item with high-
est estimated affinity mean.

Random: j* = random(1,N)
A trivial explore-only strategy.

Maximum Variance (MV): j* = arg max; ¢;;
A explore-only strategy, variance reduction strategy: Se-
lect the item with the highest noisy affinity variance.

Maximum Item Trait (MaxT): j* = arg max; ||v;]|2
Select the item whose trait vector v; contains the most
information, namely has highest L2 norm |vj|z =

\/’032-1 + vl + . vy
Minimum Item Trait (MinT): j* = arg min; ||v;||2
Select the item with trait vector with least information.
Upper Confidence (UCB): j* = argmax; y;; + €,
Based on UCBLI [3]: Pick the item with the highest upper
confidence bound, namely mean plus variance (95% CI)
Thompson Sampling (TS) [5]: j* = arg max; §;;
For each item, sample the noisy affinity from the poste-

\_ rior. Select item with the maximum sampled value.

Common bandit strategies

Christakopoulou et al. “Towards Conversational Recommender Systems” (KDD’ 16) 104



e Bandit algorithm in Conversational Recommendation System -
Evaluation

Setting: Offline initialization + Online updating
* Online stage: Ask 15 questions of 10 items. Each question 1s followed by a
recommendation.

* Metric: Average precision AP@ 10, which 1s a widely used recommendation metric.

Real data: collected from restaurant searching logs

e Offline learning on collected 3549 users 289 restaurants, and 9330 positive observations.

* Recruit 28 users to rate on the selected 10 restaurants.

* Online cold-start user study: each one of the 28 users rates 10 carefully selected restaurants, based on

which his/her preference u; is inferred. Then, run 50 times:

1. Sample a user 1.
2. Sample ii;~ u;.
3. Use 1i; to simulate reward of each restaurant.

Christakopoulou et al. “Towards Conversational Recommender Systems” (KDD’ 16) 105



* Conversational UCB algorithm(ConUCB) - Formalization

Select an arm

/ to recommend
Setting:

item a

* Asking questions about not only the

bandit arms (items), but also the Zraditiﬂnall
ontextua
key-terms (categories, topics). Bandit

* One key-term is related to a subset ¢ agent

Conversational

of arms. Users’ preference on key-
feedback

terms can propagate to arms.

* Each arm has its own features. Select one or more key-

terms to query or not

107
Zhang et al. “Conversational Contextual Bandit: Algorithm and Application” (WWW’ 20)



« ConUCB - Method -- Overview

Algorithm 1: General algorithm of ConUCB

Select attributes (key-
Input: arms A, key-terms K, graph (A, K, W), b(t).
terms) to query 1 for t=1,...,Tdo

‘\ observe contextual vector x, ; of each arm a € Ay;

If conversation is allowed at round ¢, i.e., g(t) = 1, select
— key-terms to conduct conversations and receive
conversational feedbacks {7y ;};

Select an item 4 /select an arm a; = argmaxge 4, ﬁﬂ,; + Ca,t|;

\/

(arm) to 5 receive a reward rg, 4;
recommend 6 update model ;

108
Zhang et al. “Conversational Contextual Bandit: Algorithm and Application” (WWW’ 20)



 ConUCB - Method

When to query the key-terms: Examples:
* Define a function b(t), which determines: 1) The agent makes k conversations
(1) whether to converse at round . In every m rounds.
t
(2) the number of conversations until round . b(t) =k {—J .m>1k>1.
.............................................. m
* Consider the function g(t): "11) The agent makes a conversation
(1, b)) =bt—1)>0, \ with a frequency represented by
q(t) = 0, otherwise. [ the logarithmic function of t.
« If g(t) = 1, query about b(t) — b(t — 1) key-terms; | b(t) = Uog(t)_
o I.f.q.(.t ) B (.)’.(!O.e? .nf)t. (.".w.r.y.a.b.o }lt. ‘fl.k.e ?ﬁtf’r.n.l; ............ "1 1) There is no conversation between
» For users’ experience, key-term-level conversations should be the agent and the user.
less frequent than arm-level interactions, 1.¢., b(f) <t, Vt. b(t) = ()

109
Zhang et al. “Conversational Contextual Bandit: Algorithm and Application” (WWW’ 20)



e ConUCB - Method

The core strategy to select arms and key-terms:

 Selecting the arm with the largest upper confidence bound derived from both arm-

level and key-term-level feedback, and receives a reward.

User preference computed on key-term-level rewards

~ 2
T ~
Lasg Wak® Xar _p | +A10)2

ét:arg miné Zi:l Zke‘}'@ (

User preference computed on arm-level rewards

/\ Constrain 0 to

) _ ~ be close to 0
0r=argming A Zi:ll(ngar,r_rar,r)2+(1_;l)||9 — 91*”%-



 ConUCB - Method

The strategy of arm selection is

Ea,t = arg GIJIéa)f -Tg:tgt —I-)\O{t ”maat”M;l -+ (]. — A)&t |Im£t
. N e’ \

lllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Exploitation Exploration where M, is the function of 8 and @

The core strategy to select arms and key-terms:

« Selecting the key-terms that maximum the reward of the corresponding

-----------------------------------------------------

Where ik,t —_ Zaeﬂ Ea:’

eA Wa, k
111
Zhang et al. “Conversational Contextual Bandit: Algorithm and Application” (WWW’ 20)



* Thompson Sampling

* Bayesian bandit problem: instead of modeling the probability of reward as a scalar,

Thompson Sampling assumes the user preference comes from a distribution

e )
History D = @
p- @ v
.::ZZ::: For each turn ¢ :::_‘;::-4_
' @ Y
Estimate P(6|D) based on D

A @ vy
Introduce uncertainty : )
Exploration | Sample 950111 P(6|D) )

. s ~
Arm with max meanreward : Select a, = argmax E(r|a, 6,)

Exploitation L

— —_—
_— —

Recommend and
get user feedback

I
— —

r 5

s ™

Update observed history D 112

A A




*Contextual Thompson Sampling

* Assume that user preference comes from a multidimensional Gaussian distribution.

Arm selection strategy:
a = argmax,x. 0,

0,, denotes user preference. In each turn, it 1s sampled from a Gaussian distribution:

N (pu; lzBal)

exploitation exploration




e Revisit Multi-Round Conversational Recommendation Scenario

This time, we focus on cold-start users

User Response

2. Respond ,—* Rejectltems |-,
: | - J/ I
. Reply Attribute ]
Loop h
Accept Recom 0. Start
e User | {Initiate T Attribute System
| Quit F

System Action

_[ Ask Attribute }7 1. Decide

|
- -[ Recommend Items }- '
L 4

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction Between Conversational
and Recommender Systems” (WSDM’20) 114

End




» ConTS (Conversational Thompson Sampling) -- Workflow

(1)
Start
Treat items and Initialization
attributes as Ask or reczmmend
indiscriminate arms. Distribution of (6)[Arms pools
user embeddin User Including items
_ J and attributes
Make theoretical 2) -
.. Ive (5)
customization for toodback | (7
contextual TS to adapt Choose arm to
] Sample paly
to cold-start users in (8) (8)
conversationa_l Update Update Coleulate
recommendation. User owards
embedding (3) (4)
System
Li et al. Seamlessly Unifying Attributes and Items: Conversational Recommendation 115

for Cold-Start Users (arxiv’20)



* ConTS -- Method -- Arm Choosing

/ Elr(a,u,Py)| = uT:’(,,_;I + Z xan;;, \

p,;e‘Pu

Arm Choosing: It is very simple, selecting the arm with highest reward.

Indiscriminate arms for items and attributes:
e If the arm with highest reward 1s attribute: system asks.
e If the arm with highest reward is item: system recommends top K items.

- _/

Li et al. Seamlessly Unifying Attributes and Items: Conversational Recommendation
for Cold-Start Users (arxiv’ 20)



* ConTS -- Method -- Update

Elr(a,u,Py)| = uTXa + Z xan,;,
p;e?’u

Update of Arm Pool: Pu
 If user rejects an item / attribute: remove them from arm pool.
 If user likes an attribute: append it to the known attribute set for better
estimation and narrow down the candidate item pool accordingly.
B, =B, + Xa(t)xa(t)T

\Update parameters of : N (py, I°B1) 70 =710 = Xa(e)" (Winit + Lp,ep, Pi) /

fu=futri=Xau

Huy = Bilf;

Li et al. Seamlessly Unifying Attributes and Items: Conversational Recommendation
for Cold-Start Users (arxiv’20)



» ConTsS -- Evaluation -- User Simulator

ltem Attributes: [Pizza, Nightlife, Wine, Jazz]

[ User ID: 333, Item ID: 666 ]_}[ ltem Name: “Small Italy Restaurant ]

A °

‘!gﬂjl I'd like some Italian food. '@b

Got you, do you like some pizza?

Yes!

Check, | don't want Got you, do you like some nightlife?

“Small Paris” YeS' Temp|ate_

Do you want “Small Paris”? based
Rejected! utterances
Got you, do you like some Rock Music?

No!

Check, | don’t want Do you want “Small Italy Restaurant”?

“Rock Music” Accepted!
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I » ConTS -- Evaluation-- Case Study on Kuaishou

ConUCB

EAR

ConTS

system

Do you like videos for
beautiful women?

Yes!

system

Do you like videos for
sports?

Yes!

system

Do you like videos for
music?

system

Do you like videos for
games?

system

‘ Recommend 10 items

Accept

|

> > o [P [P

system

Do you like videos for
movies?

No!

system

Do you like videos for
animations?

system

Do you like videos for
teleplays?

system

’ Recommend 10 items

Accept

)

)
)
)

system

Do you like videos for
arts?

No!

system

Do you like videos for
Sports?

Yes!

system

’ Recommend 10 items

Accept

A
a
A

Li et al. Seamlessly Unifying Attributes and Items: Conversational Recommendation for Cold-Start Users (arxiv’20)

ConTS unifies items and attributes and keeps EE balance.
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VDA IRS -- Formalization

A Visual Dialog Augmented Interactive Recommender System
Yuetal (KDD’19)

Round 1

A oy

| prefer | prefer
boots. blue color.

y

Round 2
| prefer | prefer
high boots. high heel.

Yu et al. A Visual Dialog Augmented Interactive Recommender System (KDD’19) 122
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VDA IRS -- Workflow

’ ‘77 (b)VisualDialog "\
Response Augmented Cascading

Encoder [ Tracker

w
—
=
@

Bandit

1
I |
: Dialog | : :
: Encnde/\ oy Predictor 1
I |
| : : :
: Image Comment ' Image 1

‘o ,J \ _,’
Iltem Image and Comment Data f f item Image, Position,
and Click Data

__________________________________________ ,
: Data Inputs in Each Round: A List of Items with User Feedback [

I
: ltem 1 with Item 2 with Item 3 with ltem 4 with Item 5 with 1
[ Image Image Image Image Image :
: !

|

Yu et al. A Visual Dialog Augmented Interactive Recommender System (KDD’ 19)
123



* VDA IRS -- Method -- Visual Dialog Encoder

Iltem 1 with (&) ® i3] Iltem n with Xc
image and comment image and comment

Optimizing Goal : U

: . ) Narrow down the candidate set
The output of Visual Visual Dialogue Encoder

dialog encoder is \m/ @

close to the desired ) )
_ ) ) Keep items whose presentations are
images. Mean presentation of commented items X, the Top K’ closest to x,

The comments and 1images are encoded to help elicit the user
preferences and narrow down the candidate set.

124
Yu et al. A Visual Dialog Augmented Interactive Recommender System (KDD’19)



* VDA IRS --Method--Visual Dialog Augmented Cascading Bandit

forallt =1,--- ,ndo
Sample the parameter 6 from its posterior

0r ~ N(0:,5:)
forallk =1,--- ,K do

{ Tg Each turn, the model will

‘ A T algMaXec r_{al,.--,al_}Xe Yt recommend a list of the Top
end K items.
At — (aia' oo 9a]z;)
Observe click C; € {1,--- ,K, 00}

Yu et al. 4 Visual Dialog Augmented Interactive Recommender System (KDD’ 19) 125



VDA IRS -- Evaluation

Dataset:
A footwear dataset where 10,000 images for offline training the visual dialog
encoder and 4,658 1images for evaluating different interactive recommenders.

E.qg., “sneakers’,
“boots” and “flats”

a category of items as desired items

User SimUIatOl': [ For each run of experiment, choose}

For each turn
of dialog

Probabilistic rules to decide whether
the user will comment

¥

Comment generated by relative
captioner (a pretrained NLP model)

Desired item

It -;[ relative ]- Commenton a
ema captioner

126

Recommend and
user feedback

Yu et al. A Visual Dialog Augmented Interactive Recommender System (KDD’19)



e Strategies in the conversational recommendation bandit (ConUCB)
Evaluation setting for real data:
* How to simulate users’ ground-truth rewards on unobserved arms?
1. Use interactions of test set as known rewards 7+
2. Given users’ feature x4 . on an arm a.
3. Estimate users’ preferences 6 using ridge regression:
| Tal
p=argmin ) (x50 —10)>+ [|6]]2
0 t=1
4. Simulate the ground-truth reward on unobserved arm and key terms of by

this estimated 6 .

Zhang et al. “Conversational Contextual Bandit: Algorithm and Application” (WWW’20)



e Tutorial Outline

JA Glimpse of Dialogue System

JdFour research directions in conversational recommendation system
dQuestion Driven Approaches
IMulti-turn Conversational Recommendation Strategy
1Dialogue Understanding and Generation
JExploitation-Exploration Trade-offs for Cold Users

1 Summary of Formalizations and Evaluations

130



« SuUmmary — Formalization

Mainstream settings for CRS:

- Only consult on 1tems.

- Ask 1 turn, recommend 1 turn.

- Ask X turn, recommend 1 turn (X 1s predefined).

- Ask X turn, recommend 1 turn (The system need to decide X).
- Ask X turn, recommend X turn.

- Natural Language Understanding and Generation.

131



 Summary — Formalization — Only Consulting on Items

I

Offline
Initialization
Online Bandit only ask
about
Update ltems!
v
KDD16

- The system only consult users on their preference on items.
- Cannot leverage on the advantage of explicitly consulting on

attributes.
Liao et al. “Knowledge-aware Multimodal Dialogue Systems” (MM 20)



 Summary — Formalization — Ask 1 Turn, Recommend 1 Turn
4 )

Question

Generation Bourd |
Model l
Would you like to watch a video - The session will - The session will
\__about sketch comedy? ) end regardless Lg;ie’ Lﬁf:fceélor continue till the
the ' ' recommendation

g recommendation ____ . SUCCESSES.
.. User Feedback_:
successes or not.  Round?2

= I 24}

endation
Model J

Bl

Figure 1: High-level Q&R overview.

| prefer | prefer
high boots. high heel.

Yu et al. A Visual Dialog Augmented Interactive

Christakopoulou et al. “Q&R: A Two-Stage Approach Recommender System (KDD’ 19)

toward Interactive Recommendation”(KDD’ 18) 133



 Summary — Formalization — Ask X Turns, Recommend 1 Turn

______________________________________________________________________

Are you seeking for a
cotton related item?

Yes!

Are you seeking for a
beach towel related

item?
No.

Are you seeking for a
bath-room towel related
item?

Yes!

The recommendation

/ The number of questions X = 3

is a hyper-parameter which is
specified.

- Ask K question and then
recommend one batch of items. (X
is pre-defined)

- Do not take long-term strategy
into account.

| Making Recommendation

______________________________________________________________________

only once N, questions

Zou et al. “Towards Question-based Recommender 134
Systems”(SIGIR’ 20)



« Summary — Formalization — Ask X Turn, Recommend 1 turn

1 Recommender
\ v,

|

mn ::[
1 =

.

l Vs VB s Was Wo |

| L= A |

mome T . N

Zhang et al. Conversational Recommender System SIGIR18

-Ask X question and then recommend one batch of items. (X is decided by model)
-The session will end regardless the recommendation succeeds or not.
-Only consider strategy in a shallow way (e.g. after asking 3, 4 or 5 question, should |

135
recommend?)



« Summary — Formalization — Ask X turn, Recommend X turn

2. Respond

User Response

Reject Items } -

Loop

Acce pt Recom

Us? 0. Start

)

Quit 1

_{ Reply Attribute }_
{nltlate an Attrlbute}—@em

System Action

End

Lei et al. “Estimation—Action—Reflection: Towards Deep Interaction Between Conversational

AN

|_[ Ask Attribute }7

- -[ Recommend Items ]‘- '

1. Decide

/

and Recommender Systems” (WSDM’20)

- Ask X question and then recommend one batch of items.

- The session will go on even it the recommendation is not successful!
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« Summary — Formalization — Natural Language Understanding
and Generation

HUMAN: hello, can i help you find a movie ?
: hi what kind of movies do you like
: hi, how can 1 help you ?
(" SEEKER: hello ! i would like to find a suspenseful, but clean family)
friendly movie .
SEEKER: 2001 : a space odyssey might be a great option. anything
\_ else that you would suggest ?
/HUMAN:  you can try planet of the apes the older one is qu1é\

suspenseful and family friendly .

i1 haven’t seen that one yet but i heard it was good. 1
haven’t seen that one. have you seen the last house on
the left ?

star wars : the force awakens is also a good one return
of the jedi all good movies j

. SEEKER:
HUMAN:

. SEEKER:

those sound good ! i ’'m going to look into those movies.
1 hope you enjoy, have a nice one

have you seen foxcatcher ? it ’s about a man who has a
rich guy.

i hope i was able to help you find a good movie to watch
thank you for your help ! have a great night ! good bye

Li et.al. “Towards Deep Conversational Recommendations” (NIPS’18)

- This is more likely to be a
special type of dialogue
system. More popularin NLP
community.
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e Summary — Formalization — Future Directions

User Response
Go On
. Respond "~ "L Reject Items } -
1

_’L Reply Attribute }_
Loop
Accept Recom

0. Start -
ot enes US@ %nitiate an Attribute}—@em
¢ | Quit t

X a System Action

Sl r[ Ask Attribute }7 1. Decide
End | .
- -{ Recommend Items}- '

A /

The session will go on even if the recommendation is
successful.

- Maximize Profit
- Increase the time users stay

138



e SUmmary — User Preference Simulation

Mainstream approaches to simulate user preference:

- User click history: EAR (WSDM?20), CPR (KDD20), CRM(SIGIR18)
- Generalize to the full datasets: (KDD16) ConUCB (WWW20)
- Extract from user review: SAUR (CIKMI18)

- Corpus based: the line of NLU/NLG works
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 Summary — User preference simulation — User Click History

User Click History:

- Observed (user — item) pairs are used as positive samples,
unobserved once as negative samples.

- During one conversation session, we sample one (user — item)
pair.
- During this session, the user will only like this item.
- During this session, the user will only like the attributes of

t h iS ite m . [ Iltem Name: “Small ltaly Restaurant’ J

ltem Attributes: [Pizza, Nightlife, Wine, Jazz]

A

L)
l@‘-f". i'd like some ltalian food. 'm'

Got you, do you like some pizza?
Yes!

Check. 1 don't want Got you, do you like some nightlife?

“Small Paris” Yes! o Template-
Do you want “Small Paris”? based
Rejected! utterances

Got you, do you like some Rock Music?

No!
Check, | don't want Do you want “Small Italy Restaurant”?
“Rock Music” Accepted! 140



e SUmmary — User preference simulation — Generalize to the
Whole Candidate Testing Set

- Get user’s ground-truth preference score on a small amount of
data.
- Infer user’s preference for the full dataset.

New user manually Existing ratings.
rate 10 items.

L L

User preference User preference
Ratings on unbserved Ratings on unbserved
data. data.
Christakopoulou et al. “Towards Conversational Zhang et al. “Conversational Contextual Bandit:

Recommender Systems” (KDD’ 16) Algorithm and Application” (WWW’ 20)



 Summary — User preference simulation — Extract from User
Review

Extract from user review:

- Each review will be used to generate a conversation session.

- “Aspect — Value” pairs would be extracted from the review
(e.g. “price” = “high”, ‘OS” = “Android”).

User’s review on an item.

An conversation session: User, item,
(aspact — value) pairs

Zou et al. “Towards Question-based Recommender Systems”(SIGIR’ 20) 142
Zhang et al. “Towards Conversational Search and Recommendation: System Ask, User Respond”(CIKM’ 18)



 Summary — User preference simulation — Corpus based

HUMAN:
SEEKER:

SEEKER:

HUMAN:

Li et.al. “Towards Deep Conversational Recommendations” (NIPS’18)

hello, can i help you find a movie ?

hi what kind of movies do you like

hi, how can i help you ?

hello ! i would like to find a suspenseful, but clean family
friendly movie .

2001 : a space odyssey might be a great option. anything

est ?
you can try planet of the apes the older one is quite
suspenseful and family friendly .

User actually likes “Star Wars” and
dislikes “the planet of the apes”.

Conversational
recommendation through
natural language.

- User’s preference is
recorded “as is” in the
corpus. The evaluation is
actually biased on
responses in the corpus
(which is often generated
on AMTurker).
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e Discussion on Future Researches

Formalization (problem setting):
- If a user accepts the recommendation, is it possible to recommend
more?

- Can we optimize other goals other than clicking? For example,
maximizing profits in E-commerce; maximizing total time spending in
video sharing platform ...

Evaluation (simulating user preferences):

- How to reliably simulate user preferences and action in
conversational recommendation scenarios!



