Ultrafast and Doppler-free femtosecond optical ranging based on dispersive frequency-modulated interferometry

Haiyun Xia,* Chunxi Zhang

School of Instrument Science and Optoelectronics Engineering, Beijing University of Aeronautics and Astronautics, Beijing 100083, China
*haiyunxia@hotmail.com

Abstract: An ultrafast and Doppler-free optical ranging system based on dispersive frequency-modulated interferometry is demonstrated. The principle is similar to the conventional frequency-modulated continuous-wave interferometry where the range information is derived from the beat frequency between the object signal and the reference signal. However, a passive and static frequency scanning is performed based on the chromatic dispersion of a transform-limited femtosecond pulse in the time domain. We point out that the unbalanced dispersion introduced in the Mach-Zehnder interferometer can be optimized to eliminate the frequency chirp in the temporal interferograms pertaining to the third order dispersion of the all-fiber system, if the dynamic range being considered is small. Some negative factors, such as the polarization instability of the femtosecond pulse, the power fluctuation of the optical signal and the nonuniform gain spectrum of the erbium-doped fiber amplifier lead to an obvious envelope deformation of the temporal interferograms from the Gaussian shape. Thus a new data processing method is proposed to guarantee the range resolution. In the experiment, the vibration of a speaker is measured. A range resolution of 1.59 µm is achieved with an exposure time of 394 fs at a sampling rate of 48.6 MHz.
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1. Introduction

For inherent advantages such as noncontact operation and immunity to electromagnetic interference, optical ranging based on interferometry has drawn extensive attention for scientific and industrial applications. The most notable interferometric techniques for high-resolution optical ranging generally fall into three categories, i.e., the amplitude-modulated interferometry (AMI), the frequency-modulated interferometry (FMI), and the spectrally-resolved interferometry (SRI). In an AMI system [1], the amplitude of the outgoing laser is modulated sinusoidally. Range information is deduced from the phase shift between the object signal and the reference signal. The range should be known beforehand with an accuracy of sub-wavelength to avoid the ambiguity problem. By using modulating frequency of 1.5 GHz, a resolution better than 50 µm over a distance of 120 m was reported [1]. Using heterodyne beatings between two or even more continuous-wave laser sources, the ambiguity problem can be solved [2, 3]. In a FMI system [4], the frequency of the outgoing continuous-wave is modulated linearly and periodically, the object signal and the reference signal are mixed in a photodetector (PD), which yields a beat frequency proportional to the time delay between the two signals. With the chirp rate of the modulation, the range information can be retrieved from the recorded interferograms. A resolution of 0.1μm was demonstrated experimentally [5]. In a SRI system [6], interferograms associated with different spectral components within the broad spectrum of a white-light source are superposed incoherently. After passing through a spectroscope, interferograms are dispersed spatially and then projected onto a CCD camera. The range information can be retrieved from the recorded interferograms. A resolution of 1 nm was reported [7]. One drawback of this technique is that one need equalize the geometrical path lengths in dispersive elements to avoid ghost steps in the measured profile [8].

Recently, with significant developments in the stability, compactness and portability of the femtosecond lasers [9–12], optical ranging based on femtosecond lasers becomes attractive [13–17]. One of the most successful optical ranging based on femtosecond lasers is the optical coherence tomography (OCT) for biomedical imaging. Usually, there is a limited sampling speed for an OCT system. For example, the speed of the optical-path scanner in a cross-correlation-OCT [18], the data transfer rate of a CCD line-scan camera in a SRI-OCT [19] and the speed of the wavelength-scanning source in a FMI-OCT [20] led to sampling speed of 1,900, 16,000 and 28,000 sample/second, respectively.

For some ultrafast dynamic applications, a limited sampling speed may cause a low resolution. For example, magnetic flywheels can combine the energy-storage and the attitude-control functions to increase the payload capacity. To achieve a high torque-output/energy-storage capacity, the spin rate is on the order of 40,000-80,000 revolution per minute (RPM) [21]. To implement a close-loop control, a real-time and noncontact monitoring of the vibration/deformation of the magnetic-bearing-supported flywheel is in great demand. In this paper, a compact and light weight optical ranging system incorporating a passively mode-locked femtosecond fiber laser is demonstrated.

2. Theory

Recently, we demonstrated an ultrafast ranging lidar based on real-time Fourier transformation [17]. The technique is called dispersive frequency-modulation interferometry (DFMI) in this paper, since the active frequency modulation in a conventional continuous-wave FMI is substituted by the dispersion of a femtosecond laser pulse. Effects of the higher-order dispersion associated with the entire system and the unbalanced dispersion introduced in the fiber Mach-Zehnder interferometer (MZI) are analyzed. We prove that DFMI is immune to the Doppler shift associated with the line-of-sight velocity of the target under test.
2.1 System setup

The schematic of the system is shown in Fig. 1(a). The optical source is a passively mode-locked femtosecond fiber laser (IMRA Femtolite 780 Model B-4-FC-PD), which emits a train of pulses with a full width at half maximum (FWHM) of 394 fs and a center frequency of 192.31 THz at a repetition rate of 48.6 MHz. The target under test is a speaker driven by an arbitrary waveform generator (Agilent Model 33250A). The speaker is mounted on a multi-axis tilt stage. The collimator produces a light beam with a divergence of 2 mrad and a beam diameter of 1.5 mm. By adjusting the multi-axis tilt stage precisely, one can make sure that the optical axis of the collimator is perpendicular to a tiny reflecting mirror glued on the membrane of the speaker. Thus, the vibration amplitude of the speaker can be incorporated into one arm of the Mach–Zehnder interferometer (MZI) by using an optical fiber circulator. In the other arm of the MZI, an optical time delay is used to adjust the time delay difference between the reference signal and the object signal. To perform a temporal interference, an in-line polarizer is added at the output end of the MZI. Polarization controllers PC₁ and PC₂ are used to adjust the transmission of the two signals through the polarizer to achieve the largest fringe visibility in the interferogram. In the optical receiver, two coils of dispersion-compensating fiber (DCF) are used in cascade to stretch the femtosecond pulses sufficiently in the time domain. The optical signal is amplified by two erbium-doped fiber amplifiers (EDFA) to guarantee the signal-to-noise ratio in the optical receiver. The temporal interferogram and spectral interferogram are recorded using an oscilloscope (OSC) and an optical spectrum analyzer (OSA), as shown in Fig. 1(b) and Fig. 1(c), respectively.

2.2 Effect of the higher order dispersion on the DFMI

There is a well-known analogy between the paraxial diffraction of a monochromatic beam in space and the temporal dispersion of an ultra-short coherent pulse in an optical dispersive element. Optical elements with high group velocity dispersion, such as dispersive optical fibers [22] and linearly chirped fiber Bragg gratings [23], could be used to implement a real-time dispersive Fourier transformation in the optical domain. There are a lot of successful applications based on this optical-domain signal-processing technique, such as optical fiber dispersion measurement [24–26], complete characterization of ultra-short optical pulses [27–30], real-time spectroscopy [31, 32], and optical frequency-domain reflectometry [33–37].

The real-time dispersive Fourier transformation is implemented under the temporal Fraunhofer condition [23]. In an earlier literature [30], we demonstrated the effect of the higher-order dispersion on the real-time dispersive Fourier transformation. The higher order dispersion induces a frequency chirp and a decrease of fringe visibility in the temporal...
interferograms. In this work, since the real-time dispersive Fourier transformation is incorporated into the FMI technique for optical ranging, the theory is explained based on the instantaneous frequency concept.

The transfer function of a DCF can be expressed by expanding the mode-propagation constant $\beta$ in a Taylor series

$$
\hat{H}(\omega) = H_0(\omega)\exp\left(-j\sum_{n=0}^{\infty} \frac{\beta_n L}{n!} \omega^n \right),
$$

where $\beta_n$ is the nth order mode-propagation constant, $H_0(\omega)$ is the attenuation spectrum pertaining to the loss of the DCF, $\omega$ is the angular frequency relative to the center frequency of the pulse, and $L$ is the length of the DCF. For a femtosecond laser pulse $A_0(\omega) = A_0(\omega)\exp[j\phi_0(\omega)]$, where $A_0(\omega)$ is the spectral amplitude and $\phi_0(\omega)$ is the phase distribution, the electric field of the optical pulse passing through the DCF can be expressed as

$$
\hat{A}(\omega) = H_0(\omega)\exp[j\phi_0(\omega)] = \hat{A}_0(\omega)\hat{H}(\omega).
$$

Thus, the spectral phase of the pulse after passing through the DCF can be expressed as

$$
\phi_1(\omega) = \phi_0(\omega) - \sum_{n=0}^{\infty} \frac{\beta_n L}{n!} \omega^n.
$$

Since $\beta_0$ and $\beta_1$ have no contribution to the chromatic dispersion of the pulse, for simplicity, we define the relative group delay time as $t(\omega) = -\frac{\partial \phi_1(\omega)}{\partial \omega} - t_n(\omega)$, where $t_n(\omega) = \beta_n L$ is the average group delay. Then, $t(\omega)$ can be expressed as

$$
t(\omega) = -\frac{\partial \phi_0(\omega)}{\partial \omega} + \sum_{n=2}^{\infty} \frac{\beta_n L}{(n-1)!} \omega^{n-1}.
$$

From Eq. (4), one can see that, optical slices according to different longitudinal modes of the frequency comb arrive at the photodetector with different time delay. So, after passing through a DCF, the envelope of a femtosecond optical pulse will be dispersed in the time domain. This phenomenon is used to implement an ultrafast and passive frequency sweep in this paper. The instantaneous frequency $\omega(t)$ is defined as the reciprocal of the relative group delay [26]. Considering dispersion up to $\beta_3$, with the assumption of a transform-limited pulse, i.e., $\frac{\partial \phi_0(\omega)}{\partial \omega} = 0$, the instantaneous frequency can be deduced from Eq. (4) as

$$
\omega(t) = \left[-1 + \sqrt{1 + X(t)} \right] \frac{1}{\beta_3} / \beta_1,
$$

where $X(t) = 2\beta_1 L t / (\beta_2 L)^2$. A particular case of Eq. (5) is $\omega(0) = 0$, which means the instantaneous frequency is defined relative to the center frequency of the femtosecond pulse. The temporal FWHM of the stretched pulse is $\Delta T = D L \Delta \lambda$, where $\Delta \lambda \approx 8nm$ is the spectral FWHM of the femtosecond pulse used in this paper, and $D = -2\pi c \beta_3 / \lambda^2$ is the dispersion parameter. With system parameters $\beta_2 = 98 ps^2 / km, \beta_3 = -0.5 ps^3 / km$ and $L \approx 12.6 km$, the magnitude of $X(t)$ is estimated as

$$
|X(t)| \approx \left|2\beta_1 L \Delta T / (\beta_2 L)^2\right| = \left|4\pi c \beta_3 \Delta \lambda / \beta_2 \lambda^2\right| = 0.063.
$$
Thus, Eq. (5) can be approximated by expanding $X(t)$ in a series

$$\omega(t) = \left\{ \frac{X(t)}{2} - X^2(t) + 8 + O\left[ X^3(t) \right] \right\} \frac{1}{\beta_2} / \beta_3 \approx c_1 t + c_2 t^2,$$

(7)

where $c_1 = 1/\beta_2 L$ and $c_2 = -\beta_2 L/2 (\beta_2 L)^3$. The higher order terms omitted in Eq. (7) would introduce an error less than $0.05\%$, which is acceptable in this work.

When the target under test is in a static state, a time delay difference $\tau$ is introduced between the object pulse and the reference pulse. And the two pulses will extend in the DCF temporally. Finally a temporal interference occurs on the photodetector with the beat frequency given by

$$\Omega(t) = |d\omega(t)/dt| \tau = c_1 \tau + 2 c_2 \tau.$$

(8)

In a particular case where $\beta_3 = 0$, the temporal interferogram has a constant beat frequency $\Omega(t) = c_1 \tau$. Otherwise, $\Omega(t)$ will vary with time linearly.

In the DFMI technique, the range information is deduced from the beat frequency between the object pulse and the reference pulse. The temporal intensity $i(t)$ is proportional to the sum of the temporal intensity of each pulse and the interference term

$$i(t) \propto |a_1(t)|^2 + |a_2(t + \tau)|^2 + 2 |a_1(t)||a_2(t + \tau)| \cos[\Omega(t) t].$$

(9)

where $a_1(t)$ is the envelope of the stretched pulse, which has been analyzed in previous literatures [39,40]. If $|a_1(t)| = k |a_2(t + \tau)|$, where $k$ is the amplitude ratio of the object pulse to the reference pulse, the intensity of the temporal interferogram can be expressed as

$$i(t) \propto i_1(t) \left[ 1 + V_r \cos[\Omega(t) \tau] \right],$$

(10)

where, $i_1(t) = |a_1(t)|^2$ is the temporal intensity of the stretched pulse and $V_r = 2 k t \left( 1 + k^2 \right)$ is the visibility of the temporal interferogram.

In the frequency domain, the spectral interferogram can be expressed as

$$I(\omega) \propto I_0(\omega) \left[ 1 + V_s \cos(\omega \tau) \right],$$

(11)

where $I_0(\omega)$ is the intensity spectrum of the origin pulse and $V_s$ is the visibility of the spectral interferogram.

By adjusting the polarization controllers, the signal intensity between two arms of the MZI could be balanced, i.e., $V_s = 1$. Then the spectral and temporal interferograms are recorded and shown in Fig. 1(b) and Fig. 1(c), respectively. Obviously, the spectral interferogram and the temporal interferogram can both be used for optical ranging. By virtue of the high repetition rate of the femtosecond laser, temporal interferograms are used for ultrafast optical ranging in [17].

2.3 Effect of the unbalanced dispersion on the DFMI

Generally, there is an unbalanced dispersion in the MZI. To analyze its effect on the DFMI, a simple mathematical model is built by adding a short length of DCF in the object arm of the MZI. Then, using Eq. (7), the instantaneous frequency of the object pulse is

$$\omega_{2}(t) = t' / \beta_2 (L + \Delta L) - \beta_3 (L + \Delta L) t'^2 / 2 \left[ \beta_2 ^2 (L + \Delta L) \right]^3.$$

(12)

The instantaneous frequency of the reference pulse is
Given a limited bandwidth of the receiver, the dispersion should be as large as possible to guarantee a large dynamic range [17]. In this work, the length of the DCF is \( L \approx 12.6 \text{ km} \). Thus, condition \( \Delta L / L < 10^{-3} \) is easy to be satisfied. With an assumption \( \tau \ll \Delta T \), the beat frequency \( \Omega(t) = |\omega_r(t) - \omega_0(t)| \) can be approximated as

\[
\Omega(t) = \tau \beta_2 L + \left[ \Delta L \beta_2 L^2 - \beta_2 \tau (L + 2 \Delta L) \beta_2 L \right] t + \beta_2 \Delta \tau t^2 / 2 (\beta_2 L)^2 .
\]

where the terms containing \( \tau^2 \) or \( \Delta L^2 \) are omitted. According to the system parameters in this paper, with \( t \approx \Delta T \) and \( \tau \approx \Delta T / 100 \), the ratio of the last term to the first term on the right side of Eq. (14) is estimated to be \( 3.16 \times 10^{-5} \). Thus, Eq. (14) can be approximated as

\[
\Omega(t) \approx \tau \beta_2 L + \left[ \Delta L \beta_2 L^2 - \beta_2 \tau L \beta_2 L \right] t .
\]

From Eq. (15), one can see that, even under the effects of the third order dispersion and the unbalanced dispersion, the beat frequency still varies with time almost linearly.

For general applications where the displacement range of a target is unknown, the unbalanced dispersion should be avoided. Fortunately, the unbalanced dispersion can be observed on the optical spectrum analyser directly and then be eliminated. Comparing the interference terms in Eq. (10) and Eq. (11), one can see that the temporal interferograms can be converted from the time domain into the frequency domain. Then, in order to apply the discrete Fourier transform to retrieve \( \tau \), the spectrum should be evenly sampled in the conjugate variable \( \omega \).

It is important to note that, Eq. (15) reveals an astonishing property of the DFMI technique. If the time delay varies very small around a given value \( \tau_0 \), one can incorporate a proper length of DCF into one arm of the MZI, then the chirp rate of the beat frequency can be set to zero, i.e., \( \Delta L / \beta_2 L^2 - \beta_2 \tau L / (\beta_2 L)^2 \approx 0 \). In other words, the unbalanced dispersion can be used to compensate for the third order dispersion in the optical domain, within a limited dynamic range. For example, in the initialization of the system, we adjust the frequency of the interferogram to 3.5 GHz (\( F_0 = \tau_0 / 2 \pi \beta_2 L \), where \( \tau_0 = 27.2 \text{ ps} \)) by scanning the time delay in the reference arm of the MZI. If the displacement of the target is within \( \pm 30 \mu \text{m} \), which means \( |\Delta \tau| \leq 0.2 \text{ ps} \). According to Eq. (15), one can incorporate a 1.416 m length (\( \Delta L = \beta_2 \tau_0 / \beta_2 \)) of DCF into the MZI to cancel out the frequency chirp pertaining to the third order dispersion with an accuracy that could in principle, be less than \( 2.3 \times 10^{-4} \).

### 2.4 Doppler immunity

For some dynamic applications, the conventional FMI system presented several challenges. First, the frequency deviations from a linear scanning ramp will cause a chirped beat frequency. A closed-loop control of the optical source makes the system complicated. Second, the measured results may lose reliability due to the time-consuming wavelength-scanning process. Third, it is difficult to decouple the range information and Doppler shift in the reflected object signal. But, DFMI can deal with these issues effectively. First, the wavelength scanning is performed passively based on the group velocity dispersion. The system contains neither electrical modulation devices nor mechanical moving parts. So, an effective and stable frequency-scanning ramp is guaranteed. Second, the sampling speed is on the order of tens of megahertz determined by the repetition rate of the femtosecond laser. And, the information pick-up time (exposure time) is on the order of hundreds of femtosecond determined by the
pulse duration of the laser source. During such a short period, even for an ultrafast dynamic application, one can assume that the target under test has a definite position with a constant velocity. Third, we will prove that the technique is immune to the Doppler shift.

![Visualization of the instantaneous frequency on the frequency-time plane.](image)

Fig. 2. Visualization of the instantaneous frequency on the frequency-time plane. (a) Time-to-frequency conversion function derived from the temporal and the spectral interferograms. (b) Femtosecond pulses before the dispersion. (c) Femtosecond pulses after the dispersion. To avoid pulse overlap, an offset perpendicular to the time-to-frequency conversion function is introduced between the Doppler-shifted pulse and the static pulse. One should also note that, generally, Doppler shift is very small relative to the optical bandwidth. For clarity, the Doppler shift is magnified in (b) and (c).

It would be explicit to explain the Doppler immunity on the time-to-frequency conversion plane. An excellent visualization of the instantaneous frequency versus relative group delay time is the Wigner-Ville distribution, which has been adopted in Ref [23]. If there is no unbalanced dispersion, a time-to-frequency conversion function is obtained using the spectral and temporal interferograms recorded on the OSA and the OSC experimentally, as shown in Fig. 2(a). From Eq. (10), (11), one can see that, a polynomial fitting function up to the second order, which relates the corresponding peak centers of the two interferograms, can be used to describe the instantaneous frequency versus the relative group delay time

\[ f = \alpha_0 t + \alpha_1 t^2, \]  

where \( \alpha_0 = 1.293 \times 10^{20} \) and \( \alpha_1 = 1.958 \times 10^{26} \) are the fitting coefficients. The units of frequency and time are hertz and second, respectively.

In a static state, the instantaneous frequencies of the object pulse and the reference pulse after dispersion are expressed as \( f_r(t) \) and \( f_s(t) \), where \( f_s(t) = f_r(t - \tau) \). In a dynamic state, the Doppler frequency shift is \( \Delta f = \frac{2fv}{c} \), where \( v \) is the line-of-sight velocity of the target. In the dispersion process, the frequency shift \( \Delta f \) will introduce an extra time delay \( \Delta t \) on the Doppler shifted pulse relative to the static pulse, as shown in Fig. 2(b) and Fig. 2(c). Using Eq. (16), the extra delay time is \( \Delta t = \frac{\Delta f}{\alpha_1 + 2\alpha_0} \). Then, the instantaneous frequency of the Doppler shifted pulse is

\[ f_d(t) = f_r(t - \Delta t) + \Delta f, \]  

where, \( f_r(t - \Delta t) \) can be expressed using Lagrange expansion as

\[ f_r(t - \Delta t) = f_r(t) + \frac{d f_r(t)}{dt} (-\Delta t) + \frac{d^2 f_r(t)}{dt^2} (-\Delta t)^2 = f_r(t) - \Delta f + \alpha_0 \left( \frac{\Delta f}{\alpha_1 + 2\alpha_0} \right)^2. \]  

Substituting Eq. (18) into Eq. (17), the instantaneous frequency of the Doppler shifted pulse after dispersion is given by
where \( f_e(v) = \alpha_2 \left[ 2v\left( \alpha_1 t + \alpha_2 t^2 \right) / c \left( \alpha_3 + 2\alpha_2 t \right) \right] \) is an extra frequency associated with the line-of-sight velocity of the target. So, the beat frequency is

\[
\Omega'(t) = f_d(t) - f_e(t) = (\alpha_1 + 2\alpha_2 t) \tau + f_e(v). \tag{20}
\]

For a given velocity \( v = 100 m/s \), \( f_e(v) \) is evaluated to be less than 0.01 Hz over the duration of the stretched pulse (\( \sim 20 ns \)). In the system initialization, by scanning the time delay in the reference arm, one can turn the frequency of the generated microwave pulse to 3.5 GHz. So, the Doppler effect is negligible; the beat frequency can be expressed as

\[
\Omega'(t) = (\alpha_1 + 2\alpha_2 t) \tau. \tag{21}
\]

A particular case is \( \alpha_1 = 0 \), then \( f_e(v) = 0 \). In other words, if the DCF is substituted by an optical element providing large group velocity dispersion without higher order dispersion and the dispersion in the two arms of the MZI is balanced, the system will be immune to the Doppler shift completely. A Linearly chirped fiber Bragg grating can be used to disperse the femtosecond pulse in the time domain [23], but the ripples on the linearly chirped fiber Bragg grating will degrade the range resolution. Doppler immunity has been demonstrated in Ref [35], where a 152 MHz Doppler shift was provided by an acousto-optic modular in the object arm of the MZI and the large velocity dispersion was provided by a linearly chirp fiber Bragg grating.

### 3. Experiment and data processing

In an earlier paper [30], the frequency chirp due to the third order dispersion was demonstrated. To show the effect of the unbalanced dispersion on the DFMI technique, we incorporate a 6 m length of DCF into the object arm and then into the reference arm of the MZI. Linear frequency chirps are observed on the optical spectrum analyser directly, as shown in Fig. 3. Obviously, the frequency chirps in Fig. 3(a) and Fig. 3(b) are opposite, due to the different location of the additional DCF inserted into the MZI.

A proof-of-concept experiment is carried out. The pulses generated by the femtosecond fiber laser have been proven to be transform-limited [30]. Dispersion compensating fibers are used to stretch the pulse in the time domain. A sinusoidal signal with a frequency of 5 kHz and amplitude of 5 V is generated by the arbitrary waveform generator and then fed to the speaker. Then the vibration of the speaker can be retrieved from the data recorded on the real-time oscilloscope using the data processing method provided in [17]. Here, a new data processing method is proposed. Since the vibrating amplitude of the speaker is less than 10 \( \mu \)m, a 1.416 m length of DCF is incorporated into the reference arm to compensate for the frequency chirp due to the third order dispersion. So, the data processing can be simplified. In addition, for a dynamic implementation, the former data processing method has a poor performance, because the envelope of the interferograms may deviate from a Gaussian function occasionally, as shown in Fig. 4(a). This phenomenon may mainly due to two reasons, i.e., the pulse to pulse instability in intensity and polarization between the object signal and the reference signal. Other negative factors include the nonuniform gain spectrum of the EDFA, the nonuniform frequency response of the photodetector and the nonuniform fiber attenuation over the broad spectrum of the femtosecond laser.
In view of these problems, we propose a general data processing method. As the first step, a FFT band-pass filtering is performed onto the raw data; thus the non-interference term in Eq. (10) and high frequency noises which may due to the cross talk of the circulator and backscattering of fiber connectors [17] are eliminated, as shown in Fig. 4(b). This operation can also be performed by adding an electrical band-pass filter between the PD and the OSC. Then the filtered waveform is transformed from the time domain into the frequency domain using \( f = \alpha t \), as shown in Fig. 4(c). The envelope of the spectral interferogram is obtained using the Hilbert transform. Then, the spectral interferogram can be normalized, as shown in Fig. 4(d). As the final step, \( \tau \) is retrieved by applying an improved total least-squares sine fit algorithm [41] to the normalized spectrum. This non-iterative algorithm showed superior performance over traditional algorithms in accuracy, speed and convergence. In this paper, only two parameters are under estimation, i.e., the time delay difference and the phase, which further simplifies the algorithm. Considering the signal-to-noise ratio is low at the leading and trailing edges of the interferogram, only the data within an optical frequency interval of 1.5THz are used to determine the sine parameters in the last step. We performed the sine fit to the data on the left side and the right side in Fig. 4(d), respectively. The final time delay difference \( \tau \) is the average between the two fitting results. If \( \tau \) retrieved from one side is
often larger than the value from the other side, it may indicate that the frequency chirp rate in Eq. (15) is not zero. So, one need to calibrate Eq. (16) and optimize the length of the DCF used in the MZI again. Nonlinear effects should be avoided in the experiment. Saturation of the EDFAs may also distort the normalized signal from a sine wave.

![Fig. 5. (a) Picture of the temporal interferograms recorded on the OSC (Tektronix Model TDS7704B, 7 GHz bandwidth, 20 G/s sampling speed). (b) Vibration measurement results. Single-shot measurements based on the new data processing method (blue dots). Averaged results (yellow dots). Sine fit result (red line). Single-shot measurements based on the FFT algorithm (light gray region).](image)

A train of the temporal interferograms recorded on the OSC is shown in Fig. 5(a), where $\tau_0 \approx 27.2 \text{ ps}$ is used. The vibration of the speaker is retrieved using the new data processing method, as shown in Fig. 5(b). A standard deviation of $1.59 \text{ \mu m}$ is estimated from the single-shot detection results with a maximum deviation of $7.59 \text{ \mu m}$. If we set the time resolution to $200 \text{ ns}$, then ten measurements can be averaged within each time bin. The averaged result is estimated to have a standard deviation of $0.49 \text{ \mu m}$, as shown in Fig. 5(b). Then, the averaged result is fitted to a sine function. The former data processing method based on the FFT and Gaussian fit algorithm is also used to retrieve the vibration from the temporal interferograms. A standard deviation of $2.43 \text{ \mu m}$ is estimated from the single-shot detection results with a maximum deviation of $21.73 \text{ \mu m}$. So, the new data processing method is better than the former one.

### 4. Conclusion and future research

The group velocity dispersion of a femtosecond pulse in a dispersive compensating fiber was incorporated into the frequency-modulated interferometry for ultrafast dynamic optical ranging in a dynamic experiment. The technique was immune to the Doppler shift even the higher order dispersion in the system was considered. We found that the unbalanced dispersion could be introduced in the MZI to cancel out the frequency chirp due to the third order dispersion within a limited dynamic range. The temporal interferogram and spectral interferogram were related by a constant simply. Then the time-to-frequency conversion and data re-sampling could be avoided in the simplified data processing method, which was more versatile and accurate than the previous method based on the FFT and Gaussian fit algorithms in the dynamic experiment.

It has been pointed out that, a stable mode-locked laser could provide both stable time and length metrology in space [14]. The all-fiber configuration interferometer does not require any moving optical components and can be built in a compact, robust way. Thus, it is highly suitable for space flight. For example, the technique can be used to monitor the vibration of flying wheels and detect accurate ranges between satellites. If the fiber collimator in our system is substituted by a two-dimensional spatial disperser, one can build the world’s fastest camera [37]. In this work, interferometry incorporating a transform-limited femtosecond fiber
laser was adopted, making the system show great resistance to the noise in the data processing.

There are indeed some restrictions for the practical implementation of the dispersive frequency-modulated interferometry. First, for a long-term operation, the stability of the MZI is a challenge. Second, the dynamic range is restricted by the speed of the A/D converter inside the real-time oscilloscope. And the real-time storage and processing of the extremely large data is another problem. Fortunately, the range information is encoded into the frequency of the microwave pulses generated on the single-pixel photodetector. Thus, an all-optical processing of the microwave pulses rather than recording and processing the data directly, will make the dispersive frequency-modulated interferometry superior in both data processing speed and dynamic range [42].

Finally, the phase of a femtosecond pulse can be reconstructed based on the temporal interferometry [30]. An estimation of the time delay difference with a minor deviation from the true value would lead to an artificial linear chirp in the reconstructed phase. We believe that, this phenomenon can be used for optical ranging with a higher resolution.
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