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In this study, a three-dimensional numerical simulation of a large length-diameter ratio solid rocket motor is

carried out using the large-eddy simulation. Pressure oscillation excited by significant parietal vortex shedding (PVS)

is observed. The acoustic feedback model is successfully extended to investigate the interaction between PVS and

pressure oscillations, and the result proves that the model has sufficient accuracy (with 2.84% relative error) to

predict the PVS frequency in an accelerating flow field. Reduced-order variational mode decomposition (RVMD) is

performed to analyze the vorticity field, indicating that the method can identify the PVS frequency accurately (with

3.42% relative error) and capture large-scale vortex structures that remain intact at the rear of the combustion

chamber. Based on RVMD and Hilbert spectral analysis, the framework of model-based time-frequency analysis is

established and used to verify the stability of PVS frequency.

Nomenclature

a = sound speed, m∕s
Cp = isobaric specific heat capacity, J∕�kg ⋅ K�
Cw = Smagorinsky coefficient
ck = time-evolution coefficient of kth mode; unit depends

on flow data being decomposed
dv1; dv2 = vortex spacing, m
Epp = pressure spectra, Pa2∕Hz
fk = central frequency of kth RVMD mode, Hz
fnL = nth intrinsic acoustic mode, Hz
fs = sampling frequency, Hz
K = number of modes
L = chamber length, m
l = acoustic feedback distance, m
M = molar mass, kg/mol
m = stage number
_m = injection mass flow rate per unit area, kg∕�s ⋅m2�
n = order of intrinsic acoustic mode
p = pressure, Pa
R = ideal gas constant, J∕�kg ⋅ K�
Rc = chamber radius, m
r = radial coordinate, m
S = Sutherland temperature, K
Tinj = injection temperature, K

Tref = reference temperature, K
U = velocity magnitude, m∕s
Ua = axial velocity magnitude, m∕s

Uc = convection velocity, m∕s
Uinj = injection velocity magnitude, m∕s
Ur = radial velocity magnitude, m∕s
ui = velocity vector, m∕s
χ = correction factor in Rossiter acoustic model
x = axial coordinate, m
α = filtering parameter, Hz−2

γ = specific heat ratio
Δ = bandwidth of filtering function, Hz
Δc = cell length, m
Δt = time delay, s
Δx = axial separation, m
εt = turbulent dissipation rate, m2∕s3
η = Kolmogorov length, m
θ = azimuthal coordinate, rad
λ = heat transfer coefficient, W∕�m2 ⋅ K�
μref = reference dynamic viscosity, �N ⋅ s�∕m2

ν = kinematic viscosity, m2∕s
ρ = density, kg∕m3

ϕk = kth spatial mode
ωz = vorticity about z axis, rad∕s
ωm = vorticity magnitude, rad∕s

Subscripts and Superscripts

�⋅�rms = root mean square
�⋅�b = average flow property over given cross section of

chamber

�⋅� = time or spatial average

~�⋅� = oscillation

I. Introduction

S OLID rocket motors (SRMs) with large length–diameter ratios
and high-energy propellants find extensive applications in tac-

tical missiles, rockets, and various equipment. However, the com-
bustion process in these SRMs often leads to flow instabilities,
resulting in pressure oscillations [1]. This phenomenon involves
the coupling of instabilities-generated vortexes which is dominated
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by turbulent gas motions [2], with the intrinsic acoustic modes of the
combustion chamber, leading to significant pressure fluctuations,

commonly known as vortex-acoustic coupling [3]. This mutual
coupling results in significant changes in the unsteady flow evolution
[4]. Previous investigations [3,5] have identified three forms of
vortex shedding responsible for inducing vortex-acoustic coupling

in SRMs: corner vortex shedding (CVS), obstacle vortex shedding
(OVS), and parietal vortex shedding (PVS). CVS and OVS typically
occur in the presence of backward-facing steps or obstacle structures
on the propellant surface, such as inhibitor rings or cavities between

segments, triggered by Kelvin–Helmholtz instability. Conversely,
PVS is linked to purely hydrodynamic instability [3]. Notably, even
in SRMs lacking backward-facing steps or obstacle structures, PVS

may occur, particularly in SRMs with substantial length–diameter
ratios, where generated vortexes disperse away from the wall [6].
Following Lupoglazoff and Vuillot’s pioneering work [6] on PVS,
this phenomenon has garnered increasing attention from researchers.

Avalon et al. [7] successfully identified PVS with injection at the
wall, using planar laser induced fluorescence. Lupoglazoff and
Vuillot [8] conducted direct numerical simulations of the oscillatory
flow field in a laboratory cold flow setup based on two-dimensional

(2D) unsteady compressible Navier–Stokes equations, demonstrat-
ing the crucial role of spatially distributed noise in driving PVS.
Gazanion et al. [9] introduced Gaussian uncorrelated noise with zero
mean to the injection velocity in their numerical simulation of PVS.

Before this, researchers used VALDO (a cold flow experimental
setup previously used to demonstrate the existence of PVS [10]) to
study laminar-turbulent transition with PVS, obtaining a description
of laminar and turbulent areas across the flow, fromwhich a transition

line was defined [11]. Similarly, Apte and Yang [12] characterized
the overall flow development with surface mass injection by three
distinct regimes: laminar, transitional, and fully turbulent flows.
Recently, Li et al. [13] employed linear stability analysis to explore

the cause of PVS in Taylor–Culick flow, highlighting the significant
role of flow turning resulting from lateral mass injection in PVS
formation. Furthermore, some scholars have investigated pressure
oscillations induced by vortex shedding. Dotson et al. [14] used the

acoustic feedback model developed by Rossiter [15] to analyze the
Titan IV RSRM, elucidating the mechanism of pressure oscillations
caused by vortex shedding. Flandro and Jacobs [16] proposed a

straightforward acoustic feedback model for flow over rectangular
cavities, suggesting that acoustic amplitude peaks when vortex shed-
ding is coupled with the chamber’s intrinsic acoustic modes.
In the realm of numerical simulations, early researchers primarily

employed 2D simulations to investigate vortex shedding and pressure
oscillations in SRMs [5,17–19]. Lupoglazoff and Vuillot [20] con-

ducted 2D simulations of the Ariane 5 P230 MPS and found that the
computational pressure oscillation level exceeded that of experimen-
tal observations. They inferred that this discrepancymight stem from
2D simulations inadequately capturing the transition of vortexes to

small-scale turbulence. Therefore, conducting large-scale, high-
fidelity three-dimensional (3D) simulations becomes imperative to
accurately capture vortex breakdown and energy cascade phenom-
ena. Large eddy simulation (LES), a widely used turbulence model,

proves effective in simulating 3D vortex shedding with high preci-
sion [21,22], and it can accurately simulate the interaction between
mean, turbulent, and acoustic flows [23]. As a trade-off, high-
precision LES requires substantial computational resources [4]. Apte

and Yang [24] used LES to investigate the unsteady flow evolution in
a porous chamber with surface mass injection, simulating propellant
burning in a nozzle-less solid rocket motor. They observed three
successive flow development regimes: laminar, transitional, and fully

developed turbulent flow. Bernardini et al. [22] employed implicit
large-eddy simulation to conduct a 3D high-fidelity numerical sim-
ulation of the ONERA C1xb SRM and compared it with the fre-
quency predicted by the acoustic feedback model developed by

Rossiter [15].More recently, DiMascio et al. [25] used time-accurate
LES to simulate a full-scale SRM and developed a new boundary
condition to replicate the velocity and temperature fluctuations

observed at the burning surface.

Turbulent flows are characterized by intense, nonlocal interactions
among multiple degrees of freedom, resulting in spatial-temporal
multiscale features [26]. High-precision three-dimensional simula-
tions will lead to a dramatic increase in the amount of data, which
can pose difficulties for subsequent analysis. Modal decomposi-
tion has become fundamentally important in turbulence research,
offering a means to construct a low-dimensional (low-order) repre-
sentation from an Eulerian perspective and establish an explicit
connection between dynamic processes in physical and phase space
[27]. Researchers often apply modal decomposition to flow physics
to capture their essence [28]. The earliest modal decomposition
method, proposed by Lumley [29], is the proper orthogonal decom-
position (POD). Over the past 50 years, a series of modal decom-
position methods, including POD and dynamic mode decomposition
(DMD) [30], have been widely applied in theoretical and industrial
fields [31]. POD and DMD enable the revelation of complex flow
structures and frequency characteristics by analyzing a series of
snapshots, which can be obtained through experiments or simulations
[32–34]. For natural and periodically forced flows around 2D bluff
bodies, DMD and POD offer insights into the effectuated changes
by actuation through the decomposition of the velocity field [35].
The composition of a 2D velocity field using DMD can unveil flow
separation near the backward-facing step in SRM [36]. Recently,
researchers have integrated concepts from signal processing into
modal decomposition, proposing new methods such as spectrum
proper orthogonal decomposition and reduced-order variational mode
decomposition (RVMD). Scholars have constructed an RVMD-based
time-frequency analysis framework from the Hilbert view, effectively
extracting characteristics from transient or statistically nonstationary
flows. This framework also enables a quantitative understanding of
dominant, representative, coherent components in complex flows [37].
As a contrast, POD identifies an orthonormal basis that captures the
maximum variance in the data by projecting it onto a finite-
dimensional subspace. When the filtering parameter α is set to zero,
RVMD effectively becomes POD. Although both methods use similar
optimization principles, RVMD offers the advantage of adaptively
extracting low-order dynamics from time-spatial data, rather than just
spatial or temporal features. Unlike POD, RVMD can handle nonsta-
tionary flows more effectively by integrating concepts from signal
processing, such as the Hilbert transform, and introducing the concept
of ELD [37]. DMD provides a global view of the system’s spectral

content but is limited by its exponential oscillatory formulation eλt,
which may not adequately describe nonlinear or nonstationary proc-
esses, such as thosewith amplitude or frequency modulation. Accord-
ing to Liao et al. [37], RVMD is better suited for such complex
processes. However, to date, there has been no research using RVMD
to analyze PVS in SRM, which serves as a motivation for this study.
In this study, we present the results of a simulation investigating

unsteady single-phase compressible flow within a SRM character-
ized by a large length-diameter ratio. We employed 3D LES to
perform high-precision simulation of the flow field in the SRM.
The relationship between PVS and pressure oscillations is revealed
using the acoustic feedbackmodel. The effectiveness and accuracy of
RVMD in decomposing flow fields in SRM are validated. We use
RVMD to unveil large-scale vortexes that have not fully dissipated
and gain a deeper understanding of the time-frequency features of
PVS. The paper is structured as follows: Sec. II offers a concise
overview of the simulation and modal decomposition techniques.
Section III details the case statement and computational setup. Sec-
tion IV presents the results and discussion, whereas Sec. V summa-
rizes the conclusions drawn from our findings. Additionally, the
Appendix includes details on grid convergence and verification
procedures conducted to ensure the accuracy of the computational
results.

II. Computational Strategy and Modal Decomposition

This study numerically solves the three-dimensional compressible
Navier–Stokes equations using the finite-volume method. The gov-
erning equations, which include consideration of fluid viscosity and
heat conduction, are as follows [38]:
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∂ρ
∂t

� ∂�ρuj�
∂xj

� 0

∂�ρui�
∂t

� ∂�ρuiuj�
∂xj

� −
∂p
∂xi

� ∂τij
∂xj

∂�ρE�
∂t

� ∂�ρEuj�
∂xj

� −
∂�puj�
∂xj

� ∂�τijui − qj�
∂xj

(1)

E is the total energy per unit mass, τij and qj are the viscous stress
tensor and the heat flux vector, and p is calculated as the thermody-

namic pressure through the ideal gas law. The relationship between

shear stress and shear rate is linear:

τij � 2μ
∂ui
∂xj

� ∂uj
∂xi

−
1

3

∂uk
∂xk

δij qj � −λ
∂T
∂xj

p � ρRT (2)

δij is the Kronecker delta, T is the temperature, and μ is the

dynamic viscosity, which can be calculated using Sutherland’s law:

μ � μref
T

Tref

3∕2 Tref � S

T � S
(3)

The wall-adapting local eddy (WALE) viscosity model is used as

the subgrid-scale model in LES [39]:

μt � ρC2
wU

2∕3
SdijS

d
ij

3∕2

~Sij ~Sij
5∕2 � SdijS

d
ij

5∕4

Sdij �
1

2

∂ ~ui
∂xk

∂ ~uk
∂xj

� ∂ ~uj
∂xk

∂ ~uk
∂xi

−
1

3

∂ ~uk
∂xk

∂ ~uk
∂xk

δij

~Sij �
1

2

∂ ~ui
∂xj

� ∂ ~uj
∂xi

(4)

This paper employs RVMD to analyze the computational results.

Similar to other modal decomposition methods, RVMD constructs a

low-dimensional (low-order) representation of space-time flow data

Q�x; t�. Spatial mode ϕk�x� and time-evolution coefficient ck�t�
together constitute the kth mode:

Q�x; t� ≅
K

k�1

ϕk�x�ck�t� (5)

The inherent mode function (IMF) proposed by Huang et al. [40]

has gained application invarious time-frequency analysis techniques,

such as the synchrosqueezed wavelet transform [41] and the empiri-

cal wavelet transform [42] as a kind of orthogonal base. In this paper,

the time-evolution coefficient ck�t� of RVMD is represented in the

following IMF:

ck�t� � Ak�t� cosφk�t� (6)

It has a nondecreasing phase φk�t� and a nonnegative envelope

Ak�t�. As an amplitude-modulated frequency-modulated signal, IMF

possesses the following properties: the envelope and the derivative of

the phase dφk∕dt should vary much slower than the phase. Each IMF

has a limited bandwidth and revolves around a specific frequency

(referred to as the central frequency fk, and the corresponding central
angular frequency is ωk � 2πfk). The RVMD applied to space-time

flow data is essentially solving the following constrained optimiza-

tion problem:

min
fϕk�x�;ck�t�;ckg

α
K

k

∂t δ�t� � j

πt
� ck�t� e−jωkt

2

2

� Q�x; t� −
K

k

ϕk�x�ck�t�
2

F

s:t: kϕk�x�k22 � 1 (7)

The filtering parameter α determines the shape of the filters in
RVMD. The relationship between the bandwidth Δ, defined as the
distance between the two half-power frequency points (cutoff
frequencies) of the filter, and the parameter α can be expressed as
follows:

Δ � fs 2 2
p

− 2 ∕α (8)

By introducing Lagrangemultipliers, the constrained optimization
problem (7) is transformed into an unconstrained form and is then
solved iteratively using the alternating direction method of multi-
pliers [43,44]. The convergence of the iterations is determined by
the residual ϵ at each step. The calculation is terminated when the
residual is less than a predetermined threshold ε. Subsequently, the
RVMD modes fϕk; ck; fkgjKk�1 are obtained:

ϵ �
K

k�1

un�1
k − unk

2
F

unk
2
F

uik � ϕi
kc

i
k (9)

Similar to POD [29,36], RVMD uses energy Ek to evaluate the
contribution of each mode to the flow field. Because theϕk is already
normalized during the calculation, the energy of each mode Ek is

represented by the L2-norm of the ck, and the energy ratio Ek is
calculated to measure the relative energy intensity of each mode:

Ek � kck�t�k2t Ek �
Ek
K
i Ei

(10)

Thanks to the properties of IMF, the ck and its Hilbert transform
result constitute the analytic signal [45]. Therefore, the Hilbert
spectrum analysis (HSA) [40] of ck can provide a curve of instanta-
neous frequency dφk∕dt over time, revealing the time-frequency
characteristics of modes. This is also the main content of the mode-
based time-frequency analysis framework proposed by Liao et al.
[37]. The algorithm of RVMD ispresented in the Appendix:

ĉk�t� � ck�t� � jH�ck�t�� � Ak�t�ejφk�t�

φk�t� � arctanfH�ck�t��∕ck�t�g j � −1
p

(11)

H�h�t�� � 1

π

∞

−∞

h�τ�
t − τ

dτ (12)

III. Case Description

Figures 1 and 2 depict the SRM andmesh used in this study, which
is composed of a cylindrical combustion chamber and a nozzle. Gas is
injected into the chamber from the propellant grain, accelerated to
supersonic velocity through the throat, and finally expelled through
the outlet. The combustion chamber has a diameter of 85 mm and a
length of 1084 mm, with a length-to-diameter ratio of 12.75. The

x
y

85mm

1084mm

54mm 30°

Propellant grain

Outlet

94mm

Fig. 1 Calculation model of SRM.
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throat of the nozzle has a diameter of 54 mm, with a contraction ratio
of 2.48 and an expansion section with an angle of 15 deg. The outlet
diameter is 94 mm.
Considering the focus of this study is on pressure oscillations, only

single-phase ideal gas flow calculations without solid particles or
molten metal droplets are performed. The grain regression due to
combustion and erosion is not considered, so the geometrical con-
figuration of the SRM is considered fixed during the computation.
Chemical reactions and radioactive heat transfer phenomena are also
not considered. These assumptions have been widely adopted in
previous related studies [5,17,22,25]. The boundary conditions for
the calculation are set as follows: the nozzle and the front end of the
chamber are set as no-slip and adiabatic walls, the nozzle outlet is
supersonic, and the surface of grain is a mass injection inlet with a
specified flow rate _m and temperature Tinj. Disturbances were added
to the flow rate settings to promote the development of vortex

shedding [8,9]. _m is a Gaussian noise with a standard deviation of

ς _m and mean of 0:

_m � _m� _m (13)

N � �N1 ⋅ N1 � N1 ⋅ N2 ⋅ 4� ⋅ �N3 � N4� (14)

O-grid blocking is used to generate a fully structured and wall-
orthogonal grid consisting of N cells based on Eq. (14). The grid
resolution changes in radial directions near the lateral wall, with a
growth rate 1.1. A right-handed rectangular coordinate system is
applied, with the origin located at the center of the front end of the
chamber. The positive x axis points from the front end toward the
outlet.Mesh independence and accuracy verification are presented in
the Appendix, which proves that the fine mesh is suitable for the
simulation in this study. The conversion relationship between cylin-
drical coordinates and rectangular coordinates is as follows:

x � x r � y2 � z2 θ � tan−1�z∕y� (15)

The computational strategy adopted in this paper is as follows:
first, the Reynolds-averaged Navier–Stokes is used for initial calcu-

lation with a time step ofΔt1 � 1 ⋅ 10−5 s, employing the k − ω SST
turbulence model. When the flow field reaches a statistically stable
condition, the calculated results are used as the initial flow field for

the WALE-LES calculation, with a time step of Δt2 � 5 ⋅ 10−6 s.

Samples in a specific area have been recorded at 1 ⋅ 10−5 intervals to
guarantee sufficient resolution for analysis. The physical values used

for the simulation are reported in Table 1. The initial values of density
ρt�0, pressure pt�0, and injection velocity magnitude Uinj;t�0 are

provided, and these physical quantities can be calculated in real time
during the simulation through the ideal gas equation of state.

IV. Result

A. Flow Field Organization

This section illustrates the instantaneous and time-averaged of
several substantial quantities to present the flow structure. As shown
in the Fig. 3a, lateral injection results in a steady characteristic that
manifests as the velocity heterogeneity in the axial direction, char-
acterized by acceleration downstream. Figure 3b shows that the
velocity within the chamber is significantly less than the speed of
sound, indicating that the compressibility in this region can be
neglected. The dimensionless fluctuation amplitudes describe the
statistical characteristics of velocity, as shown in Fig. 4. A small peak
in fluctuation amplitude is noticeable near the chamber’s front, likely
attributed to the no-slip boundary conditions, resulting in slight
vortex shedding at the leading edge. As vortexes dissipate gradually
due to viscosity, a stable laminar flow is established within the region
0:1 �m� < x < 0:65 �m�. Beyond 0:65 �m�, the fluctuation ampli-
tude near the grain �r∕Rc � 0:9� gradually increases, reaching a
plateau at x � 0:8 �m�. Similar trends are observed for different
radial positions, aligning with the findings of Gazanion et al. [11]
and Dunlap et al. [46], further elucidating the turbulent development
within the chamber. Instantaneous vorticity contours (Fig. 5) and
turbulent structures (Fig. 6), extracted using theQ criterion isosurface
[47], corroborate these observations. Downstream, vorticity intensi-
fies near the grain, leading to the appearance of annular rollers around
x � 0:65 �m�, indicative of vortex generation due to instability.
These rollers progressively grow downstream, eventually transition-
ing into larger-scale vortexes by x � 0:8 �m�, marking the onset of
fully turbulent flow owing to energy cascade phenomena. The simu-
lated vortex shedding aligns with previous studies on PVS [2,3],
affirming its occurrence within the chamber. This analysis delineates
three distinct regions within the chamber: Region I spans 0 �m� <
x ≤ 0:65 �m�, Region II encompasses 0:65 �m� < x ≤ 0:8 �m�, and
Region III extends from 0:8 �m� < x ≤ 1:084 �m�. This is consistent
with the analysis results of [12].

B. Analysis of Pressure Oscillations

This section employs Fourier transform-based frequency analysis
to scrutinize the characteristics of pressure oscillations across differ-
ent frequencies and spatial distributions within the chamber. Eight
strategically positioned monitoring points (MP1–MP8) were chosen

N1

N2

N3 N4

a)

Solid wall

Propellant grain

Supersonie outfow

Solid wall

b) c)
Fig. 2 a) and c) Mesh scheme of SRM. b) Three-dimensional visualiza-
tion of the SRM.

Table 1 Physical valuesused for
the simulation in this study

Parameter Value

Cp, J∕�kg ⋅ K� 2340

λ,W∕�m ⋅ K� 0.0242

R, J∕�kg ⋅ K� 287

γ 1.14

μref , kg∕�m ⋅ s� 1:70 ⋅ 10−5

Tref , K 273

Tinj, K 3:70 ⋅ 103

S, K 110

M, kg/mol 2:90 ⋅ 10−2

_m, kg∕�s ⋅m2� 44.5

pt�0, MPa 9.00

Uinj;t�0, m/s 5.25

Mainj;t�0, 4:77 ⋅ 10−3

ρt�0, kg∕m3 8.48

ς 0.200

Cw 0.325
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in Table 2. Instantaneous pressure data at these points were meticu-

lously recorded.
Owing to the flow’s axial heterogeneity induced by PVS, the time-

averaged and oscillation amplitudes of pressure at these monitoring

points exhibit significant variations, as depicted in Fig. 7. As the flow

progresses downstream, a noticeable reduction in time-averaged

pressure is observed, compared to a substantial increase in pressure

oscillation amplitudes at points within Regions II and III. This

decline in time-averaged pressure can be attributed to fluid acceler-

ation, whereas the surge in pressure oscillations is directly linked to

the presence of PVS.

To further investigate the frequency characteristics of pressure
oscillations, we sampled the pressure along a monitoring line on
the grain �y � 0 �m�; z � −0:0425 �m�; 0:05 �m� ≤ x ≤ 1:08 �m��.
Subsequently, spectrum analysis was performed on the collected data
to reveal the frequency and spatial distribution of pressure oscillation

energy. The spatial resolution was set at 1:53 × 10−3 �m� and the
frequency resolution at 25 Hz. Calculation used the Welch method,
whereas a flat-top window function was applied for truncation with
50% overlap. Figure 8 depicts the main acoustic mode, predominantly
situated in Region II, corresponding to the previously discussed PVS.
The frequency band exhibits a bandwidth of approximately 600 Hz,
and its central frequency is 1900Hz. Considering its spatial correlation
with PVS in the flow, this acoustic mode (f � 1900 Hz) is designated
as the PVS frequency.
For comparison, the intrinsic acoustic modes of SRM are evalu-

ated. According to classical acoustic theory, the acoustic wave equa-
tion can be expressed as

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

0.3

Fig. 4 Fluctuations intensities of axial velocity in chamber.

Fig. 5 Contours of instantaneous ωy in longitudinal xz plane located in y � 0 �m�.

Fig. 3 Contours of time-averaged a) axial velocity and b) Mach number in xz plane located in y � 0 �m�.

Fig. 6 Visualization of instantaneous turbulent structures through an isosurface of the Q criterion, Q � 8 ⋅ 105 �s−1�.

Table 2 Location of monitoring points in SRM

MP1 MP2 MP3 MP4 MP5 MP6 Mp7 MP8

Region I I I II II II III III

x, (m) 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90

y, (m) 0

z, (m) −0.035
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1

a2
∂2 ~p
∂t2

− ∇2 ~p � 0 (16)

Pressure oscillations ~p∕p ≪ 1 is satisfied, and the one-

dimensional assumption is adopted in the cylindrical chamber, so

the pressure oscillations have the following form:

~p � P�x�e2jπft (17)

By substituting Eq. (17) into Eq. (16) and using the standing wave

solution, the frequency of intrinsic acoustic modes of the SRM

combustion chamber can be expressed as

fnL � n γRT
p
2L

(18)

The acoustic mode order, denoted as n, is represented by a positive
integer, whereas the distance from the front end of the combustion

chamber to the throat of the nozzle is L � 1:156 �m�. In Fig. 8, the

first four orders of intrinsic acoustic modes f1L ∼ f4L are delineated

by dashed lines, corresponding to frequencies of 475, 951, 1427, and

1904Hz, respectively. Thesemarkings align with findings from prior

research on pressure oscillations in SRM [7,8,22,48–50], indicating a

coupling between vortex shedding and the intrinsic acoustic mode.

Within Region III, the pressure oscillation bandwidth progressively

widens, accompanied by the disappearance of lower frequency

components. This phenomenon signifies the breakdown of vortex

structures and the energy cascade froma frequency standpoint.As the
flow transitions toward fully turbulent conditions, small-scale turbu-
lence characterized by high oscillation frequency and broad band-
width becomes increasingly prominent.

C. Vortex-Acoustic Coupling

A more profound comprehension of pressure oscillations can be
achieved by scrutinizing the correlation between pressure over time
and space and the coherent structures generated by PVS. The space-
time correlation coefficient of pressure oscillations is defined as
follows:

Cpp�x;Δx;Δt� �
~p�x; t� ~p�x� Δx; t� Δt�

~p2�x; t� 1∕2
~p2�x� Δx; t� Δt� 1∕2 (19)

Uc�x;Δx� �
Δx

argmax
Δt

�Cpp�x;Δx;Δt�� (20)

Δx and Δt represent the spatial separations in the axial directions
and the time delay, respectively. The overbar indicates averages taken
over time. Cpp, as depicted in Fig. 9, is derived from the monitoring

line established on the grain (r � Rc). In Region II, the coherent
structures manifest as distinct alternating strips of high positive and
negative correlation, indicating that the vortexes convey pressure
information downstream. As these strips formed upstream break
down, the stable, coherent structures within the pressure field vanish,
resembling the typical structures observed in turbulent boundary
layers [48,51]. Analyzing the strips in Region II can help unveil the
spatial distribution and movement patterns of vortexes within the
chamber. Following Refs. [22,52], the convective velocity Uc of
vortexes is defined as the ratio of the spatial interval to the time delay
at which the correlation coefficient reaches a positive peak. The plot
in Fig. 10 illustrates the relationship between local convective veloc-
ity Uc and interval Δx at a specific axial position. It is observed that
when Δx is sufficiently small, the local Uc remains nearly constant.
Furthermore, the graph in Fig. 10 demonstrates a general trend of
increasing localUc along the downstreamdirection. This phenomenon
arises from flow acceleration with lateral injection, where the axial
velocity of the flow field continuously increases along the axial
direction. Because at Δt � 0 �s�, the two consecutive peaks in Fig. 9
can be used to estimate the local vortex spacing [22], an alternative
contour of the correlation coefficient is presented in Fig. 11, calculated

0.1 0.105 0.11 0.115 0.12
8.8

8.9

9

9.1

9.2
MP1
MP2
MP3
MP4
MP5
MP6
MP7
MP8

Fig. 7 Pressure-oscillation signals extracted from MP1 to MP8.

Fig. 8 a) Contour of pressure signals’ spectrum on grain. b) Slices at specific axial location.
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by Eq. (19) with Δt � 0 �s�. The positive peaks in the correlation

coefficients on both sides reflect the asymmetric distribution of
vortexes along the axial direction induced by PVS. In Region I, the
positive peaks only appear at Δx � 0 �m� and Δx > 0 �m�, indicat-
ing a significant local and downstream vortex structure. The distance
between the two positive peaks indicates the spacing between the

vortex at this position and the next vortex downstream. Moving
downstream, in Region II, the positive peak at Δx < 0 �m� suggests
that the vortex is generated upstream. Meanwhile, the increasing
vortex spacing with position is attributed to the difference in con-

vective velocity between adjacent vortexes. In Region III, the down-
stream vortexes begin to break down, resulting in only the

observation of the upstream positive peak. The downstream and
upstream vortex spacings in x are denoted as dv1�x� and dv2�x�,
respectively. A detailed definition of dv1�x� and dv2�x� can be
depicted in Fig. 12. It should be noted that dv2�x� cannot be defined
in Region I, as the vortexes have not yet been generated upstream.

Similarly, dv1�x� cannot be defined at Region III. Because of the
downstream acceleration dv1�x� is always greater than dv2�x�, which
results in the yellow thick lines in Fig. 11 not being parallel.
It is worth exploring the accuracy of the acoustic feedback model

developed by Rossiter [15] in calculating the PVS frequency in the

flow with lateral injection after analyzing the characteristics of
pressure oscillations. Dotson et al. [14] extended Rossiter’s model
to SRM, dividing the entire process into four parts: 1) vortexes are

generated at a certain position and move along the downstream
direction. 2) Vortexes strike the boundary (in this case, the contrac-

tion section of the nozzle) at a certain frequency, causing acoustic
disturbance. 3) The disturbance propagates upstream. 4) The disturb-

ance reaches the vortex shedding location and then triggers new

Fig. 9 Contours of space-time pressure correlation coefficient at different axial location.

0 0.01 0.02 0.03 0.04 0.05 0.06

60

80

100

120

140

160

180

200

220

Fig. 10 Local convection velocity of the eddies.

Fig. 11 Contours of space pressure correlation coefficient.
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vortex shedding, closing the feedback loop. In this process, the

acoustic feedback frequency fAM can be expressed as Eq. (21)

[53,54]:

fAM � d−1ν − χ∕l
1∕Uc � 1∕a

(21)

The correction factor χ is employed to rectify the time lag between

vortex impact and the generation of acoustic disturbance [14], with a

range from 0 to 25, as documented in [22]. The acoustic feedback

distance l is defined as the distance from the vortex shedding position

at x � 0:650 �m� to the impact point at x � 1:08 �m�. In this inves-
tigation, χ � 0, l � 0:43 �m�, and a � 1100 �m∕s�. As previously
mentioned, both the spacing between vortexes and the convective

velocity vary considerably along the axial direction. Hence, the

averages of vortex spacing dv�x� and convective velocity Uc�x� are
defined as Eq. (22), where δx is an integral parameter which is much

smaller than dv1�x� and dv2�x�:

dv�x� �

1

δx

x�δx∕2

x−δx∕2
dv1�τ� dτ x ∈ Region I

1

2δx

x�δx∕2

x−δx∕2
�dv1�τ� � dv2�τ�� dτ x ∈ Region II

1

δx

x�δx∕2

x−δx∕2
dv2�τ� dτ x ∈ Region III

Uc�x� �
1

δx

x�δx∕2

x−δx∕2
Uc�τ� dτ (22)

The simulated and linear fitting results at various positions are

depicted in Fig. 13. The slope derived from the fitting denotes the

acoustic feedback frequency, which closely aligns with the predicted

PVS frequency discussed earlier. Clearly, the acoustic feedback

model maintains a high level of accuracy in forecasting the PVS
frequency in accelerated flow. Furthermore, it highlights that the

pressure oscillation frequency remains constant with position during

PVS, consistent with the spectrum analysis findings. However,

despite examining vorticity contour, Q-criterion, or spectrum analy-

sis of pressure oscillations on the grain, no significant large-scale
vortexes were observed in Region III. Thus, the acoustic feedback

model still exhibits limitations in elucidating PVS frequency. In the

subsequent section, RVMD is used to further analyze the spatial

distribution of large-scale vortexes generated by PVS.

D. Reduced-Order Variational Mode Decomposition

To gain a deeper insight into PVS, RVMD is applied to the

y-direction vorticity ωy at the xz plane positioned at y � 0 �m�. The
range along the axial direction spans from 0:05 �m� to 1:08 �m�,
comprising 299 points. Along the z direction, the range extends from
−0:0425 �m� to 0 �m�, with 43 points. A total of 700 flow snapshots

are selected with a sampling interval of 2 ⋅ 10−5 �s�, providing a

frequency resolution of 71:42 �Hz�. Consequently, the total data vol-
ume amounts to 299 × 44 × 700 � 8;999;900. The choice of filter

parameters significantly influences the results of RVMD [37]. If the

filter parameter α is too small (resulting in a wide filter bandwidthΔ),
individualmodes in theRVMDmayencompassmultiple characteristic

frequencies, diminishing their interpretability. Conversely, an exces-
sively large α (narrowΔ) can reduce RVMD’s adaptability, potentially

leading to a filter bandwidth smaller than the frequency resolution.

Table 3 illustrates the relationship between filter parameters and their

corresponding filter bandwidths, expressed in both hertz and sampling

points. Based on the bandwidth obtained from spectrum analysis in

Sec. IV.B, α is set to 23011 �Hz−2�, with Δ � 600 �Hz�.
In determining the number of modes K, trial calculations are

employed to assess the impact of K on decomposing the vorticity

field, with convergence residuals set to ε � 10−3. Figure 14 show-
cases the central frequency and energy ratio of each mode under

different K values, elucidating how K influences RVMD outcomes.

Overall, RVMD exhibits a strong capability to capture flow charac-

teristics. Without prior information (uniform initialization of central

frequencies), the modes tend toward characteristic frequency bands,
except in instances where K is too small. In such scenarios, insuffi-

cient modes result in inaccurate calculation of the central frequency
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0.2

0.4

0.6

0.8
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a)

-0.1 -0.05 0 0.05 0.1

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

b)

-0.1 -0.05 0 0.05 0.1

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

c)

Fig. 12 Definition of dv1�x� and dv2�x� in a) x � 0:65 �m�, b) x � 0:72 �m� and c) x � 0:84 �m�.

0.045 0.05 0.055 0.06 0.065 0.07

80

90

100

110

120

130

140

150

0.65

0.7

0.75

0.8
Linear fitting
Simulated

Fig. 13 Verification of acoustic feedback model, where points are col-
ored by their axial position.

Table 3 Filtering parameters α and the
corresponding filter bandwidths Δ

α, Hz−2 2537667 101506 23011 4060 649

Δ, (Hz) 57 286 600 1428 3571

Δ, (Points) 0.8 4 8.4 20 50
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of the mode. For instance, when K � 4, RVMD fails to analyze any

mode with a central frequency within the characteristic frequency

band. Increasing K significantly improves this situation, although

larger K values may adversely affect calculation and convergence

speeds. Consequently, RVMD parameters are set to K � 20 for

subsequent formal calculations, with convergence residuals set to

ε � 10−5 to ensure accuracy.

The central frequency and energy ratio distribution of the modes

obtained from the RVMD are depicted in Fig. 15. Modes 15 and 16

exhibit a notable advantage in energy ratio, with their central frequen-

cies closely aligned at 1964 (Hz) and 1966 (Hz), respectively. When

the result of spectrumanalysis is used as the standard, the relative errors

of the acousticmodel andRVMDare 2.84 and 3.42%, respectively. To

explore the relationship between these two modes, we computed the

cross correlationRk 0k and the corresponding phase lagΔφk 0k of the ck.

The highest correlationwas observed betweenmodes 15 and16,with a
corresponding phase lag jΔφ15;16j � jΔφ16;15j ≈ π, resembling the

anti-phased modes in Fourier analysis. Given their substantial corre-
lation and the absolute advantage in energy ratio over other modes,
modes 15 and 16 are denoted as a pair of primary modes:

Rk 0k �
maxτ

∞
−∞ ck�t�ck 0 �t� τ� dt

∞
−∞ jck�t�j2 dt ∞

−∞ jck 0 �t�j2 dt
(23)

Δφk 0k � 2πfkτ τ � argmax
τ

∞

−∞
ck�t�ck 0 �t� τ� dt (24)

Figure 16 illustrates the spatial distribution of the primary modes.
In most regions of the flow field, the discrepancies between the

Fig. 14 a) RVMD results under different K include the central frequency and energy ratio. b) Partial enlargement of a).

Fig. 15 a) Central frequency and energy ratio of each mode; the red box is the PVS frequency band. b) Maximum cross-correlation coefficient of the
modes.

Fig. 16 Spatial distribution of the primary spatial modes in xz plane with y � 0 �m�: a) ϕ15 and b) ϕ16.
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primary modes are minimal. Along the axial direction, the spatial
distribution alternates between high and low values, gradually
increasing in Region II before rapidly decreasing, although it remains
significantly elevated compared to the background. When observed
along the z direction, the primary modes initially emerge near the
grain and progressively extend into the interior of the flow as their
amplitudes increase.
From a spatial distribution and central frequency perspective, the

primarymodes decomposed byRVMDexhibit striking similarities to
the PVS analysis results discussed earlier. Regarding frequency, the
central frequencies of these primary modes predominantly cluster
around 1965 Hz, aligning closely with the characteristic frequency
band identified through pressure spectrum analysis and correspond-
ing well with the PVS frequency prediction from the acoustic feed-
back model, with an acceptable margin of error. Spatially, the
positions of the primary modes closely align with the determined
PVS locations based on flow field analysis; their radial distribution
characteristics also correspond to vortex growth patterns. Addition-
ally, in Region III, the spatial distribution of primarymodes exhibits a
declining trend, progressively diffusing into the flow interior, reflect-
ing the observed breakdown of vortexes in the spatial-temporal
correlation analysis.
However, contrary to previous analyses, RVMD unveils large-

scale vortexes that have not fully dissipated, many of which have
detached from the grain. These structures impact the nozzle at
specific frequency, generating acoustic disturbances that propagate
upstream, initiating PVS and completing the acoustic feedback loop.
Consequently, the RVMD results support the acoustic feedback
model’s explanation of PVS.
Earlier pressure spectrum analyses have demonstrated the cou-

pling between PVS and the intrinsic acoustic mode of the chamber.
As discussed in previous research, when the frequencies are coupled
in flow fields undergoing OVS, a distinct lock-in phenomenon
occurs, resulting in a constant frequency of pressure oscillations
caused by vortex shedding. Given that previous sections have estab-
lished PVS as the direct driver of pressure oscillations under these
conditions, time-frequency analysis of vorticity can further aid in
analysis and investigate the occurrence of lock-in in PVS.
The spatial modes ϕk and their corresponding time evolution

coefficients ck, decomposed from the vorticity field through RVMD,
unveil the temporal and frequency characteristics of the modes. By
appropriately selecting IMF, conducting HSA solely on ck suffices to
discern the central frequency trend over time, as proposed in the
Time-Frequency Analysis Based on RVMD by Liao et al. [37]. The
HSA results on the time evolution coefficients of the primary modes
during a time period, depicted in Fig. 17, reveal that the PVS
frequency remains stable over time, validating its temporal consis-
tency coupled with the intrinsic acoustic mode.

V. Conclusion

In this study, the flow field in a large length-diameter ratio SRM is
presented using a single-phase three-dimensional compressible Nav-
ier–Stokes equations and LES method. Visualizations based on
vorticity and the Q-criterion revealed that the PVS appear in the

SRM, preliminarily displaying the generation, development, and
breakdown of large-scale vortexes. Meanwhile, pressure spectrum
analysis revealed a primary acoustic mode on the grain, whose main
spatial distribution highly coincided with the region of PVS, sug-
gesting a potential association with vortex shedding. Calculations of
the chamber’s intrinsic acoustic modes indicated that it is coupled
from the PVS frequency. Spatial-temporal correlation analysis of
pressure further revealed the evolution process of vortexes caused
by PVS and validated the accuracy of Rossiter’s acoustic feedback
model in predicting the PVS frequency in accelerating flow. Finally,
the analysis of the vorticity field using RVMD demonstrated the
method’s capability to significantly reduce data volumewhile captur-
ing the spatial, frequency, and temporal characteristics of the flow
field effectively. 1) In the RVMD results of the vorticity field, the
spatial distribution of the primary modes accurately captured the
generation, development, and breakdown of vortexes in PVS and
also captured large-scale vortexes that were not fully broken at the
rear of the chamber, further validating the physical accuracy of the
acoustic feedback model. 2) By the adaptive determination, RVMD
accurately captured the frequency of the PVS. 3) Based on RVMD
and conventional signal processing techniques, a modal-based time-
frequency analysis framework naturally emerged in the Hilbert per-
spective, which verifies temporal steadiness of the PVS frequency.

Appendix A: Berman Equation and Taylor–Culick
Solution

Berman [55] proposed the equation for flow in a circular chamber
with lateral injection, and the viscous effects are represented by the
defined injection Reynolds number Res:

F 0

r0

F 0

r0

0
−

F 0

r0

2 0
� 1

Res

1

r0
r0

F 0

r0

0 0 0
� 0

F 0

r0

0

r0→0

� F

r0 r0→0

� F 0
r0→0

� 0 F
r0→1

� 1 (A1)

Φ � xF�r0� Ua � 1

r0

∂Φ
∂r0

Ur � −
1

r0

∂Φ
∂x

r0 �
r

Rc

(A2)

Res �
2ρUinjRc

μ
Rec �

2ρUaRc

μ
(A3)

TheBerman equation can yield the Taylor–Culick solution [56,57]
for cases with Res → ∞. Experimental and numerical studies have
validated this flow pattern, and it is known for its strong robustness
[58–61]. Under the conditions of Res > 100, the Berman equation
shows little difference from the Taylor–Culick solution [11]. At the
same time, it only deviates significantly from actual flows at axial

flow Reynolds number meets Rec > 105 [22]. The velocity field
calculated by the Taylor–Culick solution is as follows:

Ua � π
x

Rc

Uinj cos
π

2

r

Rc

2

Ur � −
Rc

r
Uinj sin

π

2

r

Rc

2

(A4)

Appendix B: Mesh Independence

Three types of mesh were constructed in this study, and their
parameters are listed in Table B1. The comparison between approxi-
mate Kolmogorov length η [62] and cell length Δc is presented to

0 1 2 3 4 5 6 7 8
10-3

1600

1800

2000

2200

2400

Fig. 17 Instantaneous frequency of the primary modes.

Table B1 Summary of the mesh setting

N1 N2 N3 N4 η∕Δc

Fine mesh 38 50 710 86 O�10−1�
Medium mesh 34 46 670 80 O�10−2�
Coarse mesh 29 40 648 66 O�10−2�
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demonstrate the mesh’s reasonable resolution for turbulence. The
comparison is primarily focused on Region III. Equation (B1) uses

the relations εt ≈ μω2
m and ν � μ∕ρ. εt is the turbulent dissipation

rate, ν is the kinematic viscosity, and ωm is the vorticity magnitude:

η � ν3

εt∕ρ

1∕4
∼

μ2

ρ2ω2
m

1∕4
(B1)

The momentum flux coefficient β for the SRM flow field under
different grids was calculated, which can reflect the flow transition
[24]. The variation of β in the combustion chamber under different
mesh with axial coordinates is shown in Fig. B1. The theoretical
results are calculated based on the Taylor–Culick solution. When
calculating β based on the theoretical solution, assuming that the
time-averaged density is uniform over the rθ plane, which means
ρ�x; r; θ� � ρb�x�, β obtained from the theoretical solution will not
change with the axial position due to the velocity distribution char-
acteristics. But β undergoes significant changes in the simulation due
to turbulence [24]:

β�x� �
Rc

0

2π

0

ρ�x; r; θ� u2�x; r; θ� dr dθ ρb�x�u2b�x�πR2
c

��b �
Rc

0

2π

0

��r dr dθ πR2
c (B2)

The calculation results under the three types of mesh are similar. In
the front of the chamber, β obtained from numerical calculations
remains relatively stable and is basically consistent with the theoreti-
cal solution. Because of the generation and development of turbu-
lence downstream, β in the numerical calculation results deviates
from the theoretical solution and rapidly decreases. The gap between
the medium and the fine mesh is relatively small among them.

Appendix C: Verification of Mass Conservation

To further assess the numerical accuracy of the simulation, a
cylindrical control volume (CV) is deployed at the front section of
the chamber,whereMach is less than 0.1.As indicated byFig. C1, the
top surface of CV aligns with the solid wall of SRM, and its lateral
surface aligns with the propellant grain. Consistent with fluid
mechanics conventions, the normal direction of the surface is from
the inside to the outside of the CV. By adjusting xl which is the height
of CV, the mass conservation in different spatial configurations can

be assessed. Referring to Eq. (C1), mass change in CV _mCV�xl� can
be calculated through mass flux qin�xl� and qout�xl�.

qin�xl� �
Sin�xl�

ρuini dS qout�xl� �
Sout�xl�

ρuini dS

_mCV�xl� � qin�xl� � qout�xl� (C1)

The mass conservation is verified in three types of mesh, and the
result is depicted in Fig. C2. Because the time-averaged mass within
the CV is constant, condition _mCV�xl� → 0 should be met. Only the
simulation using fine mesh adequately satisfies the aforementioned

condition. So, the fine mesh is selected for simulation to achieve
better accuracy.

Appendix D: Accuracy Verification

The Taylor–Culick solution shows the theoretical velocity field in
the cylindrical chamberwith lateral injection is applied to validate the
accuracy of the simulation calculated with fine mesh. Figure D1
shows the mean axial and radial velocity simulation and theoretical
results at different stations. Because the flow gradually transitions to
turbulence downstream, data from five stations are selected for
comparison. The time-averaged velocity distribution in the numerical
calculation results is close to the theoretical results, which validates
the accuracy of the simulation.

Appendix E: Algorithm of RVMD [37]

The complete conputational strategy of RVMD is presented in this
section. We use �⋅�T to denote the transpose, �⋅�� to denote the

conjugate, and �⋅�H to denote the conjugate transpose of matrices
and vectors. The definitions of some important intermediate variables
are as follows:

ϖi � ifs∕T; i � 0; 1; 2; : : : ; T∕2

fs is the sampling frequency andT is the number of snapshots:

ĝnk;i � 1∕�1� 2α�ϖi − fnk�2�; i � 0; 1; 2; : : : ; T∕2

W � diag�ϖ�
Ĝn

k � diag�ĝnk�
ĉ � Ffcg F is Fourier transform (E1)
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Fig. B1 Axial variations of momentum flux coefficient β.
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Fig. C1 a) Three-dimensional visualization of the control volume

(CV) in SRM. b) Normal vector of surface.
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Fig. C2 Verification of mass conservation in three types of mesh.
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The outline of the algorithm is as follows:
1) Set iteration step 0 → n, and initialize fϕk; ck; fkgjKk�1.
2) Loop:

from k � 1 to K do:
a) update the residual matrix for the kth mode using

R̂n
k � Q̂ −

k−1

i�1

ϕn�1
i ĉn�1;T

i −
K

i�k�1

ϕinĉ
n;T
i (E2)

b) update the spatial mode using

ϕn�1
k � RefR̂n

k ĉ
n;�
k g

kRefR̂n
k ĉ

n;�
k gk (E3)

c) update the Fourier transform of the time-evolution coefficient
using

ĉn�1
k � Ĝn

kR̂
n;T
k ϕn�1

k (E4)

d) update the central frequency using

fn�1
k � ĉn�1;H

k Wĉn�1
k

ĉn�1;H
k ĉn�1

k

(E5)

Set n� 1 → n, and exit the loop when the following criteria is
met:

K

k�1

kun�1
k − unkk2F
kunkk2F

≤ ε uik � ϕi
kc

i
k (E6)

3) Reconstruct the time-evolution coefficient ck from ĉk using the
Hermitian symmetry and inverse Fourier transform to obtain the
RVMD modes.
A MATLAB program for RVMD is available at https://github.

com/ZimoLiao/rvmd.
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