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1. [z H

1.1. Model Checking | [E]J

Ef: FEMX: Verification in Logics
Most logics used in the design, specification and verification of computer
systems fundamentally deal with a satisfaction relation:

ME ¢
@ M is some sort of situation or model of a system

@ ¢ is a specification, a formula of that logic, expressing what should be
true in situation M.

@ At the heart of this set-up is that one can often specify and
implement algorithms for computing F.

B T— e
o o WMAGZE—UEN M F1 4?7 &: —FFER: M ¢ A Logics

e Propositional logic, First-order logic, Higher-order logic
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1. [z H

1.1. Model Checking | [E][ | Limitation of first-order logic
S0 O 83
S1 i j—»é S92

Ff5]: How to define Reachability as ¢

Given nodes n and n’ in a directed graph, is there a finite path of
transitions from n to n'?

N

R —rpEE

(u = v)VIx(R(u,x)AR(x,v))VIziIze(R(u, 21)AR(x1, £2) AR(22,))V...

o This is infinite, so it' s not a well-formed formula.

@ Can we find a well-formed formula with the same meaning? No!
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1. [z H

1.1. Model Checking | E][ | Limitation of higher-order logic

B B—#E % Second-order Logic
—3APVzVyVz (C'l A Coy A Cs A 04)

where
oh & P(z,x)
0y P(z,y) A P(y,z) = P(z,2)
Cs & P(u,v) —» L
Cs = R(x,y) » P(a,y)
]

o MELUEMY, HUIED
o AT EHERIE?
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1. [z H

1.1. Model Checking | [E]J | Limitation of Logics

B T— e &
o o WAGE—UEX M 1 ¢? &: —H#AHR: M ¢ A Logics

e Propositional logic, First-order logic, Higher-order logic

EHE— KBl

R Logics SRE#48# M BIGRS?
o NEEN]

o BEFEENNL?
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1. (A
1.1. Model Checking | ZER R

AENE: (AH-1 KA)
o ARV (EHENXBIFR):
o EHFIEN¢: LTL, CTL, ...
o EIENM: Transition System
o NuSMV iEEHI{EH
T—% (Fid) (2. Big)
o WMANZITE AR _Lid o)
o T SAT k2T A, 0 BMC
o FITHTRYE L, 0 BDD
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1. iZH
1.1. Model Checking | X

BErrom: EMX: Verifier

A verifier for a language A is an algorithm V', where

A ={w |V accepts (w,c) for some string c }.

BAERIOB: JEIEdiE

(1) MERE w. (2) BN A (3) (FHEHED) HHEIEHA c
(4) EREEIERR V, I ¢ WHRBw e A

Specification
A=

Model Checking: (1) M = M,s (2) ¢: classical logic = temporal logic
FERER
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BEHEH: GEE
(1) HRAE . (2) @it A
() ERBIES V. DA

1 mA

Model Chec:
HIER

To verify that a system satisfies a property, we must do three things:

= model the system using the description language of a model
checker, arriving at a model M;

= code the property using the specification language of the model
checker, resulting in a temporal logic formula ¢;

= Run the model checker with inputs M and ¢.

Models like M should not be confused with an actual physical system.
Models are abstractions that omit lots of real features of a physical system,
which are irrelevant to the checking of ¢. This is similar to the abstractions
that one does in calculus or mechanics. There we talk about straight lines,
perfect circles, or an experiment without friction. These abstractions are
very powerful, for they allow us to focus on the essentials of our particular
concern.



1. [z H

1.1. Model Checking | X

TEN: Model checking

Model checking is the process of computing an answer to the question of
whether M, s E ¢ holds, where

@ M is an appropriate model of the system under consideration.
@ s is a state of that model

@ k= is the underlying satisfaction relation

@ ¢ is a formula of one of the following temporal logics:
o Linear-time Temporal Logic (LTL)

o Computation Tree Logic (CTL)
e etc.

T— i@l &k: temporal logic? LTL? CTL?
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1. [z H

1.2 Linear-time temporal Logic (LTL)

EX: Linear-time temporal logic (LTL)
Linear-time temporal logic (LTL) has following syntax given in BNF:

=T | L[p|(=¢)[(0AQ)[(pV )| (— )

| (X )| (Fo)|(Go)[(@U¢)|(6We)|(sR )

where p is any propositional atom from some set Atoms.

Convention: The unary connectives (consisting of - and the temporal
connectives X, F and G) bind most tightly. Next in the order come U, R
and W; then come A and V; and after that comes —. For example:

o (Fp)A(Gq)—>(pWr)=FpAGqgopWr

o (F(p—=(Gr)Vv((-q)Up)=F(p—-Gr)v-qUp

o (pW(Wr)=pW(gWr)

o ((G(Fp)—=(F(qVvs)=GFp—F(qVs)

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1 mA

It" s boring to write all those brackets, and makes the formulas hard to
read. Many of them can be omitted without introducing ambiguities;
for example, (p — (F ¢)) could be written p — F ¢ without ambiguity.
Others, however, are required to resolve ambiguities. In order to omit some
of those, we assume similar binding priorities for the LTL connectives to
those we assumed for propositional and predicate logic.



1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

ER: EX (FBME) HEFFS? W X F, G U W, R
B BEX—MEE LR, REHRAXMERREXFFS

B : EMX: finite automaton

A finite automaton is a 5-tuple (@, X%, 9, qo, F'), where
@ Q is a finite set called the states,
@ X is a finite set called the alphabet,
Q J:Q x X — Q is the transition function,
Q qo € Q is the start state, and
© F C @ is the set of accept states.

0 1
0

(o)
start —
0,1
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1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

B EX (EfE) HHFFS? W X, F, G U, W, R
B TEX—MREURE, REH AR MEERSREXHHFS

TEN: Transition system
S0

A transition system M = (S,—, L) is
o S: a set of states
@ —: a transition relation. S9

o every s € S has some s’ € S with
s— s

@ L: a label function.
o L:S — P(Atoms)

o S = {80,81,82}
@ transitions: sg — S1, Sg — S2, S1 — Sg, S1 — S92, S9 — S9

° L(so) = {pq}, L(s1) = {g, 7}, L(s2) = {r}

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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Transition systems are also simply called models in this chapter. So a
model has a collection of states S, a relation —, saying how the system
can move from state to state, and, associated with each state s, one has
the set of atomic propositions L(s) which are true at that particular state.
We write P(Atoms) for the power set of Atoms, a collection of atomic
descriptions. For example, the power set of {p, q} is {0, {p}, {q}, {p,q}}.
A good way of thinking about L is that it is just an assignment of truth
values to all the propositional atoms, as it was the case for propositional
logic (we called that a valuation). The difference now is that we have more
than one state, so this assignment depends on which state s the system is
in: L(s) contains all atoms which are true in state s.



1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

TE N : path
A path in a model M = (S, —, L) is an infinite sequence of states

S1, 89,83, ... in S such that, for each i > 1,s; — s;11. We write the path
as S — S2 — ...

v,

Consider the path m =51 — s9 — .. ..

@ It represents a possible future of our system: first it is in state sq,
then it is in state sg, and so on.

We write 7 for the suffix starting at s;, e.g., S3 — S4 — ...

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

TE X Semantic of LTL (for 7 E ¢)

Let M = (S,—, L) be a model and m = s; — so — ... be a path in M.
Whether 7 satisfies an LTL formula is defined by the satisfaction relation
E as follows:

QrET

Q@ rFEL

Q@ wEpiffpe L(sy)

O rk—¢iffTko

@ TEGI Ay iff TE G and T E dy

Q@ TE ¢V iff TE G or 7 E b

Q@ mF ¢1 — ¢ iff T E ¢ whenever mF ¢4
Q@ rEX¢iffi2E ¢

Q@ rEG giffforalli>1,nikE ¢
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— M S TFEBNAE
= X: next
G: global

F: future

U: until (strong version)

W: until (weak version)

R: release

500000000




1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

3. mEpiff pe L(s1)

For example, 7 E p:

S1 82 83 S4 S5 S¢ St S8 S9 S10

*r—r 00— —0—0——0—0—0—

p

8. TEX ¢ iff t2kE ¢
For example, m E X p:

§1 82 83 S84 S5 S¢ St S8 S9 Si0

*r———0—0—0—0—0—0—0—

p

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

9. TEG ¢iffforall i > 1,7 F ¢
For example, m E G p:

S§1 S2 83 S4 S5 S ST S8 S9 Si0

*r———0—0—0—0—0—0—0—

p p p P P P P P P P

10. 7 E F ¢ iff there is some i > 1 such that 7 = ¢
For example, m E F p:

S1 S2 S3 S4 S5 Se¢ St S8 S9 S10

*r—r 00— —0—0—0—0—0—

p

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

11. 7k ¢ U ) iff there is some i > 1 such that 7 £ ¢ and for all
j=1,...,i—1 we have 77 F ¢

For example, tEp U ¢:
87 88 89 S10

S1 S2 83 S4 S5 Sg
q

p p p p P P P P
12. m E ¢ W 4 iff either there is some i > 1 such that 7 £ 1) and for all
j=1,...,i—1 we have 77 E ¢; or for k > 1 we have 7* E ¢

For example, T Ep W ¢:
S7 88 89 S10

S1 S92 83 S4 S5 S
p p p P P P P P (¢
S7 88 89 S10

81 S2 83 S4 S5 Sg

p p p P P P P P P P

R FEFS
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1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

11. m E ¢ R 4 iff either there is some i > 1 such that 7* E ¢ and for all

j=1,...,4, we have ©/ E 1), or for all k> 1 we have 7% & ¢

For example, 7 F ¢ R p:
S1 82 83 S84 S5 S6 St S8 89 S10

p p p P P P P D
q

S4 85 S St S8 89 S10

S1 S2 83
*——0—0—0—0—0—0—0—0—— -

P P P P P P P P PP
MR ¢ Ry = (=9 U —¢)

R FEFS

EH#B https://faculty.ustc.edu.cn/hu:


https://faculty.ustc.edu.cn/huangwenchao

1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

EIFE N : Semantic of LTL (for m E ¢)

Let M = (S,—, L) be a model and m = s; — so — ... be a path in M.
Whether 7 satisfies an LTL formula is defined by the satisfaction relation
E as follows:

E X Semantic of LTL (for M, s F ¢)

Suppose M = (S,—, L) is a model, s € S, and ¢ an LTL formula. We
write M, s F ¢ if, for every execution path m of M starting at s, we have
T E .

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.2 Linear-time temporal Logic (LTL) | Semantics

e M,syFE pAq holds
e M, sy FE —r holds

S0
@ M,sg E T holds
@ o M,sgF X r holds
52 @ M, sy kE X (g Ar) does not hold
@ e M,so = G —(pAr) holds
51 e M, ss E G r holds

e For any state s of M, we have
M,sEF (-gAr) = FGr
@ Which 7 satisfies 7 E G F p?
@ T =8y —> 81 —~>S9g—~> 81—~ ... Yes
@ Ty =89 — Sg — S3 —> S2 — ... No
o M,s0EGF p— GF r holds
e M,s0EGF r— GF pdoes not hold

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.2 LTL | Practical patterns of Specification

Bl & R LTL BFE LAY Specification BYigit?
& BUWTEH
@ It is impossible to get to a state where started holds, but ready does
not hold:

G~ (started A —ready)

e For any state, if a request (of some resource) occurs, then it will
eventually be acknowledged-

G (requested — F acknowledged)

@ A certain process is enabled infinitely often on every computation
path:
G F enabled

E#B https://faculty.ustc.edu.cn/hu: R FEFS


https://faculty.ustc.edu.cn/huangwenchao

1. [z H

1.2 LTL | Practical patterns of Specification

Bl & R LTL BFE LAY Specification BYigit?
& BUWTEH
@ Whatever happens, a certain process will eventually be permanently
deadlocked.

F G deadlock

@ If the process is enabled infinitely often, then it runs infinitely often:

G F enabled — G F running

@ An upwards travelling lift at the second floor does not change its
direction when it has passengers wishing to go to the fifth floor:

G (floor2 A directionup A ButtonPressed5 — (directionup U floor5))

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.2 LTL | Practical patterns of Specification

TR MWPLE Specification NEER LTL Rigit?
% BEWMTEG

@ From any state it is possible to get to a restart state
e i.e., there is a path from all states to a state satisfying restart

@ The lift can remain idle on the third floor with its doors closed
e i.e., from the state in which it is on the third floor, there is a path
along which it stays there

LTL can’ t express these because it cannot directly assert the existence of
paths.

B4R

F—MiEsE: CTL

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. MA
1.2 LTL | Equivalences

(@AY) ==V H(QVY) =AY
-G¢op=F ¢ “Fo=G ¢ Xp=X ¢
~(¢U¢¥)=-9R—p —(¢6RY)=-9U -
Fvy)=F¢ovFEy  G@AY)=GonGoy

Fo=TU¢o Go=LRo
PUY=oWPAFyp  oWop=¢oUyVGy
¢WY=9R(pVY) ¢RY=9 W (6AY)
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1. [z H

1.3 Computation Tree Logic (CTL)

Bl EX: Linear-time temporal logic (LTL)
Linear-time temporal logic (LTL) has following syntax given in BNF:
=T | L[p|(=¢)[(¢NP)]|(pV&)|(— )
| (X )| (F¢)[(Go)|(0Ug)|(dWa)|(dR )

where p is any propositional atom from some set Atoms.

EX: Computation Tree Logic (CTL)
Computation Tree logic (CTL) has following syntax given in BNF:
=T |L[p|(=¢)[(6AP)][(pV )| (— )
| (AX ¢) | (EX ¢) | (AF ¢) | (EF ¢) | (AG ¢) | (EG ¢)
| Al¢ U ¢] | E[¢ U ¢]

where p is any propositional atom from some set Atoms.
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

TEX: Semantic of CTL (for M, s F ¢)

Let M = (S,—, L) be a model for CTL, sin S, ¢ a CTL formula. The
relation M, s F ¢ is defined by structural induction on ¢

QO M,sET

Q M,;s¥ |

Q@ M,sEpiffpe L(s)

Q M,sE-¢iff M,sE ¢

QO M,sE ¢ A iff M,sE ¢1 and M, s E ¢

QO M,sE ¢1V oy iff M,sE ¢ or M, s E ¢o

Q@ M,skE ¢1 — ¢ iff M, sE ¢o whenever M, s E ¢

Q M, sk AX ¢ iff for all s; such that s — s; we have M, s; F ¢

Q M, sk EX ¢ iff for some s1 such that s — s1, we have M, s1 E ¢
@ M,sE AG ¢ iff for all paths s;1 — sy — s3 — ..., where s1 equals

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

3. M,skEpiff pe L(s)

For example, /<><<> Q Q O

M,soE ¢ Q (P
O

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

S0
M, sE AX ¢ iff for all sq /C)\\
such that s — s1 we have @ @
M;s1F o
For example, /<>\ O Q Q

warsxs OO
O

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

S0
M, s E EX ¢ iff for some s; /CD\
such that s — s1, we have @
M7 51 E ¢
For example, /<>\ O Q Q

M, so FEX ¢ O (P
O

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

M, s E AG ¢ iff for all paths @ S0
$1 — S9 — S3 — ..., where

s1 equals s, and for all s; @ @

along the path, we have

Mok ()
For example, : : :

M,So':AG¢

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

M, s EEG ¢ iff there is a
path s1 — s9 — s3 — ...,
where s1 equals s, and for all
s; along the path, we have

M, siF ¢ /()\
For example,

M, so EEG ¢ O CP
O

e
s
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https://faculty.ustc.edu.cn/huangwenchao

1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

50
M, s E AF ¢ iff for all paths /CD\
$1 — S9 — 83 — ..., where
s1 equals s, and there is some /<> /QD\
s; such that M, s; E ¢
For example,

M, so E AF ¢ Q

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

M, s E EF ¢ iff there is a 50
path s1 — s9 — s3 — ...,

where s1 equals s, and there
is some s; such that

M.sir g /Q<© D@

For example, O
M, so EEF ¢ : CP
O
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

M, s E Alp1 U ¢o] iff for all

paths s1 — so — 83 — ..., 0

where s1 equals s, that path

satisfies ¢1 U ¢9, i.e., there is

some s; along the path, such @

that M, s; E ¢9, and, for

each j <, we have O O Q
M, s; E ¢y ; : :
For example,

M, 50 F Alp1 U ¢
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

M, sE E[p1 U ¢q iff there

is a path
$1 — 89 — 83 — ..., where 50

s1 equals s, that path

satisfies ¢1 U ¢o, i.e., there is @

some s; along the path, such

that M, s; E ¢9, and, for @

each j < i, we have -
O

M, si E 1

For example,

M,SQ = E[¢1 U ¢2]
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

e M,sqF pAq holds
@ M, sy E —r holds
@ M,s9FE T holds

S0 e M, sy EX (¢ Ar) holds
@ o M,sokF —=AX (g Ar) holds
So e M,syE—EF (pAr) holds
@ o M, sy FEG r holds
s1 e M, sy FE AF r holds

e M,soEE[(pAq) U r| holds
e M,spF Alp U r] holds

e M,so FAG (pVgVr — EF EGr)
holds
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

ez f5i):

Given a set of states A = {sg, 51, 52,53}, let RM be the set
{(s0,51), (s1,0), (1, 51), (51, 2), (52, S0), (83, S0), (53, 52) }. We may
depict this model as a directed graph in a figure where an edge (a
transition) leads from a node s to a node s’ iff (s,s’) € RM.

E i Kf5l: How to define Reachability as ¢
Given nodes n and n’ in a directed graph, is there a finite path of
transitions from n to n'?

E#B https://faculty.ustc.edu.cn/hu: R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

E i K f5: How to define Reachability as ¢

Given nodes n and n’ in a directed graph, is there a finite path of
transitions from n to n'?

Bl &6 —FhER
(u=v)VIz(R(u, ) \R(x,v))V3x;Ize(R(u, 1) AR(z1, x2) AR(22,v)) V...

| A\

@ This is infinite, so it" s not a well-formed formula.

@ Can we find a well-formed formula with the same meaning? No!
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

| Ff5: How to define Reachability as ¢

Given nodes n and n’ in a directed graph, is there a finite path of
transitions from n to n'?

E: S—#& 3 Second-order Logic

—3IPVYzVyVz (01 ACy A C3 A 04)

where
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

E i K f5: How to define Reachability as ¢

Given nodes n and n’ in a directed graph, is there a finite path of
transitions from n to n'?

HER: ERA CTL

M,nEEF (s=n)

N
S1 S2

A,
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1. [z H

1.3 Computation Tree Logic (CTL) | Equivalences

E#B https://faculty.ustc.edu.cn/hu:

—AF ¢ = EG —¢
—-EF ¢ = AG —¢
—AX 6 = EX —¢
AF ¢ = A[T U g]
EF ¢ = E[T U g]
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1. [z H

1.3 Computation Tree Logic (CTL) | LTL v.s. CTL

[EJ@: LTL cannot express these because it cannot directly assert the
existence of paths.

@ CTL can express the existence of paths.

ITHYEIRA: Is CTL better than LTL? i.e., Is LTL a subset of CTL?
ZZE: No

fi:
An LTL formula:
FGp

How to express it in CTL? AFAG p? No
Another LTL formula?
Fp—Fq

Ban?
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1. [z H

1.3 Computation Tree Logic (CTL) | LTL v.s. CTL | CTL*

CTL*is a logic which combines the expressive powers of LTL and CTL, by
dropping the CTL constraint that every temporal operator (X, U, F, G)
has to be associated with a unique path quantifier (A, E). For example:

@ A[(p U r) V (¢ Ur)]: along all paths, either p is true until r, or ¢ is
true until r.

o A[X p vV XX p]: along all paths, p is true in the next state, or the
next but one.

e E[G F p|: there is a path along which p is infinitely often true.
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

The syntax of CTL* involves two classes of formulas:

@ state formulas, which are evaluated in states:

¢u==T|p|(=0)[(¢A¢)[Ald]|Ela]

where p is any atomic formula and « any path formula
@ path formulas, which are evaluated along paths:

a:z==¢|(-a)[(ana)|(aUa)]|(Ga)|(Fa)|Xa)
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

CTL*

38 https://faculty.ustc.edu.cn/hus R FEFS
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1. [z H

1.3 Computation Tree Logic (CTL) | Semantics

Concluding:
o LTL, CTL, CTL* can be used to model ¢, instead of propositional
logics, first-order logics, higher-order logics
@ Transition system can be used to model M, instead of logics
Rl TRy iE) B
@ How to program using LTL, CTL, CTL¥*, transition system
o Using NuSMV (ILEE 1.4 1)
@ How to implement algorithms for NuSMV
o (W% 2 )
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q3 q4

Figure 3.39. A model M.

2. Consider the system of Figure 3.39. For each of the formulas ¢:
(a) Ga

(b)

(¢) aUX(an-b)

(d) X=bAG(—aV-b)

(e) X(aAb)AF (—a A —b)
(i) Find a path from the initial state g3 which satisfies ¢.
(ii) Determine whether M, g3 F ¢.
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Figure 3.41. Another model with four states.

8. Consider the model M in Figure 3.41. Check whether M, so E ¢ and M, s3 F ¢
hold for the CTL formulas ¢:
(a) AFq
(b) AG(EF (pv 1))
(c) EX (EXr)
(d) AG (AFgq).
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REXEWS R

KIEWASHIEL (ERRFTIIRN):
o £ZH

o

o Word level model checking—avoiding the Pentium FDIV error

o [
o Liveness Verification of Stateful Network Functions
o Weak, strong, and strong cyclic planning via symbolic model checking
e Specification Patterns for Robotic Missions
e Synthesis of Reactive Switching Protocols From
Temporal Logic Specifications

o TAXH}

e NUSMV:A new symbolic model verifier
e The nuXmv symbolic model checker
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