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Cl2(H2O)n (n 5 1–4) clusters were investigated using a basin-

hopping (BH) algorithm coupled with density functional theory

(DFT). Structures, energetics, thermodynamics, vertical detach-

ment energies, and vibrational frequencies were obtained

from high-level ab initio calculations. Through comparisons

with previous theoretical and experimental data, it was dem-

onstrated that the combination of the BH method and DFT

could accurately predict the global and local minima of

Cl2(H2O)n (n 5 1–4). Additionally, to optimize larger Cl2(H2O)n

(n > 4) clusters, several popular density functionals as well as

DF-LMP2 (Sch€utz et al., J. Chem. Phys. 2004, 121, 737) (second-

order M�ller-Plesset perturbation theory using local and den-

sity fitting approximations) were tested with appropriate basis

sets through comparisons with MP2 optimized results. DF-

LMP2 will be used in future studies because its overall per-

formance in describing the relative binding energies and the

geometrical parameters of Cl2(H2O)n (n 5 1–4) was outstand-

ing in this study. VC 2013 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23477

Introduction

Halide-water clusters are very important in cluster science

because they have unique thermodynamic and spectroscopic

properties. Other studies have focused on the following aspects

of halide-water clusters: structures,[1,2] thermodynamics,[3,4] vibra-

tional spectroscopy,[5–8] photoelectron spectroscopy (PES)[9] and

charge-transfer-to-solvent (CTTS) energies.[10,11] In particular, the

experimental work of Johnson and coworkers,[5,6,8] Okumura and

coworkers,[7] and Cheshnovsky and coworkers[9] provided a great

deal of spectroscopic data that yielded critical structural informa-

tion. Theoretical studies by Kim et al.[1,12,13] applied high-level ab

initio calculations to determine structures of many halide-water

clusters.

In many calculations, manual searches are performed to

obtain information about potential energy surface minima.

This approach is less reliable for larger molecular systems with

enormous minima, which has motivated the use of many

global optimization techniques such as Genetic algorithms

(GAs),[14–16] Monte Carlo (MC) simulated annealing,[17] minima

hopping,[18] and basin-hopping (BH).[19]

For halide-water systems, Neogi and Chaudhury[20,21]

recently used GA coupled with density functional theory (DFT)

to identify the local and the global minima. They demon-

strated that this strategy based on GA and DFT is viable for

investigating halide solvation systems.

In contrast, BH code has been coupled with quantum chemis-

try packages such as Dmol3[22] to search for the lowest energy

isomers of atomic clusters. The BH approach is highly efficient for

many atomic clusters, especially gold[23–26] and boron clusters.[27]

Furthermore, the ability of BH algorithms coupled with DFT to

search for minima on the potential energy surfaces of molecular

clusters has been tested for water, methanol, and water 1 metha-

nol clusters, protonated and unprotonated,[28] as well as the

structure and the bonding in ionized water clusters.[29] To the

best of our knowledge, no research has been published on the

ability of BH to search for the lowest energy isomers of halide sol-

vation clusters, and it is necessary to examine the further optimi-

zation of BH for larger halide solvation systems.

In this study, BH was coupled with DFT and used to deter-

mine the local and global minima of chloride-water clusters.

The structures of Cl2(H2O)n, Br2(H2O)n, and I2(H2O)n clusters[1]

are similar, and only chloride-water clusters were investigated

to reduce computational costs. Because the structural charac-

teristics of F2(H2O)n are quite different from those of other

halide solvation clusters,[1] we did not include fluoride-water

clusters in this study. This article presents the structures, ener-

getics, thermodynamics, vertical detachment energies (VDEs),

and vibrational frequencies of Cl2(H2O)n (n 5 1–4) clusters.

Additionally, several popular density functionals and DF-LMP2

were evaluated for optimizing larger chloride-water clusters to

provide guidance on selecting computational methods.

Methodology

The potential energy surfaces of Cl2(H2O)n (n 5 1–4) were

explored with the BH algorithm coupled with DFT implemented

in Dmol3.[22] The number of BH searches ranged from 2 to 5
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according to the cluster size. Every search was performed with

1000 MC steps at 2000 K with randomly generated initial struc-

tures. The temperature is a crucial parameter in BH, and the

temperature must be chosen carefully because it affects the

tradeoff between the acceptance ratio and the sampling effi-

ciency. At each MC step, all of the molecules were translated

and rotated, and the maximum translational and rotational dis-

placements were 2 Å and p/2, respectively. To prevent the

divergence of the clusters, we compiled a function to check

whether the intermolecular distances exceeded the range

defined after the structure perturbation caused by the MC sam-

pling. After each MC step, this function automatically deter-

mined whether the molecule moved more than 5 Å, which

could cause the optimization to fail. If a large divergence

occurred, then this function automatically moved the molecules

closer together. The atoms in different molecules were not per-

mitted to be closer than 2 Å to prevent the self-consistent field

calculation from failing to converge.

In Dmol3,[22] there were two steps in the optimization proce-

dure: the first optimization step was at the BLYP/DND level,

where BLYP means Becke for the exchange part and Lee, Yang

and Parr for the correlation part and DND means double

numerical plus d-functions basis set and the second optimiza-

tion step was at the BLYP/DNP level, in which DND represents

double numerical plus polarization basis set. Next, these twice-

optimized structures were optimized again using the Gaus-

sian09 suite of programs[30] by MP2/aug’-cc-pVDZ, where the

prime signified that aug-cc-pVDZ was used for Cl and O and

cc-pVDZ was used for H. The default convergence criteria were

defined in the Gaussian09 suite of programs.[30] Harmonic

vibrational frequency analysis was performed to verify that no

imaginary frequencies were present and, consequently, the

structure of interest represented a local or a global minimum

on the potential energy surface. The zero-point energy (ZPE),

the enthalpy and the Gibbs free energy corrections were

obtained at 1 atm and 298 K. The basis set superposition error

(BSSE) was calculated using the counterpoise correction (CP)

method.[31] For n 5 4, the vibrational frequencies and the

thermodynamics calculations were carried out with Molpro

2010.1.[32,33] Based on the MP2/aug’-cc-pVDZ optimized geo-

metries, single point energy calculations at the MP2/aug’-cc-

pVTZ level were conducted to obtain the VDEs.

The performance of different density functional and ab initio

methods in calculations of the structures and the energetics

was investigated using the MP2/aug’-cc-pVDZ geometries. At

the MP2/aug’-cc-pVTZ and the DF-LMP2/aug’-cc-pVTZ levels, the

calculations were performed with Molpro 2010.1,[32,33] whereas

the other calculations were carried out using density functionals

with basis sets computed with the Gaussian09 suite of pro-

grams.[30] The relative binding energies, with and without the

ZPE corrections, were given for clusters with up to four water

molecules. Because only relative binding energies were offered,

the BSSE was not performed. Additionally, the structural infor-

mation (bond lengths) was provided through direct comparison,

and the root-mean-squared distances (RMSD) were obtained

with MP2/aug’-cc-pVTZ optimized structures in Chemcraft 1.6

(http://www.chemcraftprog.com).

To investigate the performance of these density functionals

and DF-LMP2 in a more rigorous manner, it was necessary to

directly compare the calculated and the experimental values of

the enthalpy and the Gibbs binding energies. We carried out an

additional geometry optimization for Cl2(H2O)n (n 5 1–4) with

CPs using the functionals that were based on BLYP/DNP opti-

mized structures and comparable to the mp2/aug’-cc-pVDZ

optimized structures. Because local methods are particularly

useful for calculating the weak intermolecular interactions, as

the BSSE is reduced significantly,[34,35] we simply used DF-LMP2/

aug’-cc-pVDZ without CP corrections to optimize geometries.

The enthalpy and the Gibbs free energy corrections from the

mp2/aug’-cc-pVDZ frequency calculations were added to the

electronic energies calculated with these methods. The global

minima of the electronic energies of the Cl2(H2O)n (n 5 1–4)

clusters were selected for these comparisons.

Results and Discussion

Structures and energetics

The representations of these structures were defined using m 1

n_i() notation with the symmetry given in parentheses. In this

notation, “m” and “n” denote the number of water molecules in

the first and the second hydration shells of the clusters, respec-

tively. The index “i” is used to distinguish different structures

with the same values of m and n. This index was not used when

only one structure existed for particular values of m and n.

An overview of all the structures suggests that the

Cl2(H2O)n (n 5 1–4) clusters prefer surface solvation, as dis-

cussed previously in the literature.[2]

Figure 1 shows the structures optimized with MP2/aug’-cc-

pVDZ. In the global minimum of Cl2(H2O), a chloride ion

bonds to one water molecular with a free OH group, whereas

the global minimum of Cl2(H2O)2 has a free OH group. Both

structures are in good agreement with structures optimized at

the MP2/aug’-cc-pVDZ level by Xantheas.[36]

The minima of Cl2(H2O)3 includes the global minimum and

a competing local minima with relative binding energies that

are within 3 kcal mol21 (ZPE excluded). For the global mini-

mum, the three water monomers form a ring that resembles

the base of a pyramid with the halide anion at its apex. A sig-

nificant structural difference is found between 2 1 1(Cs) and 3

1 0(C1) where the latter structure has one additional bond

with the chloride ion. However, the binding energy difference

Figure 1. The global minimum and the local minima for Cl2(H2O)n (n 5

1–4) optimized at the MP2/aug’-cc-pVDZ level. [Color figure can be viewed

in the online issue, which is available at wileyonlinelibrary.com.]

FULL PAPER WWW.C-CHEM.ORG

160 Journal of Computational Chemistry 2014, 35, 159–165 WWW.CHEMISTRYVIEWS.COM

http://www.chemcraftprog.com


between these two structures is negligible (within 0.1 kcal

mol21) even when ZPE is included.

It is not unusual to encounter various isomers for a particu-

lar value of n because different isomers can be produced by

merely changing the hydrogen bond orientation of the water

“ring.” The global minimum of Cl2(H2O)4 has a pyramidal

structure similar to the global minimum of Cl2(H2O)3, but the

base of Cl2(H2O)4 is a “ring” of four instead of three water

molecules. The binding energy difference between the global

minimum and the nearest local minimum is only 1.1 kcal

mol21 less than in the case of Cl2(H2O)3. This binding energy

difference indicates that the energy difference among minima

on the potential surface is decreasing. The 3 1 1_1(C1) and 3

1 1_2(C1) structures are isoenergetic for binding energies with

and without ZPE because the only significant structural differ-

ence is the orientation of the water-ring in the base, which

has little influence on the energetics.

Thermodynamics

The calculated and the experimental thermodynamic parame-

ters are given in Table 1. The experimental values from Arshadi

et al.[3] are underestimated systematically relative to those

from Hiraoka et al.[4] The theoretically predicted thermody-

namic values are in good agreement with the experimental

values. However, there is less agreement between the theoreti-

cal BSSE-corrected Gibbs free energy changes and the experi-

mental values from Arshadi et al.[3] and Hiraoka et al.[4] than

for the enthalpy values. The BSSE-corrected enthalpy and the

Gibbs free energy changes are theoretically more rigorous.

However, the BSSE-free Gibbs free energies are closer to the

experimental values. As the number of water molecules in the

solvation cluster increases, the extent of agreement with

experimental data decreases, indicating that more structures

are competing with the global minimum.

VDEs

The experimental VDEs have been given by the photoelectron

spectroscopy (PES) experiment by Cheshnovsky’s group.[9] The

experimental peak widths are the consequence of the devia-

tions of the ionic and molecular states from equilibrium geo-

metries and the contributions from the various isomers.

Our simulations predicted the VDEs of various isomers

shown in Table 2, including those of the global minimum and

many local minima. There is very good agreement between

the theoretical and the experimental values of the VDEs. How-

ever, the PES is regarded only as a necessary condition to con-

firm the rationality of the structures, which indicates that the

global minimum cannot be distinguished from the local min-

ima through the PES alone. Consequently, the IR spectra pro-

vide essential structural information about the arrangement of

water molecules around the chloride anion.

Vibrational frequencies

Table 3 gives the OAH frequencies of Cl2(H2O)n (n 5 1–4)

from both experimentally and theoretically predicted IR spec-

tra. The OAH stretching frequencies of chloride-water clusters

are classified as follows: (1) nonbonded free[(OAHf )], (2) hydro-

gen bonded to another water [(OAHw)], and (3) hydrogen

Table 1. Binding energies (2DEe), BSSE-corrected energies (2DEB
e ), ZPE-corrected energies (2DE0), BSSE-corrected and ZPE-corrected energies (2DEB

0 ) at

0 K, enthalpies (2DH), BSSE-corrected enthalpies (2DHB), Gibbs free energy (2DG), and BSSE-corrected Gibbs free energies (2DGB) at 298 K and 1 atm

for various isomers of Cl2(H2O)n (n 5 1–4) and the experimental enthalpies (2DHexp) and Gibbs free energies (2DGexp) (in kcal mol21)

n Isomers 2DEe(2DEB
e ) 2DE0(2DEB

0 ) 2DH(2DHB) 2DG(2DGB) 2DHexp
[a] 2DGexp

[a]

1 1 1 0(Cs) 14.2(13.7) 13.0(12.5) 13.8(13.3) 7.8 (7.2) 14.7, 13.1 8.8, 8.2

2 2 1 0(C1) 28.7(27.3) 25.1(23.7) 26.6(25.2) 11.7(10.3) 27.7, 25.8 15.4, 14.7

3 3 1 0(C3) 44.0(41.4) 37.3(34.7) 39.8(37.1) 14.4(11.8) 39.5, 37.5 20.6, 19.2

2 1 1(Cs) 41.9(39.5) 36.1(33.7) 38.2(35.8) 14.3(11.9)

3 1 0(C1) 41.9(39.6) 36.0(33.7) 38.0(35.7) 14.1(11.8)

3 1 0(Cs) 41.2(39.0) 35.6(33.4) 37.5(35.3) 14.5(12.3)

4 4 1 0(C4) 58.0(53.9) 48.6(44.4) 51.8(47.7) 16.2(12.1) 50.1, 48.6 24.4, 22.6

3 1 1_1(C1) 56.9(53.0) 47.9(44.0) 51.6(47.7) 14.9(11.0)

3 1 1_2(C1) 56.8(52.9) 47.8(43.9) 51.5(47.6) 14.8(10.9)

4 1 0_1(C1) 55.4(51.8) 47.0(43.4) 50.3(46.7) 14.7(11.1)

4 1 0_2(C1) 54.5(51.3) 46.8(43.6) 50.8(47.6) 13.6(10.4)

3 1 1(Cs) 54.3(50.8) 46.3(42.7) 50.0(46.5) 13.2(9.6)

4 1 0_3(C1) 53.9(50.5) 46.0(42.6) 49.6(46.2) 13.2(9.8)

[a] The first and second of experimentally predicted—and—are from Hiraoka et al.[4] and Arshadi et al.,[3] repectively.

Table 2. Experimental and calculated (at MP2/aug’-cc-pVTZ level) values

[in electron volts (eV) units] of the first vertical detachment energies

(VDEs) of the major isomers of Cl2(H2O)n (n 5 1–4) (in eV).

n Isomers VDEtheor VDEexp
[a]

1 1 1 0(Cs) 4.33 4.37

2 2 1 0(C1) 4.94 4.97

3 3 1 0(C3) 5.49 5.50

2 1 1(Cs) 5.41

3 1 0(C1) 5.50

3 1 0(Cs) 5.50

4 4 1 0(C4) 5.84 5.92

3 1 1_1(C1) 5.83

3 1 1_2(C1) 5.82

4 1 0_1(C1) 5.99

4 1 0_2(C1) 5.99

3 1 1(Cs) 5.85

4 1 0_3(C1) 5.95

[a] Experimental VDEs are from Ref. [10].
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bonded to a chloride atom [(OAHx)], as shown in Table 3. Con-

sidering the large red shifts for ionic hydrogen bonds (IHB), an

IHB is strengthened at the expense of weakening of the hydro-

gen bonding between water molecules. Overall, the free OAH

stretching frequencies remain almost constant with respect to

the corresponding mean of the symmetric and asymmetric OH

stretches in water (3882 cm21). Thus, the elongation of an IHB

contributes considerably to their large red shifts. Similarly, red

shifts are much smaller in magnitude for the hydrogen-

bonded OAH frequencies than the IHBs.

Our simulated vibrational frequencies are consistent with

the experimental results from Johnson and coworkers[5,6,8] and

Okumura and coworkers.[7] The frequencies from our theoreti-

cal predictions are slightly blue shifted relative to the experi-

mental frequencies. This blue shift can be attributed to the

harmonic approximation used in the frequency calculation.

The scaling factor of 0.93, which was recommended by Neogi

and Chaudhury,[20] is useful for matching the major peaks in

experimental data.

Density functionals and DF-LMP2 testing

Several density functionals and DF-LMP2 were tested for opti-

mizing larger molecular systems. Additionally, several methods

were used to investigate the potential energy surfaces and

observe the flatness when ZPE is included in the calculations.

Instead of testing dozens of density functionals, which was

very time-consuming, we selected several density functionals

and DF-LMP2 on the basis of their outstanding performance,

especially in describing the hydrogen bonds in water clusters.

B3LYP was chosen based on its widespread popularity.

X3LYP was selected because Xu and Goddard[37] demonstrated

that for binding energy evaluation, X3LYP outperformed a vari-

ety of density functionals in binding energy calculations of

hydrogen-bonded systems such as water clusters. Additionally,

they showed that X3LYP provides reliable geometrical parame-

ters and relative energies for water dimers at the CCSD(T),

indicating coupled-cluster singles, doubles, and triples level.[38]

Li et al.[39] showed that X3LYP with the 6-311 1 G(2df,2p)

basis set predicted geometries of (H2O)n (1–2) clusters that

were in good agreement with the experimental values,

whereas X3LYP/6-31 1 G(2d,p) gave satisfactory results. We

also included the combination of B2PLYP hybrid DFT with

semiempirical MP2 and B2PLYPD, which is B2PLYP with “D2”

dispersion corrections.[40,41] The aug’-cc-pVTZ was chosen as

the basis set for comparing with the MP2/aug’-cc-pVTZ opti-

mized results. In the following discussion, the method will be

mentioned without its basis set.

Figure 2 compares the relative binding energies of the struc-

tures that were optimized with the above methods and the

structures that were optimized by the MP2 without ZPE cor-

rections. The five tested methods did not change the energy

ordering, but the various methods showed different levels of

agreement with the MP2 optimized results. From the perspec-

tive of mean squared error (MSE) and root-mean-square error

(RMSE), B2PLYP gave the best estimate while the X3LYP results

Table 3. Simulated[a] and experimentally predicted vibrational frequencies for Cl2(H2O)n (n 5 1–4) (in)

n Isomers x (OAHx) x (OAHw) x (OAHf) exp

1 1 1 0(Cs) 3195 3625 3130, 3690[b]

2 2 1 0(C1) 3162, 3387 3550 3617 3130, 3375, 3633, 3686[b]

3 3 1 0(C3) 3343, 3346, 3367 3514, 3525, 3526 3310, 3354, 3391

2 1 1(Cs) 3172, 3205 3418, 3251 3617, 3618 3585, 3600[b]

3 1 0(C1) 3205, 3366, 3433 3525, 3541 3616

3 1 0(Cs) 2996, 3422, 3430 3563, 3569 3614

4 4 1 0(C4) 3370, 3379, 3380, 3388 3454, 3455,3458, 3461 3408, 3590, 3694[c]

3 1 1_1(C1) 3134, 3321, 3367 3346, 3435, 3458, 3520 3618

3 1 1_2(C1) 3127, 3328, 3372 3351, 3434, 3468, 3498 3621

4 1 0_1(C1) 3302, 3341, 3389, 3442 3484, 3500, 3550, 3562

4 1 0_2(C1) 3341, 3368, 3378, 3402 3489, 3499, 3503 3633

3 1 1(Cs) 3139, 3176 3371, 3427, 3448, 3509 3624, 3626

4 1 0_3(C1) 3233, 3384, 3395, 3454 3508, 3513, 3533 3622

[a] Simulated vibrational frequencies scaled by 0.93. [b] Those experimental IR data are from Johnson group.[5,6,8] [c] Those experimental IR data are

from Okumura group.[8]

Figure 2. The relative binding energies (RBE) of test methods optimized

structures compared with the MP2/aug’-cc-pVTZ optimized structures with-

out zero-point energy (ZPE) corrections. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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were competitive. Additionally, DF-LMP2 systematically under-

estimated the relative binding energies while B2PLYPD system-

atically overestimated these energies, although DF-LMP2 was

in better agreement with MP2.

Figure 3 illustrates the relative binding energies with ZPE for

these methods. These results were consistent with those from

Figure 2, as B2PLYP and X3LYP gave the best estimates from

the comparison of MSE and RMSE values with those of MP2.

B2PLYPD and DF-LMP2 showed the same systematic error

trends, as shown in Figure 3. However, only B2PLYPD and DF-

LMP2 gave the same energy ordering as MP2.

Figure 4 shows the average ClAH hydrogen bond lengths

for Cl2(H2O)n (n 5 1–4). DF-LMP2 gave the best estimate of

the average bond lengths, MSE and RMSE while the other four

methods gave similar estimates. All the tested methods sys-

tematically overestimated the bond lengths between the chlo-

ride ion and the hydrogen atom, but DF-LMP2 gave the

smallest overestimate.

The average OAH covalent bond lengths are given in Figure

5, which indicates the interactions inside the molecular clus-

ters. All the tested methods showed systematic errors and

were very similar, but DF-LMP2 still gave the best estimates of

the average bond lengths.

The treatment of the OAH hydrogen bond is very impor-

tant, indicating one aspect of weak interactions. As shown in

Figure 6, B2PLYPD and DF-LMP2 are the only two methods

that gave systematic discrepancies, similar to their treatment

of the relative binding energies with ZPE. However, at this

time, B2PLYPD gave better average bond lengths. X3LYP gave

the best estimates of the MSE and the RMSE in spite of its

inconsistency.

Figure 7 shows the RMSD values obtained by rotating and

translating one of the structures to minimize its RMSD values.

X3LYP gave the best estimates of the average RMSD values,

but DF-LMP2 gave very low RMSD values in most cases except

3 1 0(Cs) and 4 1 0_2(C1). Despite these two unexpected

results, DF-LMP2 provided a low average RMSD value of 0.060.

Overall, DF-LMP2 gave the best prediction of the structures

and energetics for Cl2(H2O)n (n 5 1–4) with good systematic

behavior, even though X3LYP and B2PLYPD both showed good

performance. However, the most popular density function—

B3LYP did not show equally good performance.

To visualize the performance of the tested methods, we used

the thermal values of the tested methods as well as the experi-

mental values from Hiraoka’s group[4] divided by the Arshadi

group’s experimental values,[3] shown in Figures 8 and 9.

As shown Figure 8, the tested methods showed various pat-

terns, although their absolute differences were actually small,

as the experimental maximum enthalpy values from Hiraoka’s

group[4] are 2.4 kcal mol21. The enthalpy values from B2PLYPD

Figure 3. The relative binding energies (RBE) of test methods optimized

structures compared with the MP2/aug’-cc-pVTZ optimized structures with

zero-point energy (ZPE) corrections.

Figure 4. The average ClAH hydrogen bond lengths (in Å) of structures

optimized under tested methods.

Figure 5. The average OAH covalent bond lengths (in Å) of structures opti-

mized under tested methods. [Color figure can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]
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and X3LYP approached the Hiraoka group’s experimental val-

ues,[4] whereas the rest were close to the experimental results

from Arshadi’s group.[3] Considering these small absolute dif-

ferences as well as the experimental uncertainty, it is unclear

which method gave the best enthalpy corrections. However,

the systematic behaviors indicated that B2PLYPD and X3LYP

systematically overestimated the enthalpy corrections com-

pared with the estimates of MP2 while the results did not sys-

tematically approach MP2 values.

The significant disagreement between the theoretical values

from all the tested methods and the experimental results

shown in Figure 9 indicates that the potential energy surfaces

of Cl2(H2O)n (n 5 1–4) systems are flat and local minima con-

tribute significantly to the Gibbs free energy, which explains

why all the tested methods substantially underestimated the

Gibbs free energy. These results were size dependent, and the

gaps between the theoretical and the experimental values

were larger for bigger systems. Although the B2PLYPD and the

X3LYP results were closer to the experimental values, it is diffi-

cult to determine which method gave the most accurate Gibbs

free energy corrections for Cl2(H2O)n systems, which have

almost structureless potential energy surfaces.

Conclusions

In this article, the validity of using BH to search for the global

and the local minima of Cl2(H2O)n (n 5 1–4) was confirmed

Figure 6. The average OAH hydrogen bond lengths (in Å) of structures optimized under tested methods. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]

Figure 7. The RMSD (in Å), as compared with MP2/aug’-cc-pVTZ optimized

structure. [Color figure can be viewed in the online issue, which is available

at wileyonlinelibrary.com.]

Figure 8. The relative enthalpy binding ratio for comparisons between

tested methods and experimental values. [Color figure can be viewed in

the online issue, which is available at wileyonlinelibrary.com.]
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by comparing the theoretically predicted structures, ener-

getics, thermodynamics, VDEs and vibrational frequencies with

the experimentally determined values. The results from several

popular density functional and DF-LMP2 methods contribute

to choosing the most appropriate method to optimize larger

Cl2(H2O)n (n > 4) clusters. Based on our results, the DF-LMP2

optimization approach coupled with BH will be used in the

future to produce initial geometries for investigating the larger

Cl2(H2O)n (n > 4) clusters. However, for calculating the thermal

corrections, each of the tested functionals showed good per-

formance, and none of these methods are strongly recom-

mended as the best for Cl2(H2O)n systems.

Keywords: chloride-solvation � basin-hopping � structures �
thermodynamics � benchmark
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Figure 9. The relative Gibbs binding ratio for comparisons between tested

methods and experimental values. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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