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ABSTRACT: Exploration of the low-lying structures of atomic or molecular

clusters remains a fundamental problem in nanocluster science. Basin ,
hopping is typically employed in conjunction with random motion, which is a 5
perturbation of a local minimum structure. We have combined two different Compression,”
sampling technologies, “random sampling” and “compressed sampling”, to N
explore the potential energy surface of molecular clusters. We used the
method to study water, nitrate/water, and oxalate/water cluster systems at the
MP2/aug-cc-pVDZ level of theory. An isomer of the NO;~(H,0); cluster
molecule with a 3D structure was lower in energy than the planar structure,
which had previously been reported by experimental study as the lowest-
energy structure. The lowest-energy structures of the NO; (H,0)s and
NO;™(H,0), clusters were found to have structures similar to pure (H,O),
and (H,0),, clusters, which contradicts previous experimental result by
Wang et al.(J. Chem. Phys. 2002, 116, 561—570). The new minimum energy
structures for C,0,*"(H,0); and C,0,* (H,0); are found by our calculations .
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I. INTRODUCTION structures. To find the global minimum, we must screen the
high-dimensional PES using different strategies, one of which
creates an effective searching algorithm to accurately describe
the characteristics of the PES. The algorithm aims to rapidly
obtain a large number of different low-energy structures for a
cluster molecule on a PES. Effectively describing the PES
characteristics and rapidly generating a reasonable geometry for
further optimization remains a challenging problem for
structure-searching algorithms. In the last few decades, several
algorithms have been developed for global optimization, such as
genetic algorithms (GAs),” "¢ simulated annealing (SA),"”
basin hopping (BH),'® and so on. These powerful algorithms
can determine the structures of atomic or molecular clusters,
but identifying the energetically similar isomers and searching
large systems of atomic or molecular clusters remains difficult."”
The BH algorithm essentially combines the Metropolis

and the calculation costs increase rapidly with the cluster size.”® sampling te-chl?ique and local optimization Proc_edures using
Determining the minimum-energy structure on a multidimen- the same principle 2 the Monte Carlo minimization algorithm
sional PES is difficult if the cluster has a large number of of Li and Scheraga.” This method has proven to be an effective
minima separated by high-energy barriers. Finding the global stochastic global search algorithm. Recently, variants of the BH
minimum on a complicated PES via a manual search is

Nanoclusters are small groups of atoms or molecules whose
sizes range between those of individual atoms and condensed
matter. The cluster properties strongly depend on their
structures. Examining the low-lying structures of a complex
potential energy surface (PES) remains a fundamental problem
in the field of cluster science. For example, to scrutinize the
properties of a nanoparticle or to find the low-lying structures
of a gold colloid, one must find the global minima on a PES.
Various techniques have been used to explore nanocluster
structures, such as photoelectron spectroscopy, ion mobility,”
infrared multiphoton dissociation spectroscopy,”® and trapped
ion electron diffraction.® These techniques are quite powerful in
obtaining structural information when combined with ab initio
calculations.

For atomic or molecular clusters, the number of local minima

impossible. The potential energy landscapes of many Received: November 6, 2013
interesting cluster systems are complicated with enormous Revised: ~ December 29, 2013
numbers of minima containing the degenerate states of various Published: December 30, 2013
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method have been proposed”' ™ to further strengthen the

technique. Molecular clusters could prove important in many
fields, such as the atmospheric nucleation primarily related to
molecular clusters® ¢ and gas-phase ion reactions.”” An
effective global minimum search algorithm is needed for
molecular clusters.

The BH algorithm was used to determine the different
molecular cluster systems, such as water, oxalate + water, and
nitrate + water clusters, to demonstrate that this method can be
used to determine the possible low-lying cluster structures of
different sizes. The BH algorithm can be easily combined with
many quantum chemistry packages such as DMol3 code,®® the
Gaussian 09 package,® the NWChem package,** and so on.
We combined the BH method with density functional theory to
explore the structure of (H,0), (n = 4—10), C,0,>~(H,0), (n
=1-6), and NO; (H,0), (n = 1=7) cluster systems, which are
important in atmospheric nucleation.*' ~>* Water is the most
important solvent in the formation of atmospheric ice and
clouds.>* Previous studies have utilized different techniques to
explore the structures and properties of water clusters.>>™*
Nitrate (NO;") is a general inorganic anion in both the solid
state and solution. Various techniques may be employed to
discern the structure and solvation of NO;~ (a gaseous anion
common in the atmosphere’’) in bulk solution, including
neutron and X-ray diffractions.** ° The NO,~ anion can react
with water, which is present in relatively high concentration, to
form molecular clusters in the atmosphere. Few theoretical
calculations and experiment have been undertaken on the
structure of NO,™(H,0), (n = 1-3).”""®” The C,0,>” anion
can exist in solutions and solids; however, isolated C,0,*" is
unstable due the strong Coulombic repulsion between the two
excess charges. Water can stabilize the oxalate dianion through
a water—anion interaction. The hydrate oxalate dianion has
been studied using experimental methods, and few theoretical
calculations have examined the structure of C,0,%~(H,0), (n =
1-6).*7'°" Oxalic acid is the most prevalent dicarboxylic acid
in the atmosphere and effectively binds with sulfuric acid, the
dominant nucleating species in the atmosphere.'®*~'%

Il. METHODS

The original BH algorithm essentially combines the Metropolis
random sampling technique and local optimization proce-
dures.'® The BH method includes two steps: First, a new
structure is generated via the random displacement of atoms;
then, the structure is optimized to the local minimum. Second,
this local energy minimum is used as a criterion to accept the
initial generated structure spaces with Boltzmann weight at a
finite temperature. This method essentially removes the effect
of the transition-state regions without altering the global
minimum. However, the efficiency of the BH algorithm
depends heavily upon the effective sampling, causing the
cluster to escape the local minimum and to shift to a new
energy basin via finite steps. Effective sampling techniques are
necessary for the BH algorithm. We have previously utilized the
BH program with random sampling to study atomic
clusters.'”' %1%

In the original BH algorithm, a new coordinate is generated
via random sampling (Figure 1A).'® The maximum value of the
random sampling at each atom or molecule remains constant.
The atom or molecule on the surface of the cluster has a higher
energy than the atom or molecule inside the cluster. So, the size
of a randomly moving atom or molecule inside the cluster
differs from that of an atom or molecule on the surface.

509

9 P

[ 3] J.

% ‘ é Random Translation } o Optimization ? )‘
[ —— pd > :
’J J Random Rotation ’ ‘ A
‘ ‘' ¢ 9 )”‘ )
? 9

A Random Sampling

N
‘?f%ompression J

9 Repulsion @ “Optimization V,‘J-,
% Ztouion | S/ S oviminiey 45 g
J > J Rotation .J.J ‘J‘J e
M M

B Compressed Sampling

Figure 1. Two different sampling techniques for molecular clusters:
random sampling (A) and compressed sampling (B).

Therefore, the atom or molecule with the higher relative energy
in the cluster should exhibit greater movement and is more
likely to move to a position of low energy within the cluster.
The size of the atomic or molecular movement on the surface
should be larger than that inside the cluster, which can lead to a
reduction in the total energy of the cluster. To obtain a
different sampling size, we use a new sampling technique called
“compressed sampling” (Figure 1B) according to the following
detailed procedures:

(1) Calculate the geometric center of the system.

(2) Calculate the distance D; from the geometric center to an
ith atom or molecule.

(3) Compress the atom or molecule relative to the geometric

center of the system. The compression distance is

proportional to D, (In general, the value of the
compression distance is 0.7D; in our program.)

(4) Allow each atom or molecule to repulse (translate) and
rotate. The value of the translation on the surface is
greater than that inside. The value of the rotation is 0 to
7/2 for each molecule.

(5) Apply the conjugated gradient method to obtain a new
configuration via “compressed sampling.”

(6) Accept or refuse a new structure according to the
Metropolis rule.

A continuous random perturbation is used to force the
cluster to escape from one basin to another. When the typical
compressed samples are rejected several times, the system is
considered to be trapped at the local minimum. The
temperature is raised to T = o0, and the continuous random
moves are executed several times to allow the system to escape
the local minimum (Figure 2) accordjn% to the same principle
as the escape strategy of Hainam Do."'

Initially, the molecules are generated randomly in a 3D
coordinate space. To make a reasonable initial guess, the
structure has been compressed and relaxed via repulsion and
rotation. The repulsion and rotation will be executed when the
distance between molecules drops below a threshold R, which is
an empirical parameter. For a water cluster, R = 2 A, but the
value can change depending on the calculation system. For
example, the water cluster combines through hydrogen
bonding. According to our calculation at the BLYP/DNP
level, the hydrogen bond length changes from 1.8 to 2.5 A.
Therefore, we choose 2 A as the minimum threshold for a
water cluster. The value can be altered by the user. The rotation
is set from 0 to /2. The choice of threshold value is important
for the cluster structure search. If the value is too large or too
small, the self-consistent filed (SCF) calculation will fail to
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Figure 2. Schematic diagram of the basin-hopping algorithm for a 1D
energy landscape.

converge requiring additional calculation time to optimize the
structure. Previous studies have indicated that the translation
and rotation of the molecule are important for a global search
of molecular clusters.""" We also use two different operations
on each molecule via repulsion and rotation. When the system
is trapped in the basin, a continuous random perturbation is
executed. The program will automatically judge whether the
sampling structure has a reasonable configuration for further
optimization. If the distance between a molecule and its closest
neighbor within a cluster exceeds 3 A, the molecule will be
considered separate. The program will then automatically draw
the molecule closer to avoid the excessive distance that can
result in the SCF calculation failing to converge, which requires
additional time for structural optimization. For a water cluster,
we believe that no interaction occurs between molecules when

the distance exceeds 3 A, which is also an empirical parameter
and depends on the calculation system. We set two threshold
parameters, 2 A for the minimum distance and 3 A for
maximum distance at which the cluster molecule relaxes via
repulsion and rotation. Finally, the distance between the
molecules will be held between 2 and 3 A for further structural
optimization of the water molecule clusters. Therefore,
controlling the distance between the molecules is critical for
any sampling technique because molecules that are too close or
too far will result in a failure of the optimization calculation and
require additional computation time. The selection of
reasonable intermolecular distances will save a great deal of
computational time. The aforementioned method is effective
for unconstrained sampling. To obtain a reasonable sampling
structure for water clusters, we choose different threshold
parameters with a minimum intermolecular distance of 1.8 to 2
A and a maximum distance of 2.5 to 3 A. The detail of how to
set the search parameter of water, nitrate/water, and oxalate/
water clusters in our program can be obtained in Table SI in
the Supporting Information (SI).

We performed a BH global minimum search combined with
a DFT geometric optimization using DMol3 code®® to obtain
the low-lying structure of water, oxalate + water, and nitrate +
water cluster systems. Because these systems are combined via
hydrogen bonding, the BLYP exchange-correlation functional
and the double-numerical polarized (DNP) basis set were
employed for the geometric optimization in the DMol3 code.*®
Previous studies have indicated that the BLYP functional with
the DNP basis set can reasonably describe the structural
properties of hydrogen systems.''” For each cluster, eight
separate BH searches, consisting of 600 sampling steps at 1000
K starting with various randomly generated molecular
configurations, were performed. For BH search, the structural
optimization uses four central processing units (CPUs), and
each CPU shares 2GB memory. The total calculation time of
600 BH steps with the cluster with different size can be found
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Figure 3. Structural evolution of the clusters from n = 4 to 10. Three difference structural evolutionary paths are depicted. The inset red rings

indicate added water molecules.
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in Figure S1 in the SI In the BH algorithm, temperature plays a
key role, driving the sampling of the configuration space
according to the Boltzmann distribution. At each compressed
sampling step, all molecules are repulsed and rotated. To obtain
different isomer populations in the initial BH searches, we
selected a medium-level convergence criterion such that the
optimization gradient convergence was below 3 X 107 hartree/
A and the optimization energy convergence was 1 X 107
hartree in the DFT calculations. Different isomeric structures
were collected, and the isomers were ranked according to their
relative energies. The low-energy candidates obtained in the
BH search were reoptimized at the MP2/aug-cc-pVDZ level,
and the relative energies of the clusters were determined using
B3LYP calculations with the aug-cc-pVTZ basis set via the
NWChem software package.** To compare the results with the
measured PES spectra of the NO, (H,0); cluster, the first
vertical detachment energy (VDE) of the NO;~(H,O); cluster
was computed (at the B3LYP/aug-cc-pVTZ level of theory
implemented in the NWChem software package®). The
binding energies of the deeper orbitals were then added to
the first VDE to yield VDEs for the excited states. Each VDE
was fitted with a 35 meV wide Gaussian curve to simulate the
density of states (DOS) spectra.

lll. RESULTS AND DISCUSSION

A. Water Clusters. The lowest-energy structures for the
(H,0), (n = 4—10) clusters predicted using MP2/aug-cc-
pVDZ are depicted in Figure S2 in the SI, and three possible
evolution routes are presented in Figure 3. All isomer structures
can be found in the SI (Figures S3—S9).

For (H,0), and (H,0)s, the lowest-energy structures (41 in
Figure S3 and SI in Figure S4 in the SI) are cyclic rings, which
is in agreement with previous studies.””*"8¥!1%!13 The
George group validated these two lowest-energy structures by
comparing theoretical calculation with high-resolution IR
spectroscopy.”® For the (H,O); cluster, structures exhibiting
hexahedral and vertical square-edge features are the two
second-lowest-lying structures noted as SII (Figure S4 in the
SI) and SIII (Figure S4 in the SI), respectively, and connect
two different evolution routes. According our experience, the
global minimum structure of My, usually can be found come
from one of the low-lying isomers of My.""*™'® One can also
speculate that the two low-lying structures marked SII and SIII
could exist under real experiment conditions. The two low-
lying isomers can reasonably connect two different evolution
routes with energies of 0.020 and 0.027 eV and are
approximately the lowest cyclic ring structures. Many
theoretical and experimental studies have been conducted
using (H,0),, 7772801377119 354 different levels of theory
and experimental conditions have led to different results
regarding the lowest-energy structure. We have confirmed all
reported structures for the (H,0)4 cluster from each search
using our BH algorithm. These structures include trigonal
prisms (61 in Figure SS in the SI), book-like structures (611 in
Figure SS in the SI), cages (6 V in Figure SS in the SI), and
cyclic rings (6VI in Figure SS in the SI). The trigonal prism is
the lowest-energy structure at the MP2/aug-cc-pVDZ level,
which is in agreement with the literature.”>”*''

For (H,0),, an edge-capped trigonal prism (71 in Figure S6
in the SI) is the lowest-energy structure. This structure contains
10 hydrogen bonds, the largest number of hydrogen bonds that
(H,0), can form, which also agrees with the previous
study.”*"'%'"> Other low-lying structures have been found

such as the cage structure (711 in Figure S6 in the SI), a cube-
like structure (7IV in Figure S6 in the SI), and a basket-like
structure (7 V in Figure S6 in the SI). The cube-like structure
(8I in Figure S7 in the SI) is the lowest-energy structure for
(H,0); with D,; symmetry and 12 hydrogen bonds, which is in
good agreement with previous theoretical and experimental
studies.®®77 7728481101 ehar jsomers, including the cage
(8II in Figure S7 in the SI), butterfly-like (8IV in Figure S7 in
the SI), and basket-like (8VII in Figure S7 in the SI) isomers,
were also noted. For (H,0),, a cage structure was found and
assigned as the lowest-energy structure. Other low-lying
structures (such as 91II (Figure S8 in the SI) and 9III (Figure
S8 in the SI) presented in Figure S8 in the SI) were also found,
which is consistent with other studies.®®”””8M1OM2113 Hoy,.
ever, isomer 9II was assigned as the lowest-energy structure in
previous work.''® Other low-lying structures (Figure S8) can be
found in the SI. For n = 10, a double-five-membered-ring
stacked structure (101 in Figure S9 in the SI) was found to be
the lowest-energy isomer with 15 hydrogen bonds. This result
is in agreement with all previous theoretical studies.®>''*''*
The butterfly structure 10 V has also been found in previous
experimental studies;*® however, this structure appears to be
0.363 eV higher in energy than the lowest-energy structure in
our work.

Three different evolutionary routes for the (H,0), (n = 4—
10) clusters are proposed in Figure 3. The first route yields a
2D—-3D structural transformation at n = 6, while the relative
energy of the structure denoted 6VII (Figure SS in the SI) is
higher than the lowest-energy structure (61 in Figure SS in the
SI) within the (H,0); cluster molecule. As depicted in the first
route, the main structures are those of lowest-energy within
each cluster size from n = 4 to n = 10 except 6VII and 9III
(Figure S8 in the SI). Thus, we can infer that the relatively
high-energy structures of 6VII and 9III may also exist under
real experimental conditions if the experimental parameters are
reasonably controlled. Compared with the first route, the
structural transformation from 2D—3D begins with n = S in the
second route. We can clearly observe the evolutionary process
from n = 4 to 10 by the increase in water molecules. The SIII
(Figure S4 in the SI) and 9III (Figure S8 in the SI) isomers are
higher in energy than the corresponding lowest-energy
structures. For the third route, the cage-like structures appear
to be the main evolutionary structures. A cage-like structure has
also been experimentally proven to be favorable for (H,0),.'"®
These routes may coexist with different competition ratios. For
each route, only a few structures have been observed
experimentally. Each cluster size has different isomers from n
= 4 to 10 in a different evolutionary process. In principle, the
growth of the cluster structure can be viewed as a gradual
process. The lowest-energy structure for each cluster size
should have an embryo, which may result from an isomer of a
smaller neighboring cluster, although this isomer may not have
the lowest energy. The participation of the higher-energy
isomer in the growth of the cluster may imply that different
isomers with the same cluster size can exist with varying
probabilities. In fact, a similar evolution trend was reported in
our previous atomic-cluster studies.'"®

B. Nitrate + Water Clusters. The geometries of the
NO,; (H,0), (n = 1-7) clusters have also been determined
using the BH algorithm at the BLYP/DNP level. Because the
cluster system is held together by hydrogen bonds, the low-
energy structure candidates were reoptimized at the MP2/aug-
cc-pVDZ level. The lowest-energy structure for each cluster is
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provided in Figure 4. The first VDEs of the anion clusters were
calculated at the B3LYP/aug-cc-pVTZ level (Table 1). The
= 2
4 e J\ J? ‘/ 9> )3
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Figure 4. Lowest energy structures of the NO; (H,0), (n = 1-7)
clusters. The dashed lines represent hydrogen bonds.

Table 1. Experimental and Calculated Values [in
electronvolts (eV)] of the First Vertical Detachment
Energies (VDEs) of NO;™(H,0), Clusters (n = 1-7)“

VDE
cluster Nyg theor exptb
NO,™(H,0), 2 4.83 4.6(2)
NO;™(H,0), 4 5.53 52(2)
NO,™(H,0), 6 5.57 5.7(2)
NO; (H,0), 8 5.76 59(2)
NO; (H,0); 10 6.05 6.1(3)
NO;~(H,0)s 11 6.28
NO,™(H,0), 14 6.46

“Numbers in parentheses represent the uncertainties in the last digit.
All theoretical values were calculated at the B3LYP/aug-cc-pVTZ level.
The Nyp values represent the number of hydrogen bonds for the
NO, (H,0), clusters (n = 1—7). The isomer information for each
cluster size can be found in the SI “Ref 120.

VDE is defined as the difference between the energies of the
neutral and anion species. The theoretical VDEs of the lowest-
energy structures for each cluster size are summarized in Table

1 along with other experimental parameters.'”® To further
confirm the structural information for the NO;~(H,0); cluster,
we simulated the photoelectron spectra of the NO;™(H,0),
cluster at the B3LYP/aug-cc-pVIZ level (Figure S). The 3D
structure (31 in Figure S10 in the SI) was lower in energy than
the planar structure with the lowest energy according to
previous calculations.”"*°

The NO;7(H,0) has only one possible structure (11 in
Figure S10 in the SI) consisting of a water molecule hydrogen
bonded to the nitrate oxygen to form two hydrogen bonds.
This structure agrees with the previous theoretical studies
found in the literature.”>™*”"*°7'*> We can clearly observe a
blue shift in the experimental spectrum with the added water
molecule.'”® The hydrogen bond can shift the spectrum of the
NO;™ anion.

According to our calculations, NO;~(H,0), has two different
isomers (2I and 2II in Figure S10 in the SI). All optimization
was performed at the MP2/aug-cc-pVDZ level. The lowest-
energy structure is flat (2I in Figure S10 in the SI) with the two
hydrogen atoms from the water molecule forming two
hydrogen bonds. The second isomer labeled 2II (Figure S10
in the SI) is 0.05S eV higher in energy than the lowest structure
(2I in Figure S10 in the SI). The VDE of the lowest-energy
structure (2I) is 5.53 €V, which is much higher than the
experimental value of 5.2(2) eV. This structure agrees with the
previous theoretical studies found in the literature”>?%'2%12?
For NO; (H,0),, the lowest-energy structure (3I in Figure
S10 in the SI) is cage-like with a VDE of 5.57 eV and
theoretical spectrum shape that is consistent with the
experimental spectrum.120 The other NO,; (H,0); isomers
presented in Figure S have spectral patterns similar to the
experimental spectra except the flat structure labeled 3II
(Figure S10 in the SI), which has a large shift and distortion in
its spectrum relative to the experimental spectra. The VDE of
the flat structure labeled 3II (Figure S10 in the SI) is 6.01 eV,
which is higher than the experimental value of 5.7(2) eV.
According to the literature, this structure is considered the
global minimum.'*°

The cube-like structure (41 in Figure S11 in the SI) is the
most stable for n = 4. This structure contains eight hydrogen
bonds, the largest number of hydrogen bonds that
NO; (H,0), can form. Other structures with seven or eight
hydrogen bonds were also found with higher energies than the
lowest-energy structure labeled 41. This structure agrees with
the previous theoretical studies.”>*®'**> The most stable
geometry of NO,; (H,0); possesses a cubic shape (SI in
Figure S12 in the SI), which is similar to that of the (H,O),
cluster labeled 8I (Figure S7 in the SI). Ten hydrogen bonds
form in this structure. The higher-energy structure labeled 5 V
(Figure S12 in the SI) was the lowest-energy structure in a
previous study.'** For NO;™(H,0); cluster system, the lowest-

NO3(H,0)5-1
0.000 eV

NOs(H,0);-11

NO;5 (H,0);-1

NO; (H,0);-1V
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Figure S. Simulated photoelectron spectra for NO;~(H,O);. The letters represents the order of the molecular clusters from low energy to high

energy for each cluster size.

512 dx.doi.org/10.1021/jp4109128 | J. Phys. Chem. A 2014, 118, 508—516



The Journal of Physical Chemistry A

o C gy 2
) “d_+H, +H2
o Pt o”
31V

11 2H

99 9’8 0 e,

70> 4up S %y 3. Yng. 40
‘PP TS

=] | 611 71

Figure 6. Structural evolution of the NO;™(H,0), clusters from n = 1 to 7). One structure’s evolutionary path is presented. The inset red ring

indicates an added water molecule.

energy structure (61 in Figure S13 in the SI) has one water
molecule hydrogen bonded to the cubic-like edge as in the
lowest-energy structure of NO; (H,0);. This structure
contains 11 hydrogen bonds. Other structures with 10 or 11
hydrogen bonds were also found. However, these structures
have higher energies than the lowest-energy structure (61 in
Figure S13 in the SI). This structure agrees with the previous
theoretical studies.””®'*> The most stable geometry of
NO;™(H,0); is a double-five-membered ring structure (71 in
Figure S14 in the SI) with 14 hydrogen bonds, which is the
maximum number of hydrogen bonds that NO; (H,0), can
form. This structure is similar to that of the (H,0),, cluster
labeled 10I (Figure S9 in the SI). This structure agrees with the
previous theoretical studies.”>"%!>*

To obtain detailed information regarding cluster growth, we
observed the evolution of the NO;~(H,0), clusters from n = 1
to 7 in Figure 6, which primarily includes the lowest-energy
structures. Beginning with n = 1, two hydrogens from a water
molecule bonded to the oxygen of the nitrate anion to form 1I
(Figure S10 in the SI); then, another water molecule vertically
bonded to the oxygen of the nitrate anion 1I to form 2II
(Figure S10 in the SI). Next, a third hydrogen from a water
molecule bonded to the oxygen of the nitrate anion to form 3IV
(Figure S10 in the SI). For 41 (Figure S11 in the SI), four water
molecules formed a square structure above the nitrate anion;
then, four hydrogen atoms bonded to three oxygen atoms from
the nitrate anion to form four hydrogen bonds. This structure
can be easily generated from 3IV (Figure S10 in the SI) by
adding one water molecule. One water molecule hydrogen
bonded to the nitrate anion to form the two hydrogen bonds
found on 4I (Figure S11 in the SI) to obtain structures 41
(Figure S11 in the SI) to SI (Figure S12 in the SI). The
evolution of the SI structure (Figure S12 in the SI) into 611
(Figure S13 in the SI) can be obtained by adding one water
molecule to form one hydrogen bond with the nitrate anion. A
hydrogen bond within 6II was broken and two water molecules
at the edges of 6II formed two additional hydrogen bonds to
obtain the 7I (Figure S14 in the SI) structure.

C. Oxalate + Water Clusters. The lowest-energy
structures of C,0,2~(H,0), (n = 1—6) are presented in Figure
7. Table 2 provides the calculated VDEs of all of the lowest-
energy structures for each cluster size compared with the
experimental results.”® The theoretical results indicated that the
C,0,27(H,0), cluster molecules with n = 1 to 2 are
electronically unstable: the calculated VDEs are —0.52 and
—0.12. The solvated cluster, C,0,* (H,0);, has a VDE of 0.51
eV. A minimum of three H,O molecules is required to stabilize
the C,0,*” core, and this result is similar to that of the previous
study.”® Two new lowest-energy structures were reported
herein for n = § and 6, and their coordinates can be obtained in
SL For the lowest-energy structure with n = 1—4, each of the
water molecules is bonded to the C,0,>” core via two
hydrogen bonds. These results are in agreement with the
literature.”>'® At n = S, water—water hydrogen bonding
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Figure 7. Lowest energy structures of the C,0,>"(H,0), (n = 1—6)
clusters. The dashed lines represent hydrogen bonds.

Table 2. Experimental and Calculated Values [in electron
volts (eV)] of the First Vertical Detachment Energies

(VDEs) of the C,0,2 (H,0), clusters (n = 1—6)°
VDE

cluster Nyg theor exptb
C,0,77(H,0), 2 -0.52
C,0,7(H,0), 4 —0.12
C,0,7(H,0), 6 0.51 0.50
C,0.7(H,0), 8 1.11 1.14
C,0,7(H,0); 9 1.51 1.43
C,0,27(H,0), 10 1.83 1.84

“All theoretical values were calculated at the B3LYP/aug-cc-pVIZ
level. The Ny values represent the number of hydrogen bonds for the
C,0,27(H,0), clusters (n = 1—6). The isomer information for each
cluster size can be found in the SI. “Ref 98.

occurs. The fifth water forms one hydrogen bond with an
oxalate and another hydrogen bond with a neighboring water,
which forms only one hydrogen bond with the C,0,>". To
form SI (Figure S17 in the SI), a hydrogen bond within the 41
is broken, which then forms another water—water hydrogen
bond with the fifth water molecule. The lowest-energy structure
(SI in Figure S17 in the SI) contains nine hydrogen bonds and
is inconsistent with that predicted from the literature.”®'*® For

= 6, the sixth H,O interacts with the C,0,>” via one
hydrogen bond and forms another hydrogen bond with a
neighboring water. This formation is similar to that of SI, in
which a hydrogen bond within the SI is broken to allow water—
water hydrogen bonding. This structure contains 10 hydrogen
bonds, which is inconsistent with that predicted from the
literature.”>'% Other low-energy isomers are also found for the
C,0,77(H,0), (n = 1—6) clusters with higher energies than
the lowest-energy structure (Figures S1S—S18 in the SI) for
each cluster size. A possible evolutionary route is presented in
Figure 8, which depicts the growth process of C,0,*(H,0),
(n = 1—6) clusters achieved through a step-by-step addition of
water molecules. Beginning with n = 1—4, each water molecule
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Figure 8. Structural evolution of the C,0,> (H,0), clusters from n = 1 to 6. One structure’s evolutionary path is presented. The inset red ring

indicates an added water molecule.

hydrogen bonded to the oxalate ion forming two hydrogen
bonds. At n = S and 6, water—water hydrogen bond appears
through a similar formation process by breaking one hydrogen
bond between the water and the C,0,>~ core to form a water—
water hydrogen bond.

IV. CONCLUSIONS

In conclusion, a detailed investigation of the structures and
isomers of water, nitrate + water, and oxalate + water clusters
using basin hopping combined with density functional theory
was reported. The compressed sampling technique was used in
conjunction with the BH method. We explain the effectiveness
of our program using eight separate runs to determine the
global minimum for each size cluster. For example, the
structures of interest for the (H,0)4 cluster — the trigonal
prism (6] in Figure SS in the SI), book-like structure (611 in
Figure SS in the SI), cage (6 V in Figure SS in the SI), cyclic
ring (6V1 in Figure S$ in the SI), and so on — can be explored
in each search. The structures of the water clusters determined
using our program are in good agreement with those reported
in the literature. According to our calculations, the lowest-
energy structure of the NO; (H,0); cluster has a 3D
configuration (31 in Figure S10 in the SI), not the flat structure
previously reported as the lowest-energy structure by other
researchers. The lowest-energy structures of the NO;~(H,0);
and NO;~(H,0), clusters were found to have structures similar
to those of pure (H,0)g and (H,0), clusters. The lowest-lying
isomers of the C,0,> (H,0), solvated clusters for n values up
to 4 are consistent with those previously reported. Using our
program, we also found two different lowest-energy structures
(SI in Figure S17 in the SI, 61 in Figure S18 in the SI) for
C2042_(H20)5 and C2042_(H20)6'

Combining the basin-hopping method with compressed
sampling provides an effective strategy for exploring the minima
from one basin to another on complex PESs. This method can
be applied to atomic or molecular cluster systems.
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Predicted low-energy structures of the H,O, (n = 4-10),
NO,"(H,0), (n = 1-7), and C,0,2(H,0), (n = 1-6)
clusters using the basin-hopping method combined with
density functional theory. This material is available free of
charge via the Internet at http://pubs.acs.org.
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