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The Gap of Semantic Parsing: A Survey on Automatic
Math Word Problem Solvers

Dongxiang Zhang, Lei Wang, Luming Zhang, Bing Tian Dai and Heng Tao Shen

Abstract—Solving mathematical word problems (MWPs) automatically is challenging, primarily due to the semantic gap between human-readable
words and machine-understandable logics. Despite the long history dated back to the 1960s, MWPs have regained intensive attention in the past few
years with the advancement of Artificial Intelligence (Al). Solving MWPs successfully is considered as a milestone towards general Al. Many systems
have claimed promising results in self-crafted and small-scale datasets. However, when applied on large and diverse datasets, none of the proposed
methods in the literature achieves high precision, revealing that current MWP solvers still have much room for improvement. This motivated us to
present a comprehensive survey to deliver a clear and complete picture of automatic math problem solvers. In this survey, we emphasize on algebraic
word problems, summarize their extracted features and proposed techniques to bridge the semantic gap, and compare their performance in the
publicly accessible datasets. We also cover automatic solvers for other types of math problems such as geometric problems that require the
understanding of diagrams. Finally, we identify several emerging research directions for the readers with interests in MWPs.

Index Terms—math word problem, semantic parser, reasoning, survey, natural language processing, machine learning
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A Survey of Knowledge Tracing
Qi Liu, Shuanghong Shen, Zhenya Huang, Enhong Chen, Senior Member, IEEE and Yonghe Zheng

Abstract—High-quality education is one of the keys to achieving a more sustainable world. In contrast to traditional face-to-face
classroom education, online education enables us to record and research a large amount of learning data for offering intelligent
educational services. Knowledge Tracing (KT), which aims to monitor students’ evolving knowledge state in learning, is the
fundamental task to support these intelligent services. In recent years, an increasing amount of research is focused on this emerging
field and considerable progress has been made. In this survey, we categorize existing KT models from a technical perspective and
investigate these models in a systematic manner. Subsequently, we review abundant variants of KT models that consider more strict
learning assumptions from three phases: before, during, and after learning. To better facilitate researchers and practitioners working on
this field, we open source two algorithm libraries: EduData for downloading and preprocessing KT-related datasets, and EQuKTM with
extensible and unified implementation of existing mainstream KT models. Moreover, the development of KT cannot be separated from
its applications, therefore we further present typical KT applications in different scenarios. Finally, we discuss some potential directions
for future research in this fast-growing field.

Index Terms—Knowledge Tracing; Intelligent Education; Educational Data Mining; Adaptive Learning; User Modeling
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