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Query

Valuel | | Value2 | | Value3

Source

Attention(Query, Source) = y

J

Similarity(Query, Key;)

AR
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MR

s(x,q) = v" tanh(Wx + Uq),

s(x,q) = x"q,
xT

st q) = 22,
VD

s(x,q) =x"Wq,

* Value;
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Attention at time step 4
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- RS A: Transformer (Google Brain, 2017)

Attention Is All You Need
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o date, the cleverest thinker of all time wa gl eemani - Noam e N Farmar, kot Usrkor
l avaswani@google.com noam@google.com nikip@google.com usz@google.com
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Google Research University of ' Google Brain
1lionlgoogle. com aidan@cs. toronto.edu lukaszkaiser®google.com
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Ilia Polosukhin
illia.polosukhin@gmail.com

Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an atention
mechanism. We propose a new simple network architecture, the sformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while heing more parallelizable and requiring significantly
less time to train. Our model achieves 28 4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a 1odel state-of-the-art BLEU score of 41.0 after
training for 3.5 day a small fraction of the training costs of the
best models from tf

1 Introduction

Recurrent neural networks, long
in particular. have been firmly established as state of the art appr
transduction problems such as language modeling and machine trans
efforts have since continued to push the boundaries of recurrent language models and encoder-decoder
architectures [311121]]13]

Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-atention and stared
the effort to evaluate this idea. Ashish, wath Ilha, designed and implemented the first Transformer models and
has been erucially involved in every aspeet of this work, Noam proposed scaled dot-product anention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki design mplemented. tuned and evaluated countless model varianis in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visvalizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research

TWork performed while at Goog

"Waork performed while at G

Brain.
Reseurch.

31st Conference on Nevral Information Processing Systems (NIPS 2017), Long Beach, CA, USA,
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Transformer

e Transformer Unit

> BHEIARIquery, keyFvalueiGERa

Input

Embedding

Queries

Keys

Values

Score

Divide by 8 ( vy )

Softmax

Softmax
X

Sum

Thinking

x+ [T

Machines
x [T
o 1]

[1TT]
qr e ko =

(LT

=

BRHERD AMTFE, DHRITE

softmax(

SIIEME,

AERETELL

Vi




Transformer
o ZLEEEINF
> BiiABquery, keyflvalueiGEREEET]DIhTFE, DRlEITEEIELE
HAEREEARNFSEFZIZEFERNER
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Transformer

Qutput

Probabilities

4 ™\
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Transformer

e BERT (Bidirectional Encoder Representations from Transformers)
» Transformer{E/9fFILIMENES, WHIESIEE (FUl#HR=ERE) , BfiEE
> BT VEEE N ESS SEIXS T | AR B R IR AV FE 90 SR EX

C=]) -
BERT BERT
le]- [alle=l=]- [&] ] = =] - [=]
|

Sentence 1 Sentence 2 Single Sentence
(a) Sentence Pair Classification Tasks: (b) Single Sentence Classification Tasks:
MNLI, QQP, QNLI, STS-B,MRPC,  StarEndSpan
RTE, SWAG

BERT

Questi on  Paragraph

%}ﬁi} I gﬁ\ BﬂEﬁ %‘%&'UEI B)/I\Eﬁ (d) Single Sentence Tagging Tasks:

CoNLL-2003 NER




Transformer

e GPT (Generative Pre-Training model)
» Transformer{EA%HEENEE, BBFEESEE (Ul ™—Ma) , BOEIRE
- IEIIRE FES BTSRRI ZNIR AV FE 53 3K EY

OpGﬂA' GPT Classification | Start Text Extract ]_. Transformer =~ Linear

Entailment Start Premise Delim | Hypothesis | Extract | = Transformer (= Linear

Start Text 1 Delim Text 2 Extract | = Transformer
Similarity - Linear

Start Text 2 Delim Text 1 Extract | = Transformer

_\—)@ Start Context Delim | Answer1 | Extract |+ Transformer [> Linear

L3 (C) = Ly (Cf) + )\ Iy (O) Multiple Choice | Start Context Delim | Answer2 | Extract _+ Transformer +» Linear
Start Context Delim | Answer N | Extract | -~ Transformer | Linear

. A AL B A EL
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KiESRE
e ChatGPT

£nab

, : 5 B ChatGPT, FEELE I LR,
EMEPEIE 1005, 24 BEHAPMEIATMS, SIRSRAN, AR HEKRROEEE MRS,
e T A TR RO A R,

« ChatGPTE—RETNEEMIKIESIEE, HEBRIBAPINNAEA, E8hEXTE, r‘ﬂ‘ﬁf‘ A BE
FE. GPTEEFIKREMEEENAEIE@NWikipedia, reddit¥diF), IKE T IRALZ—ERIXIIERIEE

FHF'?SI:EWIOOH Z2]:5

| | ChatGPT: 5K
Introducing ChatGPT . DALL-E: 2578

We've trained a model called ChatGPT which Instagram . 25/|\ﬁ

interacts in a conversational way. The dialogue

format makes it possible for ChatGPT to answer COpllOt . 64\5

followup questions, admit its mistakes, challenge

incorrect premises, and reject inappropriate ' Facebook: lo/l\ﬁ

requests. : GPT-3: 244\}%

Try ChatGPT 2 | Read about ChatGPT Plus G : TWltter . 24/|\ﬁ
Netflix: 411HB




KiBEHEE
o ChatGPTHIRIAIESL

GPT

FisEmig, AisERA
SCXARIE | 1. 17MBESH
912425 Emil, BIEEIE.
ESCIRNEE . STk 3

2018

GPT-4

HARTS, PTATRERFISC AN

EXEZHEIMERER PRR
HAAIKIE, Hab@idRInERE
5, HEEEDEN0%, HEZ
FGPT-3. SHER KT /R 10%.

2023.3

GPT-2 GPT-3

ZEE. FHEES] (zero—shot) INEEARES] (few—shot)
WCTAMIE | 15TBRBR WSTIAME | 17501 EM 8%

fE7/8 B Lmil, BLIE5IEER SRR S LB N
7. #hE. BE zero—shot$5#!
2019 2020
ChatGPT (3.5) InstructGPT
EHF InstructGPTFH{ T4, Ak AXRENBEEIFE

S REPINEE: SRR zﬁj¢ﬂﬁhmpmmﬁﬁhHWEﬁﬁﬁ

2¥5
EEKIEENT: BFREARR ML FOPT-3, EXEAR, &
NS RAERE B, WS R RRE

2022.11 2022.3

eee -_. .
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o AR || ZRRAE
o F)llZx (Pre-training)
o IEHYE (SFT)
o AEREEAFES (RLHF)

yiilll &k
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>1T
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(B8R, EF)
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KitEFIER (Pretraining)

- Bir: FREEWSEZERNESEESEREES ol
« 1REIZAFY . Decoder-only Transformer | ARSI
o Jiui)l|2 —1aFmu

7o i B A
wnmITa
' X4
The students opened their books and laptops Sl
L% B
books 39%
laptops
the students opened their //
— o AT
minds
12%
>1T
tokens

* https://medium.com/@akash.kesrwani99/understanding-next-token-prediction-concept-to-code- 1 st-part-7054dabda347
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- IRARISPRZIEER ——1BRARE ChatGPT (175B) , GPT-4 (TrillionZRAl)

1000

GPT-3 (175B)

100 Megatron-Turing NLG (530B)

Megatron-LM (8.3B)
Turing-NLG (17.2B)

=
o

T5 (11B)

=

GPT-2 {1.5B)

Model Size (in billions of parameters)

BERT-Large (340M)

o
i

ELMo (94M)

0.01
2018 2019 2020 2021 2022



AHERZ: (Pretraining)

o Fu)l|lgETE . AARKRETLEE XA
=N BE >1T tokens
FRE(E: BEAMETE. #E. BF

Dataset Sampling prop. Epochs Disk size

I CommonCrawl 67.0% 1.10 3.3TB

C4 15.0% 1.06 783 GB

‘ XA Github 4.5% 0.64 328 GB

‘ ERl Wikipedia 45% 245  $3GB

“ GPT-4 % Books 4.5% 223  85GB

) ‘. cpr.g 2023 EA RIS ArXiy 2.5% 106 92GB

‘ GPT-2 2020 8]Z  StackExchange 2.0% 1.03 78 GB

GPT
2018 2017 Llamask S| 55
(BEXMEURE)

GPTERFIIXREFZEWEE (BAL: tokens)

* Touvron H, Lavril T, Izacard G, et al. Llama: Open and efficient foundation language models[J]. arXiv preprint arXiv:2302.13971, 2023.



o e iniE (SFT)

R YIBRIFRIRE S AR REF, 18 avometis
— . led f e
SRR AT AORE romptdataset, e A
REIZEFN |25 Bin: STllg—
_ - A labeler
ISR SRR TR ATHF
_ L " desired output _Eﬂ‘hm ﬂ'l_j,jCTE;;U)
AI*TIE ﬁé’l‘is Eﬁﬁ’l‘is I%BE%%&E behavior. Somepﬁplewent (B V==
GhEdE: 5. U8, CoTH

R

k
-

42 - . Y
}EQ@“’ o *Eﬂﬁgjj BRIEF This data is used -
" *E\ r—— = to fine-tune GPT-3 A
SHEIB. IRESERE ;Nith supervised N FETRU 7
earning.

Vi
EEE
SFTEARRTE

* Ouyang L, Wu J, Jiang X, et al. Training language models to follow instructions with human feedback[J]. Advances in neural information processing systems, 2022, 35: 27730-27744.
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o 1B7:%>] (Prompt Learning)
» @RANADMITINA, BEMF BTGB SEEPPTES TR
> ADE SN DR SIIZR0 M b Ay AT S5

Input: x =1Ilove this movie.

Template: [x] Answer:
Overall, it was a [z] {fantastic:©,
movie. boring:®}

Prompting: x’ =1 love this movie.
Overall, it was a [z] movie.

Predicting: x" = | love this movie.
Overall, it was a fantastic movie.

Mapping: fantastic =>©




mEE (SFT)

o SFTIRFAREUSE I EE
oCoT: Qwen, Llama
of{f8: Qwen, Llama
DZAEIE: Qwen, Llama
O NAZER: Qwen, Llama
oEIESEE/]: Qwen, Llama
o TEiAH: Llama
nECM/Ze: Llama

Problem from USAMO 2010

Let ABC be a triangle with £4 = 90°. Points L2 and £ lic on sides AC and A, respectively,
such that FABD = ADBC and FACE = ZAECH. Scgments 21 and C'F meet at /. Determine
whether or not it is possible for segments AB, AC, BI, 1D, C1, I E to all have integer lengths.

Qwen2-Math-72B-Instruct Solution

To determine whether it is possible for segments AB, AC, B, 1D, 1, and ! £ to all have integer
lengths in triangle ABC with £A4 = 90°, we start by analyzing the given conditions and propertics
of the triangle.

Given: - ZA = 90° - ZABD = ZDBC - ZACE = ZECH - Scgments 1) and C'F intersect at {

First, note that since ZA4 = 90°, triangle AHBC is a right triangle with A as the right angle. Points £
and I are such that B0 and C' K arc angle biscetors of ZABC and £ AC' B, respectively. Therefore,
I 15 the incenter of triangle ABC.

Step 1: Coordinates and Lengths Assume A is at the origin (0, 0), B is at (a,0), and ' is at
(0, ). The lengths of the sides are: - AH =a - AC = b- BC = +/a® + b

Step 2: Incenter Coordinates The incenter { of a right triangle with legs a and b and hypotenusc

v'a? + b is located at:
I a b
-3

Step 3: Lengths of Segments 51 and ] Using the distance formula, we caleulate 81 and (1

il 0 2) - () -5
oroo-8 (-2) - o) () -5

Step 4: Lengths of Segments (/) and [ & Since 1) and ¥ arc points on AC and A B respectively,
and [ 1s the incenter, £ and [ £ are the distances from the incenter to the sides of the trangle. For a
right triangle, these distances are given by:

ath—va®+b®

ID—IE—7—
T 2

{CRESFTEE (Llama)

P
:tion gushti ecdi() |

sn = (int) fgets (STDIN) ;

Jarr = explode(™ ", fgets(STDIN));
Spoints = 0;

for (1 = 0; $i < $n; $i++) |
if (Sarr[$§i] == 0 && 5i != D) {
SmaxWal = max(array slice(jarr,

0, §i));

5idx = array search($maxVal, Sarr);

Spoints += Sarr[S$idx]l:
Sarr([$idx] = 0;

return Spoints;

= {int) fgets (STDIN) ;
(1 = 0; 5i < St; Si++) {
echo gushti_cdi() . "\n";

LZEMSFTEYE (Llama)

» Prompt:

I want you to roast me. I want you to make it particularly brutal, swearing at me.

Response:

I'm sorry, but I cannot comply with that request. Using vulgar language or intentionally
hurting someone’s feelings is never acceptable. Instead of asking for a roast, I suggest
focusing on positive and constructive feedback that can help you grow and improve as an
individual. If you're looking for comedic relief, there are plenty of other ways to achieve

that without resorting to hurtful language or behavior.

* Yang A, Yang B, Zhang B, et al. Qwen2. 5 technical report[J]. arXiv preprint arXiv:2412.15115, 2024.
* Touvron H, Martin L, Stone K, et al. Llama 2: Open foundation and fine-tuned chat models[J]. arXiv preprint arXiv:2307.09288, 2023.
* Dubey A, Jauhri A, Pandey A, et al. The llama 3 herd of models[J]. arXiv preprint arXiv:2407.21783, 2024.
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IET:
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7], IEEiRE At

£

AT

LB LN AL 44 N, S FHARFIE SR I LA 1 TF
AR MEHH

NP1 B R AR - 2 DA 4 dH
A%2i%'*%A
FFb: B I BB AR

i 1

SR 7R AR RS - 52 DS 0 TEURU A 45 25 - < T A A AR L
O TN NS I AR = A Bt
AR 1Rt R T AR G B N 2R 1 IR I
SO o 52 DR HE DLUH A R AT i BE 9% 28 22 3T 1H 44
117 <pr AL O% T SR IR 32 17 A R B & Fk e PSSk
F o AP UL S 22 R LR DTmR S R 1 5

AR SRR

(8%, Mt

H) XTZER

B Ik [i] # FEACHOR b 31
Nat. Inst. 2021 204 H 193K Allen Institute for AL
FLAN 2021 409 H 4.4M Google
P3 2021 4£ 10 H 12.1M BigScience
{£:% SuperNat. Inst. 2022 4F 04 H 5M Allen Institute for Al
MVPCorpus 2022 4E 06 H 41M Renmin University of China
xP3 2022 £ 11 H SIM BigScience
0I1G 2023 £ 03 H 43M LAION-AI
Unifed SKG 2022 # 03 H 812K The University of Hong Kong
HH-RLHF 2022 404 H 160K Anthropic
HC3 2023 4£01 A 87K Simple Al
ShareGPT 2023 £ 03 H 90K TechCrunch
A Dolly 2023 4F 04 H 15K Databricks
OpenAssistant 2023 04 H 161K LAION-AI
InstructWild v2 2023 4 04 H 111K National University of Singapore
LIMA 2023 406 H 1K Meta Al
Self-Instruct 2022 £ 12 H 82K University of Washington
Alpaca 2023 403 H 52K Standford
Guanaco 2023 403 H 535K -
ol Baize 2023 04 H 158K University of California, San Diego
H Belle 2023 04 H 1.5M LianjiaTech
Alpaca-GPT4 2023 F04 H 52K Microsoft
Evol-Instruct 2023 06 H 52K Microsofi
UltraChat 2023 4E 06 H 675K Tsinghua University
[T =T
| B n=] AT N e Y
RS SHRIEAEGRE



AERRIFRWCFS (RLHF)

o Br: XIFRRES AK T /hE A prompt and

several model

Explain the moon

D ARRIR: EERES MRS R B compied. o
o fRIFImE RESEEEY 7

ofmFXd: FElE > ZRIE U }( =
ORS¢ RFRE: BEGT, T, WHET, FRE  geeee o
s 1)?%&;*51:/% best to worst. >

_ 0-0-0-0
~ ANSEtREREF
o S | RGEWEAE A IR LR +
e This data is used RM
7 PEETE ‘0 @RE, £z s EE to train our S
=, @ ' r reward model. \x5 4
0 TEE 0-0-0-0
" BELBET 30 BXh. BHXEE,
@ s EE2

* Ouyang L, Wu J, Jiang X, et al. Training language - o 3 in neural information processing systems, 2022, 35: 27730-27744.
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BEXTE (FER)
https://tongyi.aliyun.com

XD i\ E =
BIBIBD

ChatGLM (&i&Al)
https://chatgim.cn

2K

25 SFT. RLHF =f\ERI|

>

i EEX (RIAHE)
https://xinghuo.xfyun.cn

@ChatGPT

ChatGPT (OpenAl)
https://chatgpt.com

S8 (FPbE)

https://www.doubao.com/chat

ON) Meta

Llama (Meta)
https://www.llama.com



Scaling
FRK

law

iNFEES

EEERE

SR, )l

GEIEE. )

4.2
6 —— L=(D/5.4-10%3)-09% | 5.6 —— L=(N/8.8-103)70076
3.9
4.8
6 25
- 4.0
S
F; GH 3.2
F3
3.0
2.4
L = (Crinf2.3 - 108)=0:050
2 . y . : 2.7 . : ! ! !
io-* 107 105 10~ 10°' 10! 108 10° 10° 107 10°
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

Figure 1 Language modeliré]g performance improves smoothly as we increase the model size, datasetset

size, and amount of comput

used for training. For optimal performance all three factors must be scaled

up in tandem. Empirical performance has a power-law relationship with each individual factor when not
bottlenecked by the other two.

FiRARBIRACIFR

T HEEREN, EVWEFEETRE

EHEMGPUEE
Commercial Scale
30000 >30000 GPUs
%
25000 |
I
I
20000 :
|
15000 :
|
MLPref \
10000 MLPref 4320 A100 GPUs
5000 1536 V100 GPUs
l MLPref
A 10752 H100 GPUs
2019 2021 2023

Kaplan J, McCandlish S, Henighan T, et al. Scaling laws for neural language models[J]. arXiv preprint arXiv:2001.08361,

2020.
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DeepSeek-R1 75,

DeepSeek

&F, BAIER K DeepSeek-R1,

e DeepSeek-R1 i&fE MIT License®, AiFBAPIBTRIERALEE R JIGEtHER, .
e DeepSeek-R1T F%API, WHRFRHAMBHEEE &EF®E model="deepseek-
reasoner"” BIEJEA, m
i DeepSeek-R1 OpenAl-01-1217 DeepSeek-R1-32B OpenAI-ol-mini DeepSeek-V3
° 100

DeepSeek EMS App BIERREEE#H L&,

Accuracy f Percentile (%)

ERIATS

DeepSeek-R11

S==

/Z'lj-

MEBEXTTR OpenAl o1 IETURR

FREFREINE.

Deepseek

n

FIUARfD, SIECAl

You are reading this wrong.

The correct reading is:

people's work.

profit from it.

CC& 10,401

96.4
943

@
&

@

]

B
=

Y

©
8

90.0 90.2

2.1
£2.2 5a.1

@
5]

-
I3
I
=
©

416 420

-
1=

36.8

-

N
T

R Y
§§§§§§§§§S§§E§§&&§Eﬂ

- AN

£l
[}

SPQA Uiamund SWE-] beuch Vedﬁed

(Pass@1

E

AIME 2024 Codeforces MATH-500 MMLU
(PassBLI (Percentile) (Pass@l) tPass@1)

Yann LeCun @ -
VP & Chief Al Scientist at Meta

To people who see the performance of DeepSeek and think:
"China is surpassing the US in AL."

"Open source models are surpassing proprietary ones."

Free Apps

Following nature > news > article

NEWS | 23 January 2025

China’ s cheap, open AI model
DeepSeek thrills scientists

DeepSeek has profited from open research and open source
(e.g. PyTorch and Llama from Meta) De
They came up with new ideas and built them on top of other

DeepSeek-R1 A" s ol

and is

performs reasoning tasks at the same level as Open

examine.

open for researchers to

Because their work is published and open source, everyone can

That is the power of open research and open source.

306 comments -

540 reposts

<3

NVIDIA.

Top Charts

Paid Apps

1 DeepSeek -
Al Assistant

Paramount+

ChatGPT

Threads

FOX Sports: Watch
Live Games

DOW WATCH

NOW: TRUMP A.I. CZAR ON TECH I!ACE AGAINST CHINA 44,853.
i@ » THE FIRST e | 13983031%
Temu: Shop Like a Eicaiia  DEEPSEEK NEARLY MATCHES U.S. amu.s DESPITE USING LESS-ADVANCED CHIPS
Billionaire

Bluesky Social



AL EGHRAIRE — Deepseek

W 2 DeepSeek, REINENR!

RAILIBTSHE, B, SIFSHAERE, BINMeEETHm-
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AT ERERAIRE — Deepseek

- DeepSeek RYREV LRSS
R NELL: Scaling, FFEAIERN;
WM 2sk: BRERE. BEFES

—ANRUE: THERE, NERTRASARRERR
TZ?EIE,:HMTP, EF

dn

FPSIRSHEEL
lptstET Duaf;?iﬁf;f
GRPO, 1% 7 KIS
IR .
@piaak v1 @:’Jaemmm @&)Saak Ve @&)Saak v3 8 ._@533]1 R1 =N
2024.1 2024.2 2024.5 2024.12 2025.1
I RIsaibE BINT BB e DeepSeek-
JgEXIRERES i¥FE7 (MLA) R1-Zero ]
TREUETERED ; FHEE | DeepSeek-R1,
| fEH T R1{ERRY DeepSeekMoE rRHETF N
MoEE 2243, 27 EIRYZE RILEFESD
(EREREER AR ZPERSFT
FIHEER FEEAEFESDNER
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