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Abstract—In the area of community question answering
(CQA), answer selection and answer ranking are two tasks
which are applied to help users quickly access valuable answers.
Existing solutions mainly exploit the syntactic or semantic cor-
relation between a question and its related answers (Q&A),
where the multifacet domain effects in CQA are still underex-
plored. In this paper, we propose a unified model, enhanced
attentive recurrent neural network (EARNN), for both answer
selection and answer ranking tasks by taking full advantages
of both Q&A semantics and multifacet domain effects (i.e.,
topic effects and timeliness). Specifically, we develop a serialized
long short-term memory to learn the unified representations of
Q&A, where two attention mechanisms at either sentence level
or word level are designed for capturing the deep effects of
topics. Meanwhile, the emphasis of Q&A can be automatically
distinguished. Furthermore, we design a time-sensitive ranking
function to model the timeliness in CQA. To effectively train
EARNN, a question-dependent pairwise learning strategy is also
developed. Finally, we conduct extensive experiments on a real-
world dataset from Quora. Experimental results validate the
effectiveness and interpretability of our proposed EARNN model.

Index Terms—Answer selection/ranking, community question
answering (CQA), deep learning, timeliness, topic effects.

I. INTRODUCTION

W ITH the prevalence of community question answer-
ing (CQA), e.g., Quora1 and Yahoo Answers,2 there
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are more and more users active on these communities. They
are willing to post questions or share their experience so
that massive questions with largely increasing answers are
accumulated. In CQA websites, after posting questions, many
answerers will continuously contribute to their interested ones.
Particularly, some attractive questions can appeal to even hun-
dreds of answers, and also, some of them may make users
lose their interest due to their long paragraphs [1]. Thus, it
is hard for the askers and attracted visitors to quickly find
the valuable answers, especially for those answers whose
views and upvotes are not stable yet. Therefore, answer selec-
tion and answer ranking, which can be applied to similar
application scenarios, have become two effective solutions.
Particularly, both of them focus on measuring the semantic
matching between the question and its related answers (Q&A).
The difference is that answer selection aims to select valuable
answers from the candidate list, while answer ranking aims to
put valuable answers ahead in the answer list [2]. However,
as hot research points in the area of CQA, answer selection
and ranking are still with challenges.

These challenges mainly come from two aspects. First, for
the past few years, researchers have proposed some deep
learning-based models with attention mechanisms to exploit
the semantics between Q&A [3]–[5]. These studies mainly
use the text of Q&A to measure their similarity. Recent years,
with the mechanism improvements of CQA sites, almost all
platforms provide topics for each question (see the blue rect-
angle in Fig. 1) so that visitors can quickly find their interested
ones with topic filtering. However, exploiting the benefits of
these topics for answer selection or ranking is still open and
being explored.

Second, some studies mainly focus on fixing the lexical gap
between Q&A on large-scale dataset, such as Yahoo Answers
or Quora [6]–[8]. However, they ignore the fact that different
answers are posted at different times so that their value is
highly related to the time [9]. Therefore, it is necessary to
eliminate the bias induced by the time.

In order to solve the challenges, we make a deep observa-
tion and exploration in CQA and then find multifacet domain
effects. Fig. 13 explains the significance of two domain effects
related to our motivations with a snapshot from Quora. The

3This question and corresponding answers are posted on the following url:
https://www.quora.com/Which-are-some-of-the-best-places-to-visit.
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Fig. 1. Example of Q&A from Quora with a question and three comparable
answers.

figure shows a popular question which indeed receives more
than 100 answers (green rectangle) and we only show three
compared answers for better illustration. From this instance,
besides “Details of Q&A (red),” we can also see “Topics
(blue),” “Answer Time (orange),” and “Views and Upvotes
(purple)" in rectangles. Obviously, three sample answers have
different value4 (14.2k views and 128 upvotes versus 1.7k
views and 40 upvotes versus 162 views and 2 upvotes).
According to our observations, there are at least two aspects
which have great impacts on measuring answer value.

Topic Effects: The value of an answer not only depends
on its description but also is affected by the topics. Different
from some platforms (e.g., Yahoo Answers) which only pro-
vide predefined topics, Quora allows askers to create any topic
for their questions. As a consequence, askers will use more
exact topics that are relevant to their questions. It is obvious
that there will be several key words in the topics and Q&A,
and these key words, or the emphasis, can help visitors quickly
understand the implicit intent of Q&A [10]. For example, we
can see that the first and second answers in Fig. 1 refer to
some places which are the intent of the asker, whereas only
the first one receives more upvotes. To explain this difference,
we find the first good answer mentions more words which
are similar with “beautiful” appeared in topics, e.g., “beauty,”
“surreal,” etc. Especially the last sentence (“Surreal, other-
worldly, simply amazing.”) is likely to attract more people. On
the contrary, even though the second one involves “Pangong
Lake,” the description is bland and does not appeal to readers.
Thus, with the help of topics, we can better understand the
deep semantic and distinguish the emphasis of Q&A.

Timeliness of Answers: As we mentioned, in CQA, the num-
ber of upvotes depends on not only the quality of answers but
also the time period since answers are posted. We call the
latter fact timeliness. Intuitively, a question will attract more
readers during the early period after it is posted. Consequently,
the corresponding early coming answers are supposed to serve
more readers and receive more upvotes. In Fig. 1, the first
and the third answers are both good ones with high quality,

4The value means the attraction to readers, which is often reflected in the
numbers of their stable views and upvotes.

but the timestamp of the first answer is much earlier than the
third one’s so that the former is viewed and voted with more
chances than the latter. Therefore, when measuring answer
value, it is significant to take the timeliness into account.

Considering both topic effects and timeliness of answers, it
is necessary to find an approach which can well model these
special domain effects on understanding the deep semantics of
Q&A and evaluating the answer value. Also, to conveniently
access Q&A, especially for those long answers, it is significant
to distinguish the emphasis of Q&A with the help of topics.

To that end, in this paper, we present a focused study
on answer selection and ranking by taking full advantages
of both Q&A and two specific domain effects (i.e., topic
effects and timeliness). Specifically, we propose a unified
model, enhanced attentive recurrent neural network (EARNN),
to exploit the impacts of topics and timeliness on evaluating
answer value. Particularly, we first follow the question answer-
ing process and develop a serialized long short-term memory
(LSTM) with two enhanced attention mechanisms to capture
the deep effects of topics. Benefiting from our attention mech-
anisms, we can easily find the important regions which are
related to the intent of the asker (i.e., topics). After that the
unified representations of Q&A are learned and the emphasis
of Q&A can be automatically distinguished at sentence and
word levels. Moreover, considering the timeliness that answers
with earlier timestamps are supposed to be more preferred, we
develop a time-sensitive ranking function to eliminate the bias
induced by time (i.e., timeliness). Furthermore, since visitors
of different questions may vary a lot, it is usually unreason-
able to compare the value of answers to different questions.
Thus, we adopt a question-dependent pairwise learning strat-
egy to facilitate the training process of our model. Finally,
we construct extensive experiments on a real-world dataset.
The experimental results validate the effectiveness and inter-
pretability of EARNN. The contributions of this paper can be
summarized as follows.

1) We conduct a focused study on answer selection and
ranking problems in CQA. We further propose a uni-
fied model (i.e., EARNN) for both tasks to effectively
measure answer value.

2) We make a deep observation and find the topic effects
which have an impact on measuring semantic relations
between Q&A. Therefore, we propose two enhanced
attention mechanisms to capture the deep effects of top-
ics. Benefiting from them, the emphasis of Q&A can be
automatically distinguished at sentence and word levels.

3) To eliminate the bias induced by the time, we develop
a time-sensitive rank function to model timeliness of
answers.

4) We collect large-scale real-world data from Quora. With
this data, we conduct extensive experiments whose
results demonstrate the effectiveness of EARNN.

II. RELATED WORK

In CQA, the related work can be grouped into two cate-
gories. One is the traditional methods which mainly depend on
lots of manual work. Another is neural network-based methods
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which avoid feature engineering and their performances have
been validated.

A. Feature-Based Approaches

In the early stage, researchers tried their best to design var-
ious nontextual features to predict answer quality, including
answer length, answerer’s activity level, question–answer over-
lap, and so on [9], [11]–[15]. Then, with the development
of natural language processing (NLP) [16], [17], many lex-
ical and syntactic-based approaches were applied to analyze
the structure of sentences and the relations between Q&A.
Yih et al. [18] paid attention to improving the lexical seman-
tics based on word relations, including synonymy/antonymy,
hypernymy/hyponymy, and general semantic word similarity.
For syntactic approaches, dependency trees [19]–[21] or quasi-
synchronous grammar [22], [23] was used to analyze the
structure of sentences and extract effective syntactic features.
Besides, Cai et al. [24] and Ji et al. [25] adopted the topic mod-
els to extract topic distributions as contextual features under
the assumption that the question and answer should share a
similar topic distribution. After the feature engineer, logistic
regression (LR) [14], support vector machine (SVM) [21], con-
ditional random fields (CRFs) [26], [27], and other machine
learning methods [28] were employed to measure answer qual-
ity. Since Jeon et al. [29] proposed a word-based translation
model for question retrieval, researchers begun to make their
efforts on fixing the lexical gap between Q&A. Xue et al. [30]
proposed a word-based translation language model for ques-
tion retrieval and Lee et al. [31] tried to improve the translation
probabilities based on question–answer pairs by selecting the
most important terms to build compact translation models.
Furthermore, phrase-based models [32], [33] and lexical word-
based translation models [34] were proposed in succession for
better measuring the similarities of Q&A. In summary, those
feature engineering methods depend on much manual work
which is time consuming. The translation-based methods suf-
fer from the informal words or phrases in Q&A archives and
perform less applicability in new domains.

B. Neural Network-Based Approaches

Recently, with the development of deep learning, scholars
proposed some neural network-based models to explore the
semantic relations of Q&A texts [35], [36], which achieved
great success on measuring answer quality [3], [4], [37].
Despite the deep belief networks (DBNs) [38] and recur-
sive neural networks [39] have shown some nonlinear fit-
ting capability, the great success of convolutional neural
networks (CNNs) [40]–[42] and recurrent neural networks
(RNNs) [43]–[45] on various tasks completely changed the
research direction. For example, Severyn and Moschitti [3]
employed a CNN to generate a representation for each sen-
tence and then used similarity matrix to compute a relevant
score. Wang and Nyberg [36] proposed a method using a
stacked bidirectional LSTM to read the sentence word-by-
word, and then integrated all outputs to predict the quality
score. Wan et al. [46] combined the LSTM and CNN to cap-
ture both local and context information for determining the
importance of local keywords from the whole sentence view.

TABLE I
SEVERAL IMPORTANT MATHEMATICAL NOTATIONS

In a word, CNN-based models use position-shared weights
with local perspective filters to learn spatial regularities in
Q&A while RNN-based models pay more attention on the
regularities of the word sequence.

Moreover, in order to deeply exploit the semantic relevance
between Q&A, some researchers attempted to integrate atten-
tion mechanisms into CNN/RNN-based models [5], [47]–[50].
These adjusted the machine’s attention on different regions
of texts so that the relations of Q&A could be better under-
stood. For instance, Yin et al. [47] described three architectures
where attention mechanisms were combined with a CNN for
general sentence pair modeling tasks. Liu et al. [5] modeled
strong interactions of two texts through two inter- and intra-
dependent LSTMs. However, to the best of our knowledge,
almost all neural network models only focus on modeling the
similarities of Q&A and few works directly model multifacet
domain effects, such as topic effects or timeliness.

Different from previous studies, this paper aims at modeling
two specific domain effects in CQA, i.e., topic effects and
timeliness, which are potentially beneficial for measuring
answer value. Specifically, we develop a serialized LSTM
with two enhanced attention mechanisms (i.e., sentence level
and word level) to mine the deep effects of topics and fur-
ther recognize the emphasis of Q&A. Besides, we design a
time-sensitive ranking function to integrate timestamps into
our proposed model EARNN and perceive the timeliness in
CQA.

III. METHODOLOGY

In this section, we first formally inspect answer selection
and answer ranking problems. Then we introduce the technical
details of our EARNN, including the architecture of the neural
network and the training method. For better illustration, Table I
lists some mathematical notations.

A. Problem Overview

Generally, answer selection mainly targets at choosing valu-
able answers from candidates while answer ranking mainly
targets at sorting answers by their value to a specific ques-
tion. Specifically, given a question q, a list of answers A =
{a1, a2, . . .} is followed, where ai is the ith answer. In addi-
tion, each question has several topics c and each answer has
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Fig. 2. Graphical representation of EARNN.

a timestamp t and ground truth v. Then, two tasks have the
following formulations.

Task 1 (Answer Selection): Given a question q with topics
c and a list of answers A with a series of timestamps, our goal
is to integrate all information to train a model (i.e., EARNN),
which can be used to label all candidate answers with 0/1 (1 for
valuable answer; 0 otherwise), s.t. the labels are consistent
with the ground truth, such as manual annotation.

Task 2 (Answer Ranking): Given a question q with topics c
and a list of unsorted answers A with a series of timestamps,
our goal is to integrate all information to train a model (i.e.,
EARNN), which can be used to rank all candidate answers,
s.t. the order of sorted answers is consistent with their ground
truth, such as the stable upvotes.

B. Technical Details of EARNN

In this section, we introduce EARNN in detail. As shown in
Fig. 2, EARNN contains three parts, namely, input layer, rep-
resentation layer, and evaluation layer. Particularly, multifacet
domain effects (i.e., topic effects and timeliness) are mod-
eled in representation layer and evaluation layer, respectively.
To effectively train EARNN, a question-dependent pairwise
learning strategy is also proposed at the end of this section.

Input layer aims to represent words in Q&A in a continu-
ous space. As mentioned in Section III-A, the textual inputs to
EARNN include three parts (i.e., a question q, an answer a, and
topics c). For simplicity, we assume the question q contains
only one intent of the asker so that it is treated as one sentence.
Differently, answers usually settle a question from various per-
spectives, thus an answer a is formalized as a sequence of M
sentences. For each sentence in Q&A, it is formalized as a
sequence of N words. Besides, topics c consist of |C| phrases
and each phrase contains Cj(j ∈ {1, 2, . . . , |C|}) words. Then,

we replace each word with a pretrained K-dimensional word
embedding [51]. After that as shown in Fig. 2, inputs q, a,
and c are composed of one or more matrices each of which
represents a sentence or a phrase. Note that N, M, and |C| are
not fixed relaying on the instance and pretrained word embed-
dings only capture the syntactic information rather than the
semantic one.

Representation layer develops a serialized LSTM with
two enhanced attention mechanisms so that topic effects
are modeled and unified representations of Q&A are
learned. Meanwhile, the emphasis of Q&A is automatically
distinguished.

In this paper, since the attraction of answers partly depends
on the question, answer representations should be adjusted
according to the question. Therefore, we develop a serial-
ized LSTM built by two LSTM models (i.e., LSTM_Q and
LSTM_A) as shown in Fig. 2. Specifically, given the question
q and answer a, LSTM_Q reads the word embeddings of the
question one by one while LSTM_A (with different parameters
from LSTM_Q) reads the word embeddings of the answer in
a more sophisticated way. First, we initialize the memory cell
of LSTM_A with the final memory cell of LSTM_Q to model
the relations of Q&A. Then, since sentences in the answer
may express different meanings, they should be independently
modeled by LSTM_A. Therefore, each word in a sentence can
learn a semantic word embedding by combining the question
and its adjacent words.

With respect to the basic RNN cell, we utilize an imple-
mentation of LSTM proposed by Graves et al. [52]. Given the
t-th word embedding xt (t ∈ {1, 2, . . . , N}) and (t − 1)th cell
vector zt−1 of a specific sentence, the hidden vector ht can be
computed as

ht = LSTM(ht−1, zt−1, xt). (1)

Then, all word representations of Q&A, denoted by qr and
ar, can be constructed by a set of hidden vector sequences ht
generated from LSTM_Q and LSTM_A.

After learning the representations of Q&A, i.e., qr and ar,
in the following, we aim to learn the unified representations
of Q&A combining with topic effects. In Fig. 1, the first good
answer mentions “Baikal Lake” and uses beauty and surreal to
describe a beautiful scenery, which are semantically relevant
to words in the question (e.g., “place”) and topics (e.g., beauti-
ful). But the second answer only refers to Pangong Lake with
its location and best visiting time. Its description is bland and
boring so that it loses much attraction from askers and visi-
tors even though the posting time of the second one is earlier
than the first one. Based on this evidence, we first design a
sentence-level attention to capture the relations of Q&A. Then,
on the basis of it, we further design a word-level attention
together with topics to locate the significant regions of Q&A
which are semantically relevant to topics. Formally, given the
question qr, answer ar, and topics c, with the help of these
two attentions, the unified representations of Q&A, denoted
by q f and a f , will be learned and each word or sentence is
assigned an attention score denoting its importance.

Specifically, for the question qr, the sentence-level atten-
tion [Fig. 3(a)] applies an average pooling to summarize
all N words into a fixed-length vector which denotes the
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(a) (b)

Fig. 3. Graphical representations of two attention mechanisms. (a) Sentence-level attention. (b) Word-level attention.

semantic summary of the question. Thus, the final question
representation q f ∈ R

K is implemented as follows:

q f = 1

N

N∑

i=1

qr
i . (2)

Similarly, for the answer ar, the sentence-level attention
first puts jth sentence ar

j· into the average pooling and gets
its semantic representation sj (j ∈ {1, 2, . . . , M}). Then, a dis-
tance function is used to compute the attention score αj for
each sentence sj in the answer to the question q f . Finally, the
answer representation a f ∈ R

K is modeled by a weighted sum
of all M sentences as follows:

a f =
M∑

j=1

αjsj, sj = 1

N

N∑

i=1

ar
ji, αj = f

(
q f , sj

)
(3)

where f (·, ·) denotes the distance function which is stated as
cosine similarity in this paper.

Differently, the word-level attention [Fig. 3(b)] can not only
distinguish the important regions of the answer at sentence
level but also focus on the word-level regions with the help of
topics c. Given topics c where cji denotes the ith word in the
jth phrase, the word-level attention applies an average pooling
to summarize these topics into a fixed-length vector c f ∈ R

K

c f = 1

|C|
|C|∑

j=1

⎛

⎝ 1

Cj

Cj∑

i=1

cji

⎞

⎠. (4)

After the computation of the topic embedding c f , word-level
attention uses it to measure the attention score for each word
in Q&A. Regarding the question qr, since it contains a set of
semantic representations whereas the topic embedding c f is
a syntactic representation, a translation matrix W is adopted
to measure the distance between each word and topics. Then,
a softmax operation follows to compute the attention score
βi (i ∈ {1, 2, . . . , N}) for ith word in the question. Finally, the
final question representation q f ∈ R

K can be modeled by a
weighted sum as follows:

q f =
N∑

i=1

βiqr
i , βi = exp

(
h
(
c f , qr

i

))
∑N

k=1

(
exp

(
h
(
c f , qr

k

))) (5)

where h(a, b) = aTWb denotes the distance between a and b
in different spaces and the translation matrix W is optimized
by the network. As for the answer ar, each sentence vector
sj ∈ R

K can be computed by the same way. Then we use (3)
to get the final answer representation a f ∈ R

K .
In summary, the sentence-level attention utilizes the ques-

tion and answer representations (i.e., qr and ar) to distinguish
important sentences of the answer. The word-level attention
utilizes the extra topic representations (i.e., c) to capture the
deep semantic relevance between topics and Q&A. Besides,
according to the attention scores [i.e., α in (3) and β in (5)],
both important words and sentences can be recognized which
will be demonstrated in experiments. After the process of this
layer, the unified representations of Q&A (i.e., q f , a f ∈ R

K)
are obtained in a deep semantic space.

Evaluation layer outputs the answer value by combining
the semantic matching of Q&A and the timeliness of answers.
Actually, the timeliness means that the value of questions or
answers will be reduced as time goes on. That is, a question
will attract more readers in the early period after it is posted, so
that the corresponding early coming answers may serve more
readers and receive more upvotes. For example, in Fig. 1, the
first and third answers both mention several beautiful places.
They should have received the same attention. However, the
first one receives more views and upvotes than the third one
because it is posted much earlier than the other. According to
this observation, we design a time-sensitive ranking function
to model the biased value of answers. Specifically, given the
question embedding q f , answer embedding a f , and timestamp
t, we first measure the deep semantic matching score V̂ of the
answer and then take the timeliness into account to obtain the
final ranking score Ṽ .

For measuring the deep semantic matching score, we first
concatenate the question q f and answer a f representations.
Then, a fully connected network is used to learn the over-
all relevance representation u. Finally, a logistic function is
applied to predict the deep semantic matching score V̂

V̂ = σ(W2u + b2), u = τ
(

W1

[
q f ⊕ a f

]
+ b1

)
(6)

where σ(·) and τ(·) are sigmoid(·) and tanh(·) functions,
respectively. ⊕ is the concatenation operation. {W1, b1,
W2, b2} are model parameters optimized by the network.
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With respect to the timeliness of answers, we assume that
an answer with an earlier timestamp t is more valuable and
attractive so that it is supposed to be ranked first than oth-
ers. Therefore, we measure the revised ranking score Ṽ of the
answer by jointly exploiting the relations between the deep
semantic matching and timeliness

Ṽ = exp− t−t0
H V̂ (7)

where t0 is the timestamp of the first coming answer and H
is the hyperparameter. In (7), the first multiplier is a decay
factor and it becomes smaller as time goes on. Particularly, it
equals to 1 for the first answer.

Model Training: Since askers can post their questions at
any time and visitors of different questions may vary a lot,
it is usually unreasonable to compare the value of answers to
different questions. In other words, we assume that only the
value of answers to the same question is comparable. Thus,
we adopt a question-dependent pairwise learning strategy with
a large margin objective to optimize all parameters. First, for
each question q, we construct several triples (q, a+, a−) from
the answer list, where answer a+ is more valuable than answer
a−. Then, we minimize the following objective function:

L = min
�

max
(
0, m + S

(
q, a−) − S

(
q, a+))

(8)

where � is all parameters in EARNN; S(q, a) denotes the
ranking score Ṽ illustrated in (7); and m is the margin
which is a hyperparameter. Given a triple (q, a+, a−), we
will compute �S = m + S(q, a−) − S(q, a+). If �S ≤ 0,
we will skip this triple. Otherwise, we use stochastic gradient
decent (SGD) [53] to update the model parameters with the
backpropagation through time algorithm.

IV. EXPERIMENTS

In this section, we first introduce the dataset and show some
basic statistics. Then, we illustrate the experimental setup,
including the embedding size, initialization, etc. Afterward,
all benchmark methods and evaluation metrics are introduced.
Finally, we report the experimental results from four aspects:
1) evidence of topic effects and timeliness; 2) performance
comparisons; 3) parameter sensitiveness; and 4) two case
studies for attention visualizations.

A. Dataset Preparation

We collected a dataset including 372 818 questions and
1 739 222 answers associated with topics, upvotes, timestamps,
etc., from Quora using the approach described in [1]. For train-
ing a robust model, we only reserved the questions with more
than ten answers among which the most number of upvotes
is over 20. Then, we also removed questions and answers
which had less than ten words or questions without topics.
After that we removed the questions whose views and upvotes
were not stable (the posting time of Q&A was less than one
month before the collect-data time). After the data cleaning,
there are 9353 questions and 218 965 answers left. Table II
shows the detailed statistics of the dataset after preprocessing.
Finally, we create two kinds of ground truth for answer selec-
tion and answer ranking, respectively. For answer selection,

TABLE II
STATISTICS OF THE DATASET

TABLE III
STATISTICS OF THE TRAINING AND TESTING DATASET

(a) (b)

Fig. 4. Distribution of (a) sentences and (b) words.

we sorted answers to each question by their stable upvotes.
Then, answers with more than ten upvotes were treated as
good answers and the rest of them were treated as bad ones
(i.e., ground truth of good answers equals to 1; 0 otherwise).
For answer ranking, we sorted the answers of each question
by their final upvotes and treated that ranking as the ground
truth [1], [7].

Moreover, we also analyze some distributions of the number
of sentences and words. Fig. 4 tells that about 40% answers
contain more than 5 sentences and 50% questions (sentences
in answers) contain more than 33 (15) words. That is to say, it
is exhausting for the asker and visitors to read dozens of long
answers to one question, so it is necessary to rank answers
by their attraction to readers. In the following experiments,
to observe how the models behave at different sparsity data,
we randomly select 90%, 80%, 70%, and 60% instances as
training sets and the rest as testing sets, respectively. More
details are shown in Table III.

B. Experimental Setup

Embedding Setting: Word embeddings in input layer are
pretrained on the Q&A corpus in the whole collected data.
We use public word2vec lib (Gensim5) to assign every word

5http://radimrehurek.com/gensim/
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with a 50-dimensional vector (i.e., K = 50) which is tuned in
training. Particularly, those words which appear less than five
times are assigned a same randomly initialized vector. Besides,
we empirically set the size of vectors ht, zt in (1) and u in (6)
as 50.

Training Setting: We follow [54] and randomly initialize
all parameters in EARNN with a uniform distribution in the
range from −√

6/(nin + nout) to
√

6/(nin + nout), where nin
and nout are the sizes of layers before and after the weight
matrix. During the training process, all parameters are tuned.
Moreover, we use dropout with probability 0.2 to prevent over-
fitting. Without special illustration, H in (7) and m in (8) are
empirically set as 106 (with unit second) and 0.1, respectively.

Benchmark Methods: In the experiments, EARNN repre-
sents our complete solution with word-level attention and also
the time-sensitive ranking function. In order to illustrate the
effectiveness of sentence-level and word-level attention mech-
anisms and the effects of timeliness, we construct two variant
models, denoted by EARNN_s and EARNN_w. Specifically,
EARNN_s only utilizes the sentence-level attention whose
inputs are the details of Q&A. EARNN_w only utilizes the
word-level attention which treats extra topics as an additional
input. However, both variants treat the deep semantic match-
ing score V̂ as the ranking score Ṽ of the answer without
considering the timeliness of answers.

Besides, we compare our approaches against six popular
models for two tasks.

1) BM25 [55] is a popular model in information retrieval.
Correspondingly, the text of question can be treated as
the query in BM25 and answers are the documents to
be ranked.

2) TRLM [29] is a translation-based model to calculate
the similarity between two texts (i.e., the details of the
question and answers).

3) rankSVM [56] is an SVM for ranking. Each question and
answer is presented by a vector where each dimension
denotes a word and its value equals to the frequency.

4) NBOW is a neural bag-of-words model where Q&A
embeddings are the syntactic-level representations and
a multilayer perceptron (MLP) [57] is used to measure
the relevance.

5) CNTN [37] is a convolutional neural tensor network
architecture which encodes Q&A and models their
relevance with a tensor layer.

6) WEC_CNN [6] is the similarity matrix-based architec-
ture to model the deep interactions between Q&A.

Among them, BM25, TRLM, and RankSVM are traditional
methods using discrete word representations. The other deep
learning-based methods use distributed vectors to model sen-
tences. Particularly, NBOW and CNTN use syntactic- and
semantic-level representations, respectively. And WEC_CNN
is one of the deep interaction methods to match Q&A.

In the experiments, all methods are implemented by our-
selves following the related references and all hyperparameters
are tuned carefully so that their performances reach the
best in Quora dataset. All results are obtained on a Linux
System (4 Intel Core i5-6500 CPUs, 8 GB RAM). We use
Tensorflow to implement deep learning methods (NBOW,
CNTN, WEC_CNN, EARNN_s, EARNN_w, and EARNN).

Except the nonparameter models (i.e., BM25 and TRLM), we
also test the training time for EARNN, WEC_CNN, CNTN,
NBOW, and rankSVM with the 90%–10% partitioning data.
It, respectively, takes 7986 s, 960 s, 1242 s, 224 s, and 321 s
for them to converge.

Evaluation Metrics: For evaluation, we rank answers as their
predicted scores and compare the rank list with the ground
truth (0/1 for answer selection task; ranking as their real
upvotes for answer ranking task) to compute metrics.

Answer Selection: Since each answer is only noted by
“good” or “bad” (i.e., 1 or 0), we adopt three types of metrics
widely used in information retrieval. They are precision at K
(P@k), mean average precision (MAP), and mean reciprocal
rank (MRR). Specifically, given the rank list, P@k measures
the precision on the top-k answers. MAP is the mean of the
average precision scores and MRR is the position of the first
good answer in the candidate list. Formally, for each question,
P@k, MAP, and MRR are defined as

P@k = 1

k

k∑

j=1

I(j)

MAP = 1

|Q|
N∑

j=1

I(j)

∑j
r=1 I(r)

j

MRR = 1

rank(j)
(9)

where I(j) is a binary function on the jth answer in the rank
list and it equals 1 when the jth answer is good, 0 otherwise;
|Q| is the number of good answers, N is the number of all
answers, and rank(j) is the position of the first good answer
in the rank list. These three metrics range from 0 to 1 and the
larger the better. In this paper, we choose P@5, P@10, MAP,
and MRR for evaluation.

Answer Ranking: For this task, we adopt two widely used
ranking metrics. One names normalized discount cumulative
gain (NDCG@k) [58], where k represents the top-k ranked
answers. Formally, for each question, NDCG@k is defined as
follows:

NDCG@k = DCG@k

iDCG@k
(10)

where iDCG is the ideal DCG and DCG is defined as

DCG@k = rel1 +
k∑

j=2

relj
log2 j

(11)

where relj equals to the rating of the jth answer.
Considering that NDCG@k measures the ranking quality of

top-k answers, we use another metric named degree of agree-
ment (DOA) [59] which can measure the quality of an entire
ranking list. Specifically, for a list of answers to a question, we
assume (xi, yi) is the observation and evaluation rank of the
ith answer. Any pair of (xi, yi) and (xj, yj), where yi − yj > 0,
is said to be a correct order pair if xi − xj ≥ 0. Then, for each
question, DOA is defined as

DOA = 2nc

n(n − 1)
(12)
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TABLE IV
PERFORMANCES OF ANSWER SELECTION ON FOUR METRICS. RESULTS ARE DIVIDED INTO FOUR PARTS ACCORDING TO THE RATIO OF

QUESTIONS IN TRAINING SETS. UPPER LEFT: 90%, UPPER RIGHT: 80%, BOTTOM LEFT: 70%, AND BOTTOM RIGHT: 60%

where nc is the number of correct order pairs and n is the
number of candidate answers. Both NDCG@k and DOA range
from 0 to 1 and the larger the better. In this paper, we choose
NDCG@1, NDCG@5, NDCG@10, and DOA for evaluation.

C. Experimental Results

1) Analysis of Topic Effects and Timeliness: First, we
report some evidences from Quora to strength our motiva-
tions. Generally, in CQA websites, when posting a question,
the asker can choose a topic for it and this topic can help
readers quickly find their favorite questions. Compared with
those CQA sites whose topics are predefined such as Yahoo
Answers, Quora provides an open way where the asker can
create the topics for a specific question as shown in Fig. 1
(blue rectangle). Therefore, the asker usually extracts some
key words from the question as topics which contain some
intent of the asker. In Fig. 5(a), we plot the number of new
topics per month by blue bars and also the number of all
topics by the red line.6 According to our statistics, since the
establishment of Quora, the number of topics linearly increase
at an average rate of 1600 per week and it reaches 70 thou-
sands over 41 weeks. With the rapid growth of the number
of topics, there is a wealth of semantic information in them
such as coarse ones (e.g., “Movies” and “Startups”) and fine
ones (e.g., “Who Are the Best Professors at X”). Through the
analysis of these topics, we can easily find the emphasis and
hidden intention in the question. Then, the question can be bet-
ter understood and it is beneficial for measuring the quality of
answers.

Besides the topic effects, we also analyze the timeliness in
CQA. In CQA website, after answering a question, the answer
will be seen by all readers and visitors. Intuitively, with more

6Based on the statistics from https://neilpatel.com/blog/quora/, Quora expe-
rienced an estimated 150% growth of the number of unique visitors between
December 2010 and January 2011 [i.e., 16th month in Fig. 5(a)]. Accordingly,
the number of topics also increased rapidly around that month.

(a) (b)

Fig. 5. Evidences of our motivations. (a) Topic effects. (b) Timeliness.

and more users seeing it as time goes on, more upvotes are
received even if the answer is not perfect. Therefore, when
comparing two similar answers to one question, the early
posted answer will receive more upvotes. In order to better
illustration, we collect all upvotes of answers in a specific
period and put them into different buckets according to the
number of weeks they are posted (i.e., from one week to five
weeks). Since most answers only obtain few upvotes and they
have a bad effect on the analysis, we reserve answers with
more than ten upvotes. Then, we draw a box plot for each
bucket as shown in Fig. 5(b). For each box plot, top bar is max-
imum observation, lower bar is minimum observation, top of
box is the third quartile, bottom of box is the first quartile, mid-
dle bar is median value, and red crosses are possible outliers.
We can find the longer answers are posted, the larger the max-
imum upvotes. Similar phenomena occur on the third quartile
and median value which indicate the analysis of timeliness is
correct and worthy.

2) Performance Comparisons: Second, we show the
performance comparisons among all models on answer selec-
tion and answer ranking. For the former task, we list the
results on P@5, P@10, MAP, and MRR in Table IV, while
for the latter task, we list the results on NDCG@1, NDCG@5,
NDCG@10, and DOA in Table V. As indicated in two
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TABLE V
PERFORMANCES OF ANSWER RANKING ON FOUR METRICS. RESULTS ARE DIVIDED INTO FOUR PARTS ACCORDING TO THE RATIO OF

QUESTIONS IN TRAINING SETS. UPPER LEFT: 90%, UPPER RIGHT: 80%, BOTTOM LEFT: 70%, AND BOTTOM RIGHT: 60%

(a) (b) (c) (d)

Fig. 6. Effects of hyperparameter H on four metrics used in answer selection. (a) P@5. (b) P@10. (c) MAP. (d) MRR.

tables, since both tasks focus on measuring semantic matching
between Q&A, the performances of them have shown the sim-
ilar patterns. Our proposed models (i.e., EARNN, EARNN_w,
and EARNN_s) outperform the baselines at most cases, indi-
cating the effectiveness of our models on exploring topic
effects and timeliness. Specific to our three models, EARNN
performs best and EARNN_w ranks the second, followed
by EARNN_s. Particularly, EARNN_w always performs better
than EARNN_s, indicating the topic effects on answer ranking
and our word-level attention mechanism can succeed in cap-
turing the deep semantic relations between topics and Q&A.
Except EARNN, all models mainly consider the similarities of
Q&A and EARNN_w beat the best baseline (i.e., WEC_CNN)
with the promotion of 1.8%, 0.8%, 4.0%, and 3.7% on P@5,
P@10, MAP, and MRR and 4.9%, 2.3%, 1.4%, and 1.5% on
NDCG@1, NDCG@5, NDCG@10, and DOA. It suggests our
models are better at measuring answer quality on our dataset.
Besides, compared with EARNN_w and EARNN, respectively,
increases 9.4%, 7.8%, 8.1%, and 7.4% on four metrics in
answer selection and 4.5%, 2.9%, 2.5%, and 2.4% on four
metrics in answer ranking so that we conclude that timeli-
ness exists in CQA and our time-sensitive ranking function is
effective on modeling this phenomenon.

Among the baselines, experimental results reveal the follow-
ing points. First, in most cases, the performances of NBOW,
CNTN, and WEC_CNN are better than those of BM25 and

TRLM indicating the powerful strength of deep learning mod-
els. However, as a conventional approach, RankSVM is still
competitive with simple neural network methods, e.g., NBOW.
Second, the performances of NBOW are not good enough
compared with the performances of other neural network mod-
els, which demonstrates that CNN or RNN models can truly
capture the semantic information in Q&A. Third, the observa-
tion that WEC_CNN performs quite well among the baselines
shows that the interaction among words is effective to evaluate
the relevance between sentences.

3) Parameter Sensitiveness: Here, we evaluate the sensi-
tiveness of hyperparameter H which can adjust the weight of
the decay factor in (7). As mentioned in Section III-B, the
decay factor is used to model the timeliness. When time goes
on, the decay factor becomes smaller so that the value of the
corresponding answer becomes lower and lower. Fig. 6 shows
the performances on answer selection, while Fig. 7 shows the
performances on answer ranking. Since we are intended to
exploit the impact of the decay factor, we compare the per-
formances between EARNN (blue curve) and EARNN_w (red
curve) where there is only one difference on the prediction.
In this part, we test performances with the 90%–10% parti-
tioning data. Since the decay factor is close to 0 when H is
too small, we change hyperparameter H beginning with 105

to larger value. From the results, we notice that the perfor-
mances of EARNN are better than those of EARNN_w in most
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(a) (b) (c) (d)

Fig. 7. Effects of hyperparameter H on four metrics used in answer ranking. (a) NDCG@1. (b) NDCG@5. (c) NDCG@10. (d) DOA.

(a)

(b)

Fig. 8. Attention visualizations of the question and two answers. Each sen-
tence begins with a number in red circle which denotes the current sentence.
There is a stripe in blue beneath each word. The deeper the color, the more
important the word is. The thicker the stripe, the more important the sentence
is. (a) Visualization case of Q&A in Fig. 1. (b) Another visualization case
answered by Andrew Ng.

cases. When H varies from 105 to 109, the results appear a
trend of going up first and then declining. Among different
metrics, the performances achieve the peak at different point.
However, the best H value always ranges between [106, 107].
After the H value exceeds 109, the decay factor is close to 1
so that EARNN degenerates into EARNN_w.

4) Case Study: Here, we will illustrate one outstanding
ability of EARNN on distinguishing the emphasis of Q&A,
i.e., using attention scores generated by our word-level atten-
tion mechanism. Fig. 8 shows the sentence score α in (3) and
the word score β in (5) of Q&A with two cases. One is the
motivating example in Fig. 1 and another is a suggestion from
Andrew Ng for a fresher of machine learning.7 Specifically,
in order to clearly visualize, we classify all words (sentences)
into several rates according to their word (sentence) scores α

(β), i.e., the horizontal stripe beneath each word. The thickness
of the stripe represents the importance of sentences and the
depth of color represents the importance of words. Intuitively,

7Andrew Ng’s answer is posted on the following website:
https://www.quora.com/I-do-not-have-strong-mathematics-background-
what-should-I-learn-in-mathematics-to-be-able-to-master-Machine-Learning-
and-AI.

the thicker the stripe, the deeper the color, the more impor-
tant it is. In particular, the thickness of the stripe in questions
makes no sense. From Fig. 8(a), we can easily find those
words which can appeal to travelers are highlighted, such as
beauty, “amazing,” and many scenic spots. On the contrary,
most prepositions and adverbs are assigned lower attention
scores, such as “in,” “on,” “most,” etc. Compared with the
second answer A2, the first answer A1 describes a surreal and
amazing lake (i.e., the sixth sentence) and the third answer A3
involves multiple scenic spots (i.e., the fifth sentence). These
two answers are much better in terms of the content.

We also illustrate an answer from Andrew Ng for a fresher
who is asking for help mastering machine learning and AI.
From the machine understanding, it is convincing that the
asker focuses on words like “mathematics,” “machine learn-
ing,” and “AI.” In Andrew Ng’s answer, machine finds the
first and the ninth sentences are helpful to solve the question.
Especially, the first sentence involves several mathematics,
such as “linear algebra,” “probability and statistics,” “calcu-
lus,” and “optimization.” Although Andrew Ng refers to some
opinions about machine learning (i.e., the fifth and the sixth
sentences) and his own experience (i.e., the seventh sentence),
machine does not treat them as important ones. These two
visualizations illustrate that our two attention mechanisms can
clearly capture the emphasis of Q&A which is beneficial for
the development of CQA.

V. SUMMARY AND FUTURE WORK

In this paper, we comprehensively inspected the answer selec-
tion and ranking problems by taking full advantage of both Q&A
and multifacet domain effects. Particularly, we developed a seri-
alized LSTM together with two enhanced attention mechanisms
to model topic effects. Meanwhile, the emphasis of Q&A was
automatically distinguished. We also designed a time-sensitive
ranking function to establish the relations between Q&A and
timeliness. We evaluated the performances of EARNN using the
dataset from Quora and extensive experimental results clearly
validated the effectiveness and interpretability of EARNN. In
the future, we plan to generalize our model to those CQA
systems whose topics are predefined such as Yahoo Answers.
We would also like to exploit and model more domain effects
based on our findings in CQA.
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