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Graph Convolutional Adversarial Networks for
Spatiotemporal Anomaly Detection

Leyan Deng™, Defu Lian™, Zhenya Huang

Abstract— Traffic anomalies, such as traffic accidents and
unexpected crowd gathering, may endanger public safety if
not handled timely. Detecting traffic anomalies in their early
stage can benefit citizens’ quality of life and city planning.
However, traffic anomaly detection faces two main challenges.
First, it is challenging to model traffic dynamics due to the com-
plex spatiotemporal characteristics of traffic data. Second, the
criteria of traffic anomalies may vary with locations and times.
In this article, we propose a spatiotemporal graph convolutional
adversarial network (STGAN) to address these above challenges.
More specifically, we devise a spatiotemporal generator to predict
the normal traffic dynamics and a spatiotemporal discriminator
to determine whether an input sequence is real or not. There are
high correlations between neighboring data points in the spatial
and temporal dimensions. Therefore, we propose a recent module
and leverage graph convolutional gated recurrent unit (GCGRU)
to help the generator and discriminator learn the spatiotemporal
features of traffic dynamics and traffic anomalies, respectively.
After adversarial training, the generator and discriminator can
be used as detectors independently, where the generator models
the normal traffic dynamics patterns and the discriminator
provides detection criteria varying with spatiotemporal features.
We then design a novel anomaly score combining the abilities of
two detectors, which considers the misleading of unpredictable
traffic dynamics to the discriminator. We evaluate our method
on two real-world datasets from New York City and California.
The experimental results show that the proposed method detects
various traffic anomalies effectively and outperforms the state-
of-the-art methods. Furthermore, the devised anomaly score
achieves more robust detection performances than the general
score.

Index Terms— Adversarial learning, anomaly detection, intel-
ligent transportation, spatiotemporal data mining.
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I. INTRODUCTION

HE rapid progress of the social economy has facili-

tated many people’s lives. However, with the increasing
number of vehicles and population in cities, citizens and
traffic management face many serious traffic problems, such
as traffic congestion, traffic accidents, and unexpected crowd
gathering [1]. Such traffic anomalies may endanger public
safety and stability if not timely handled. For example, on
January 26, 2017, in Harbin, a single traffic accident finally
caused a serial rear-end collision since the earliest accident was
not detected in time [2]. Therefore, one of the fundamental
issues for traffic management and public safety is to detect
traffic anomalies timely. It has great significance from both
manager and citizen perspectives as follows [3].

1) For traffic management, detecting anomalies timely and
even predicting anomalies are instrumental in preventing
serious accidents from occurring. Specifically, the traffic
management department can handle sudden accidents
depending on reported locations and improve urban
planning to eliminate accident-prone regions [4]—[6].

2) For citizens, detecting and predicting urban anomalies
can benefit citizens’ quality of life [7]. For instance,
detecting traffic anomalies can provide real-time traffic
conditions. Therefore, the citizens can adjust the route
to reduce the travel time and cost.

Nowadays, large-scale sensors and mobile devices have
produced a variety of traffic data, such as taxi trip records and
traffic dynamics data [8]-[10]. When an anomaly happens,
abnormal changes can be found from these data sources.
Therefore, we can detect these anomalies listed above with
the help of massive traffic data. However, there are critical
challenges in traffic data mining due to the following issues.

1) Complexity of Traffic Data: Traffic data are influenced
by many complex factors and present dynamic spa-
tiotemporal features. Moreover, the same change that
occurred in different locations and times may mean
normal or abnormal. For example, it is normal for the
traffic flow of the office area to increase in the morning
on weekdays. However, when a similar increase occurs
on weekends or in the recreation area, it represents
abnormal. Therefore, it is challenging and critical to
model the complex factors of traffic dynamics and
anomalies [4], [11], [12].

2) Lack of Reported Traffic Anomalies: The traffic anom-
alies are usually not recorded or critical information is
lacking when recorded. Therefore, most existing works
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are unsupervised, which learns latent features from traf-
fic data to represent normal patterns and then regards
deviating from normal patterns as abnormal. However,
their training goals are to predict or reconstruct, which
will lead to suboptimal anomaly detection performance.

3) Diversity of Traffic Anomalies: There are various kinds
of traffic anomalies in the real world, which presents
different patterns in traffic data. For instance, social
events such as concerts would cause a sharp increase
in traffic flow within several hours [13], [14]. On the
contrary, traffic accidents would cause a sharp decrease
in traffic speed. In addition, traffic anomalies are affected
by many factors. For example, the traffic flow of the
road under construction would decrease. However, the
adjacent roads may have traffic flow increase since most
people change driving paths. Therefore, the criteria to
determine traffic anomalies should vary with spatiotem-
poral features.

To address these issues, we propose a traffic anomaly
detection method based on spatiotemporal graph convolutional
adversarial network (STGAN). First, to capture the complex
spatiotemporal dependencies of traffic data, we propose a
spatiotemporal generator to predict the normal traffic dynam-
ics. Specifically, considering the high correlations between
neighboring data in spatial and temporal dimensions, the
main component of the generator is the recent module, which
aims at learning short-term spatiotemporal features. The other
components are devised to learn long-term temporal features
and external features, respectively. Second, we propose a
spatiotemporal discriminator to provide a criterion varying
with locations and times. Furthermore, to solve the lack of
labeled data in traffic anomaly detection works, the generator
generated fake negative data to help the training of the discrim-
inator. Therefore, after adversarial training, both the generator
and the discriminator are able to detect traffic anomalies.
Finally, we design a novel anomaly score to combine the
detection abilities of two components. The main contributions
of this article are as follows.

1) We propose an STGAN for traffic anomaly detection.
The generator aims to model the normal traffic patterns,
consisting of three components to learn spatiotemporal
features, historical trend features, and external features.
The discriminator determines whether an input sequence
is real or fake, that is, normal or abnormal. After
adversarial training, the generator and the discriminator
can be independently used as detectors.

2) We devise a flexible anomaly score combining the
detection performances of the generator and the dis-
criminator. The anomaly score magnifies the difference
between the normal and abnormal data by considering
the unpredictability of traffic dynamics. The effective-
ness of the proposed anomaly score is demonstrated in
the experiments.

3) We conduct extensive experiments on the NYC urban
flow dataset and California freeway dataset. The
experimental results show that the proposed STGAN
outperforms three types of baselines, including indi-
vidual methods, temporal methods, and spatiotemporal
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methods. We also conduct the ablation experiments and
prediction performance comparison.

The rest of this article is organized as follows. We first
present the related work regarding traffic anomaly detection
and GAN-based methods in Section II. Then, we preprocess
and analyze the two real-world datasets in Section III. Some
preliminary definitions and an overview of our framework are
presented in Section IV. Sections V and VI introduce the
spatiotemporal generator and discriminator in detail and then
introduce a novel anomaly score. We evaluate our method on
two real-world datasets in Section VII and conclude this work
in Section VIII.

II. RELATED WORK

With the rapid growth of sensors and mobile devices, there
are a variety of traffic data. In recent years, mining traffic data
to detect traffic anomalies has attracted extensive attention.
In this section, we first introduce the existing works in traffic
anomaly detection and then present the anomaly detection
methods based on generative adversarial networks.

A. Traffic Anomaly Detection

In recent years, there have been many new works proposed
for traffic anomaly detection problems. The existing works can
be classified into four main groups, including spatiotemporal
feature-based, statistical models, tensor factorization-based,
and deep learning models [2].

1) Spatiotemporal Feature-Based Model: Spatiotemporal
feature-based methods transform the traffic anomaly detection
problem into a classical anomaly detection problem via con-
structing or learning features from traffic data [3], [15]-[20].
It is hard for constructed features to capture the complex spa-
tial and temporal correlations of traffic data. In order to obtain
effective spatiotemporal features, many representation learning
methods are proposed. For example, Wang ez al. [19] detected
traffic anomalies using the change of road segments’ features.
Yang et al. [20] introduced a Bayesian RPCA method cofac-
torizing multiple traffic data streams to learn the latent low-
rank and sparse matrices from the traffic data with different
measurements. Zhang et al. [3] used a similarity-based algo-
rithm to estimate anomaly scores based on the historically
similar region and then leveraged a one-class support vector
machine (OC-SVM) to give the integrated anomaly score
for each region. For spatiotemporal feature-based methods,
disjointed anomaly detection and feature extraction may lead
to suboptimal detection performance. In this article, we learn
an end-to-end anomaly detection discriminator, which learns
a flexible anomaly score based on spatiotemporal features.

2) Statistical Model: Statistical models are also commonly
used in traffic anomaly detection [21]-[25]. These works
model the normal traffic dynamics with a probability distrib-
ution and then provide the probability as anomaly scores. For
instance, Yang and Liu [24] denoted an observation as a vector
representing the number of people in every zone at each time.
Then, they applied the K-means clustering technique to group
the observation vectors into K clusters. The historical data
were used to train hidden Markov model (HMM) to model the
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observation in each cluster. The anomaly score can be defined
as the probability of a new observation sequence. Similarly,
Witayangkurn ef al. [25] clustered the observation vectors and
defined anomaly scores for each observation instead of the
observation sequence. However, these statistical models do not
consider the impact of complex factors on traffic data, such as
weather and time. In this article, we propose an independent
module to capture the external features.

3) Tensor Factorization-Based Model: Due to the scarcity
and complexity of abnormal data, most of the existing works
learn normal traffic patterns of traffic data and then regard the
data point deviating from the normal patterns as anomalies.
In tensor factorization-based methods, the traffic dynamic is
considered as a combination of some types of basic patterns.
These patterns can be learned by applying restricted ten-
sor factorization techniques on tensor-represented traffic data
[26]-[30]. Lin et al. [28] applied nonnegative CP decom-
position to daily urban flow data to extract basic mobility
patterns. During testing, they used basic trained patterns to
optimize spatial factor vectors and then applied the local
outlier factor (LOF) algorithm to historical spatial factor
vectors of each region to detect abnormal regions for one day.
Chen et al. [29] used the social activity tensor to decompose
the crowd movement tensor into several basic patterns. Then,
based on multiple outlier detection, they detected anomalies
from the basic patterns and used them to detect and describe
associated abnormal events. Similarly, Wang et al. [30] pro-
posed a neighbor-regularized and context-aware tensor fac-
torization method, which focuses on spatial, temporal, and
spatiotemporal patterns. These tensor factorization-based mod-
els only learn the spatial features from history traffic data
and ignore the high spatial correlations between neighboring
regions. In this article, we introduce a recent module to
capture the high correlations of spatial neighbors.

4) Deep Learning Model: In recent years, deep neural net-
works have achieved great success in learning representations
of complex data, such as high-dimensional data, temporal data,
and spatial data. Some recent works applied deep learning on
traffic anomaly detection to model complex traffic dynamics.
Trinh et al. [31] utilized long short-term memory (LSTM)
neural network to capture long-term temporal dependencies
from multivariate time series. Then, the anomaly detection
problem was addressed as a binary classification problem,
and the designed algorithm was used to classify the traffic
sequences as normal or abnormal. Trinh ef al. [31] needed
enough abnormal data to train the classification model. How-
ever, the labeled data are scarce in the case of traffic anomaly
detection. Zhang et al. [32] proposed a decomposition method
that decomposes urban dynamics into normal and abnormal
components. They designed a geoembedding method to learn
fixed spatial features. The normal component was learned
via a neural network based on the fixed spatial features and
handcrafted temporal features. Then, the LOF algorithm was
utilized to the abnormal component to achieve the final anom-
aly score. However, these existing works modeled temporal
features only or modeled the spatial and temporal feature
separately, which are not able to model the traffic dynamics
well.
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In our work, we capture the dynamic spatiotemporal features
of traffic data from multiple data sources. We consider the
high correlations of traffic data in the spatial and temporal
dimensions. We do not only use the difference between the
normal pattern and real traffic dynamic as anomaly score but
also propose a discriminator to detect traffic anomalies based
on spatiotemporal features. Then, we design a flexible anomaly
score for robust detection performance.

B. Generative Adversarial-Based Anomaly Detection

GAN-based [33] models emerged quickly as one of the
popular deep anomaly detection approaches after it was pro-
posed [34]. One of the early methods is the AnoGAN [35]
for image anomaly detection. The generator generated the
realistic instance based on learned latent features of normal
instances. The anomaly score was defined by the similarity
between the real instance and generated instance. One main
limitation of AnoGAN is the computational inefficiency in the
iterative search of the latent feature. Akcay et al. [36] further
improved the generator by changing the generator network to
an encoder—decoder—encoder network. The search of the latent
feature was formalized as an encoder.

The above methods are all applied in image anomaly
detection. Moreover, GAN-based anomaly detection meth-
ods are also proposed for video data or time-series data.
For instance, Li ef al. [37] proposed a multivariate time-
series anomaly detection framework. This work modeled the
complex multivariate correlations by considering the entire
variable set concurrently. Then, they devised an anomaly score
using discriminant result and reconstruction. Lee et al. [38]
focused on abnormal detection in videos. They devised a
generator based on bidirectional ConvLSTM to generate an
interframe by considering spatiotemporal characteristics. The
discriminator consisted of 3-D convolutional layers to deter-
mine whether the video sequence was real or not. Then, they
devised an anomaly score by using the losses of the genera-
tor and the discriminator. Ravanbakhsh ef al. [39] addressed
the abnormality detection problem in crowded scenes. They
proposed a GAN-based method consisting of two condi-
tional GANs. The local difference between the real and the
generated images was considered as an anomaly score at
testing time.

In time-series data, we do not need to consider spatial fea-
tures. In video data, each video frame contains similar spatial
features, and there are high correlations between consecutive
frames. However, in traffic data, there are dynamic correlations
between different locations, and in addition to the correlations
between neighboring times, the traffic dynamics present a
specific trend in history. In summary, traffic dynamics are
affected by many complex factors and have more complex
spatiotemporal features than time-series data or video data.
Therefore, these GAN-based anomaly detection methods can-
not be applied in detecting traffic anomalies directly. In this
article, we propose a novel spatiotemporal adversarial network.
The proposed generator simultaneously captures the dynamic
spatial and temporal feature, and the discriminator detects
anomalies at different times and locations.
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Fig. 1. (a) Sensors in the bay area. (b) Segmented regions in New York City.

III. DATASET ANALYSIS

To evaluate the effectiveness of our proposed spatiotemporal
anomaly detection method based on adversarial networks,
we collect two real-world datasets, namely, urban flow data in
New York City and freeway traffic data in California. In this
section, we describe the details of two datasets and present
preprocessing on the two datasets.

A. Data Collection and Data Preprocessing

1) PeMS Dataset: Caltrans Performance Measurement Sys-
tem (PeMS)! provides access to real-time and historical traffic
performance on California freeways. The primary data source
is the vehicle detector stations (VDSs) distributed on free-
way. The coordinates of VDS are also available. We select
365 sensors (VDS) in the bay area visualized in Fig. 1(a).
We collect five months of data ranging from January 1,
2014 to May 6, 2014. Each record contains the total vol-
umes and average speeds of the corresponding road segments
every 5 min.

We denote a sensor as a node and regard two nodes as
adjacent if two sensors are adjacent on the same freeway.
We preprocess each record as a vector, representing the
respective traffic dynamics of all lanes. Note that the numbers
of lanes in different segments are not equal. We set the number
of lanes as the maximum value 6 and fill the null value by
Zero.

2) NYC Dataset: The NYC dataset [1], [40] contains taxi-
cab data® and bike renting data® in New York City. We collect
these two datasets and weather data* of NYC from January 15,
2014 to November 30, 2014. Each trip record includes arrival
and departure times and locations, and especially, the number
of passengers is also available in NYC taxicab data.

We use major roads to partition the entire city, which
results in 862 regions shown in Fig. 1(b). We denote each
region as a node and consider two nodes adjacent if their
boundaries are connected. Then, we divide each day into time
slots of 30 min. For each region, we compute the number of
leaving trips and arriving trips of taxi and bike during each
time slot, respectively. Table I summarizes the statistics of the
preprocessed datasets.

Thttp://pems.dot.ca.gov/

Zhttps://www 1 .nyc.gov/site/tlc/about/tlc-trip-record-data. page
3http://www.citibikenyc.com/system-data
“https://tiangi.911cha.com/
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TABLE I
DESCRIPTION OF PREPROCESSED DATASETS

Properties NYC Dataset PeMS Dataset
Number of Nodes 862 365

Time Interval 30 minutes 5 minutes
Length of Feature 4 12
Time Span 1/15/2014 - 11/30/2014 1/1/2017 - 5/6/2017
5001 — Normal i

—— Abnormal

1
1
1
1
1
1
1
1
1
1
1
1
1

T T
12:00 16:00

(a)

T
8:00 20:00

—— Normal
—— Abnormal

12:00 16:00 20:00

(b)

4:00 8:00

Fig. 2. Traffic flows on May 13, 2014 and the same day of last week. (a) Taxi
inflow, the dotted line indicates the start time of the concert. (b) Taxi outflow,
the dotted line indicates the end time of the concert.

B. Empirical Study

In this section, we conduct empirical studies on two real-
world datasets to visualize how different types of traffic
anomalies affect the traffic data. Then, we summarize the
characteristics of traffic anomalies.

1) Lady Gaga Concert in NYC: On May 13, 2014, Lady
Gaga held a concert in Madison Square Garden, which started
at 8:00 and ended at 10:00. Fig. 2 shows the taxi flows on
that day and the same day last week. As shown in Fig. 2(a),
the audiences arrive one after another before the concert and
then cause a significant inflow increase compared to last week.
Fig. 2(b) shows that the audiences leave this stadium after the
concert, presenting opposite traffic dynamics from last week.
In summary, social events usually present as sharp changes in
traffic flow within several hours.

2) Lane Closure in California: In the real world, the road
is often closed due to road construction. Fig. 3 shows the
traffic speeds during two days, which contains traffic dynamics
change after lane closure. As shown in Fig. 3, the average
speed decreases sharply after starting construction. However,
under normal circumstances, the average speed should reach a
peak due to the low traffic volume in the middle of the night.
Furthermore, the average speeds have a significant increase
compared to the normal sequence after finishing construction.
Namely, such traffic problem usually impacts the speed first
and then causes a significant difference from normal.

In summary, both urban events and traffic incidents have
direct influences on traffic data. However, the impacts of
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Fig. 3. Traffic speed during two days and the same days of next week. The

lane was closed every night from 22:00 to 5:00 for construction. The black
dotted line indicates the end time of construction, and the red line indicates
the start time.
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Fig. 4. (a) Graph-structured traffic network. (b) Traffic dynamics of a node
on the PeMS dataset. Here, the traffic data are normalized to [—1, 1].

traffic anomalies depend on location, time, and type of traffic
anomaly. Therefore, it is necessary to design a flexible and
conditional criterion for detecting traffic anomalies. In this
work, we propose a spatiotemporal discriminator, which deter-
mines whether a data point is abnormal or not depending
on its neighbors in spatial and temporal dimensions instead
of itself. The discriminator provides a criterion varying with
locations and times, which conforms to the characteristics of
traffic anomalies in the real world.

IV. OVERVIEW

In this section, we introduce basic definitions and an
overview of our framework.

A. Preliminaries

1) Traffic Network: In this study, we define a traffic network
as a weighted directed graph G = (V, E, W) as shown
in Fig. 4(a), where V is a finite set of N nodes; E is a
set of edges, indicating the connectivity between the nodes;
and W € RMV denotes the weighted adjacency matrix
of graph G, representing the spatial correlations between
connected nodes. We use a thresholded Gaussian kernel [41]
to build the adjacency matrix. The edge weight between nodes
v; and v; is defined as

diSt(l)i,l)j)z
]
ij — (2

0, otherwise

, i #Fjand e ;=1 )

where dist(v;, v;) denotes the distance from node v; to
node v}, o is the standard deviation of distances, e;; represents
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Fig. 5. (a) Subgraph of the central region. (b) Heat map of correlations
between the central dark region and other regions.

the edge between nodes v; and v, and ¢; ; = 1 if v; and v;
are adjacent and otherwise 0.

2) Traffic Dynamic: Denote the set of time slices as 7 and
|7| = T. Thus, each data point can be denoted as a triple tuple
s=(v,t,x,,), wherev e V,t € 7,and x,,, € R¥ represents
the traffic dynamic of node v at time 7. In the NYC dataset,
the traffic dynamics represent the inflows and the outflows of
taxis and bikes. In the PeMS dataset, the traffic dynamics
represent the total volume and the average speed of each lane.
For example, Fig. 4(b) shows a traffic dynamics sequence of
a node on the PeMS dataset.

3) Subgraph: There exist high correlations between neigh-
boring locations in the spatial dimension. Fig. 5(b) shows the
heatmap of the correlations in the NYC dataset. The central
dark region is the object region; the color depths represent
the correlations between the object region and other regions.
We can find that traffic dynamics of nearby areas are more
relevant than ones of distant nodes. Therefore, we model the
traffic dynamics of a data point s by considering its neighbors.
As shown in Fig. 5(a), the node in red is object node v,
and nodes in blue are its neighboring nodes. We denote the
subgraph of node v as G, = (V,, E,, W), where V, consists
of v and its n— 1 nearest nodes. In this article, we set n to 9 for
both two datasets.

4) Traffic Anomaly Detection: Given traffic network G and
historical data S, where S € RT*N*F denotes the traffic
dynamics of all nodes over T time slices, we aim at identifying
which nodes are abnormal at time 7 + 1.

B. Framework

Fig. 6 shows our proposed framework for STGAN. Our
framework consists of two components, i.e., the spatiotemporal
generator and the discriminator. As shown in Fig. 6, the
sequence, including the generated traffic dynamics, is con-
sidered as fake (S,), while a real sequence (S;) contains
only real traffic dynamics. Through adversarial learning, the
spatiotemporal discriminator learns to classify whether the
input sequence is real or not. The generator learns to predict
traffic dynamics, which can fool the discriminator. We will
introduce the framework in detail in the following.

V. SPATIOTEMPORAL GENERATOR

In this section, we introduce the architecture of the gen-
erator in detail. It consists of three independent modules,
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Fig. 6. Framework of STGAN. Left: spatiotemporal generator. Right: spatiotemporal discriminator.
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Fig. 7. (a) Temporal dependencies. (b) Spatial dependencies between two
nodes. The top part is a pair adjacent nodes and the bottom part is a pair of
distant nodes.

including the recent, trend, and external modules, to model
the spatiotemporal, trend, and external features. In the end,
the outputs of three modules are further merged based on a
graph convolution network (GCN) layer to obtain the final
prediction result.

A. Recent Module

The recent module is proposed to capture the high correla-
tions between traffic dynamics of neighboring data points in
the spatial and temporal dimensions concurrently. It consists
of a graph convolutional gated recurrent unit (GCGRU) [42]
layer and a fully connected layer.

We visualize the real traffic dynamics to demonstrate the
high correlations between neighbors in the spatial and tem-
poral dimensions in Fig. 7. Fig. 7(a) shows the average ratio
curves using the NYC dataset, where the x-axis indicates the
time gap and the y-axis indicates the average ratio between
two taxi inflows having the corresponding time gap. It can be
seen that the traffic dynamics of recent time intervals are more
relevant than ones of distant time intervals. Fig. 7(b) compares
the time series of one node with its adjacent node and distant
node using the PeMS dataset. We can find that the adjacent
nodes have similar traffic dynamics, and the distant nodes have
two distinct traffic dynamics.

1) Recent Segment: In this article, we capture spatiotem-
poral dependencies in traffic data by introducing a recent
segment. We use 7, to denote the length of the input of

the recent module. Thus, assuming that the current time is #,
the recent segment of the data point s (v,t,x,,) can be
formulated as follows:

T, xnxF
Xr - (Xv,th,w Xu,th,qu» ey Xv,tfl) eR

)

where X, ; = {x,,/|vi € G,} denotes the traffic dynamics of
the subgraph of node » during time interval .

2) Graph Convolutional Gated Recurrent Unit: In this
article, we denote a traffic network as a weighted directed
graph. The standard convolution for the image or regular
grids cannot be directly applicable to graph structure [43].
Therefore, we leverage spectral graph theory, which gen-
eralizes the traditional convolution operation to the graph
structure data. Given a graph G (V,E,W), let L =
I — D-Y2wD-W/2 ¢ RV*N denote the graph Laplacian
matrix, where I is an identity matrix and D is the degree
matrix. Then, a graph convolution operation can be defined as

O, xg X =relu(LXO, +b,) 3)

where *g denotes a graph convolution operation and ®, and
b, are learnable parameters.

In order to model spatial and temporal dependencies con-
currently, we devise the recent module, which mainly consists
of the GCGRU [42]. The GCGRU replaces the matrix multi-
plications in gated recurrent unit (GRU) [44] with the graph
convolution, and then, the GCGRU can be defined as follows:

o (0, % [X, H' '] +b,)
o (O®y *¢ [XV, H' '] + b,)
= tanh(®¢ *¢ [X(’), (r(’) H’fl)] + b.)
=u® HOD 4 (1-u®) €

FO —

u®

c®
H®

“)

where X and H” denote the input and output at time ¢,
respectively, ) and u® are reset gate and update gate
at time ¢, respectively, *c denotes the graph convolution
defined in (3), and ©,,0,, O¢, b,, b,, and b, are learnable
parameters [45].

B. Trend Module

As visualized in Fig. 7, the spatiotemporal features of data
points are more relevant to the short-term traffic dynamics.
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Fig. 9. Taxi inflows during normal days and rainy day in the same region.

Therefore, the generator learns the spatiotemporal features
only depending on the recent segment defined in (2). Then, the
trend module aims at learning the long-term temporal features.
We use Tj to denote the input length of the trend segment.
Thus, assuming that the current time is ¢, the trend segment
can be formulated as follows:

Ty xF
Xy= (X075 Xo-Tyt1s - - o> Xo 1) € R (5

The trend module contains an LSTM layer and a fully
connected layer. By the LSTM layer, the trend of traffic data
of each node can be learned.

C. External Module

The external module is proposed to learn how external
feature affects traffic data. As shown in Fig. 6, the external
module consists of a fully connected layer, which takes the
external features as input.

Traffic flows can be affected by many complex external
factors, such as time and weather. First, we consider the effect
of time factors. Fig. 8 shows taxi inflow during eight days in
NYC. It can be seen that the traffic flows show similar trends
every day. For instance, the traffic flow decreases sharply at
midnight and increases in the morning. Moreover, the traffic
flows on weekdays show different trends from weekends.
Second, we consider the effect of weather factors. Fig. 9
presents taxi inflow during two weeks, and the weather of
one day is rain. We find that bad weather causes a sharp
decrease compared to the same day of next week. In this
article, we represent the external feature as follows:

E = [Oweekday§ Orour Oweather] (6)

where O yeekday 18 @ one-hot vector of length 7 representing
the day of week, Opo, is a one-hot vector of length 24 that
shows which hour it is in a day, and O yeamer 1S also a one-hot
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vector denoting the weather. Some incidents on the freeway
are caused by bad weather. Therefore, we do not consider
weather features on the PeMS dataset.

D. Fusion

For each data point s = (v,?,x,,), the goal of the
generator is to predict the traffic dynamics of subgraph G,,
that is, X,. Its three modules aim at learning the short-term
spatiotemporal feature, long-term temporal feature, and the
external feature of s, respectively. Due to the high correlations
between adjacent nodes, the spatial feature of node » can be
used to reconstruct the traffic dynamics of subgraph G, via a
GCN layer. The final prediction of s can be defined as follows:

X, = tanh(®F *¢ [Xg, X1, X, ) ™
where *g denotes the graph convolution defined in (3) and
Xk, X7, and X denote the outputs of the recent module, the
trend module, and the external module, respectively.

E. Loss Function

Let Gg and Dg denote the generator function with para-
meter @ and the discriminator function with parameter ¢,
respectively. To generate realistic instances, we design a loss
function composed of prediction error and discriminator loss,
which can be formulated as follows:

Lo©0) =D —~log(1 = Dy(8,.)) + 261 Gow. 1) = X,z
@)
where S‘D,, ={Xp-1., Xos-T41r---» XD,,,l} denotes the fake
sequence and A¢ is a hyperparameter to balance the prediction
error and the discriminator loss. By minimizing the two parts,

the generator will generate realistic instances, which can fool
the discriminator.

VI. SPATIOTEMPORAL DISCRIMINATOR

In this section, we first introduce the structure of the dis-
criminator in detail and then propose a flexible anomaly score
to combine the detection performance of the generator and the
discriminator. The spatiotemporal discriminator consists of a
GCN layer and a GCGRU layer to model the spatial features at
the current time and the spatiotemporal features, respectively.
In the end, the outputs of two modules are merged based on
a fully connected layer to obtain the classification result.

A. Spatiotemporal Discriminator

As shown in Fig. 6, the GCN layer defined in (3) is
used to capture the spatial features at the current time. The
structure of the GCGRU layer defined in (4) is used to
learn the spatiotemporal features from the recent segment,
which is similar to the generator component. Finally, the fully
connected layer uses sigmoid as the activation function and
outputs anomaly scores in [0, 1] for each input sequence. Note
that the scores of anomalies are 1 and vice versa are 0.

To distinguish the real sequence from the fake sequence,
we design an adversarial loss. By minimizing the loss, the
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discriminator can identify whether the input sequence is real
or not. The loss function can be written as

Lp(¢) =D —log(Dy(8,.)) —log(l — Dg(Sus)) (9
N
where Sy, = (X1, Xoi-141,..., Xo-1, Xy} and
Sor ={Xos—1, Xos-1.41,---» Xps—1, X, ;} are the real and
fake sequences, respectively.

During the adversarial training, the discriminator can pro-
mote the learning of the generator and train with the generated
negative data. After the end, the discriminator can be used as
a detector.

B. Anomaly Score

Next, we need to define an anomaly score to detect
anomalies. As we said before, both the generator and the
discriminator can be used as detectors independently. For the
generator, the anomaly score can be designed as a prediction
error, which detects the anomalies with sudden changes in
traffic data. For the discriminator, the output can be used as the
anomaly score directly, which detects the anomalies deviating
from spatiotemporal features. Obviously, we can combine the
detection abilities of these two components [38].

However, at the end of the training, we find that the gener-
ator can generate a realistic instance to fool the discriminator.
Thus, the discriminator cannot determine the generated data
with high confidence. Meanwhile, the traffic data in real world
are affected by various complex factors. Therefore, the real
traffic dynamics would present more unpredictable patterns
than the corresponding generated data regardless of normal or
abnormal. Based on the above findings, we design a flexible
anomaly score to reduce the impact of the unpredictability of
traffic dynamics. Instead of directly using the discriminator
score of real sequence, we compute the difference value
between the discriminator scores of real and fake sequences.
For a data point s = (v,t,x,,), the anomaly score can be
written as follows:

sp(v, 1) = D¢(Sy,r) - Dqﬁ(sv,t)
sG(v, 1) = |Go(v, 1) — Xy sll2

score(v,t) = sg(v,t) + Asp(v, 1) (10)

where 4 is a hyperparameter to balance the generator detection
and the discriminator detection.

VII. EXPERIMENTS

In this section, we evaluate the proposed spatiotemporal
anomaly detection method on two real datasets and compare it
with the existing works, including individual methods, tempo-
ral methods, and spatiotemporal methods. Besides comparing
the detection performances, we also conduct the prediction
performance comparison and ablation experiments.

A. Ground Truth Data

1) PeMS Dataset: The Caltrans PeMS provides California
Highway Patrol (CHP) incident reports and Lane Closure Sys-
tem (LCS) reports. The CHP records the start time, duration,
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TABLE II
GROUND TRUTH ON THE PEMS DATASET
Properties CHP Incident Report LCS Report

Number Of Categories 18 13

Number Of Instances 458 78
Average Duration (mins) 33.9 468.7
Average Distance (post mile) / 1.34

location, and type of some traffic incidents that occurred in
real world.” The LCS records the start time, end time, start
location, end location, and type of some lane closure incidents.
We collect 458 CHP incident reports and 78 LCS reports from
April 16, 2014 to May 6, 2014. In the experiments, we extend
the end time of each CHP incident by 1 h to include the
impact of the traffic accidents. Note that we do not consider
the weather feature in the external module, so we do not filter
the incidents cause by weather. The statistics of the ground
truth are summarized in Table II.

2) NYC Dataset: The traffic anomalies in cities are gener-
ally caused by social events. Therefore, we collect 20 events
from November 1, 2014 to November 30, 2014 as ground
truth.® For example, Christmas Tree Lighting, 2017/12/1
18:00-20:00, and Bryant Park denote the description, time,
and location of one recorded event, respectively.

B. Evaluation Metrics

Evaluating anomaly detection in real-world settings is an
open challenge since it is difficult to obtain a complete set
of ground truth. Following the same procedure in previous
work [32], [40], [46], we employ recall to measure the
detection performances. Since the reported incidents are not
a complete set of ground truth in real world, we do not use
precision as the evaluation metric. We represent the set of
real-world anomalies in ground truth as ®. We mark the data
points given the K% highest anomaly scores as anomalies,
represented by ® . For each detected anomaly, if a real-world
anomaly spatially and temporally overlaps with the detected
anomaly, we consider the detection as a hit. Thus, the recall
is calculated as follows:

|©NOk|
18]

Recall @K% = (1)

C. Baselines and Settings

To prove the effectiveness of STGAN, we evaluate three
groups of the anomaly detection method, namely, individ-
ual methods, temporal methods, and spatiotemporal methods.
A detailed description of these baselines is illustrated as
follows.

1) Individual Methods: Individual methods (isolation forest
(IF) [47], elliptic envelope (EE) [48], and LOF [49]) and
random forest (RF) [50] detect anomalies from traffic dynam-
ics, ignoring the dependencies between data points. In the

Shttps:/pems.dot.ca.gov/Transit_PeMS_User Manual_v1.0.pdf
Shttps://www.nycinsiderguide.com/
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experiments, we train models for each node independently and
then normalize and merge the anomaly scores of all nodes to
decide the final anomalies.

1) IF [47] constructs binary trees based on the attributes of
data points to isolate abnormal points. The data points
with the smaller path length in the tree are considered
as anomalies.

2) EE [48] fits the data points with an EE and defines the
anomaly score as Mahalanobis distance.

3) LOF [49] considers the data points whose local densities
are significantly lower than neighbors as anomalies.

4) RF [50] is an ensemble learning method for classifi-
cation. In the experiments, due to the lack of labeled
data during training, we generate the fake labeled data
to transform the unsupervised anomaly detection into a
supervised problem.

2) Temporal Methods: Temporal methods [vector autore-
gressive model (VAR) [51] and preprocessing VAR (pVAR)]
predict traffic dynamics only considering the temporal features
and then regard the prediction error as the anomaly score.

1) VAR [52] is one of the most popular linear models for

time-series forecasting.

2) pVAR applies the VAR model to preprocessed data,
which is decomposed from the traffic data of each node.

3) Spatiotemporal Methods: Spatiotemporal anomaly detec-
tion methods (ST_decompn [32], CIAS&AIAS [3], and
TBAD [28]), include tensor factorization-based, deep learning-
based, and statistical models.

1) ST_decompn [32] is an urban anomaly detection model
based on decomposition. More specifically, this method
learns the spatial and temporal features separately in
advance, then models the normal traffic patterns using a
deep neural network. The LOF algorithm is applied to
the abnormal components to get final anomaly scores.

2) CIAS&AIAS [3] estimates the anomaly score for each
region based on its historically similar regions. Then,
this work leverages OC-SVM to compute the final
anomaly score. This method outputs a set of abnormal
data points instead of anomaly scores. Therefore, in the
experiment, we compute the recall and the correspond-
ing anomaly ratio.

3) ASTGCN [53] is a state-of-the-art traffic flow prediction
method. In the experiments, we use ASTGCN to predict
the traffic dynamics instead of traffic flow and define the
anomaly score as the prediction error.

4) TBAD [28] is a tensor factorization-based method,
which builds up a set of tensors to represent daily traffic
dynamics and then applies nonnegative CP decomposi-
tion on the tensors. During testing, the regions whose
current spatial features deviate from history are regarded
as anomalies. In the experiments, we combine the spa-
tial and temporal feature vectors to represent a data
point and then leverage the LOF algorithm to detect
anomalies.

D. Settings

In the experiments, we use the min-max normalization
method to scale the traffic data into the range [—1, 1]. The
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TABLE III
RECALL@K% ON THE PEMS DATASET

Recall @K%

Method 1% 2% 3% 4% 10%
IF 0.06 0.08 0.11 0.15 0.32
EE 0.05 0.07 0.09 0.09 0.20
LOF 0.15 0.31 0.41 0.49 0.68
RF 0.15 0.31 0.39 0.45 0.70
VAR 0.21 0.30 0.36 0.39 0.62

pVAR 0.21 0.30 0.36 0.41 0.64

ASTGCN 0.16 0.24 0.31 0.37 0.54

TBAD 0.18 0.31 0.40 0.50 0.70

ST-Decompn 0.22 0.36 0.45 0.53 0.74

STGAN 0.24 0.40 0.51 0.58 0.82

0.84 — IF —— pPVAR

— EE —— ST_decompn /
0.79 —— LOF ——— STGAN *

— RF ASTGCN
0.6 TBAD

Recall@K%
© © o o o
- N w » w

o
<)

K%

Fig. 10. Recall curve @K% on the PeMS dataset.

hyperparameter A in (8) is set as 500. For the anomaly score
defined in (10), we normalize sp (v, t) and sg (v, t) and then
set A = 1. The time length of the recent segment is 1 h
on the PeMS dataset and 2 h on the NYC dataset. We set
a batch size as 256 and use Adam [54] with the learning rate
of 0.001 to train the model. We use the LSTM network with
depth 2 and 64 hidden units for the generator. The GCGRU
networks for the generator and the discriminator use two layers
and 32 hidden units. For all the other parts of the network,
the number of hidden units is set to 64. The source code is
available at https://github.com/dleyan/STGAN.

E. Results

1) PeMS Dataset: For the PeMS dataset, we use the data
of the last 20 days for testing and the others for training. The
baseline CIAS&AIAS detects 1.5% anomalies and achieves
Recall = 0.10. Table III and Fig. 10, respectively, show the
recalls and recall curves of different methods. It can be seen
that our method STGAN achieves the best performances with
different values of K over recall. In addition, we have some
other findings.

1) The spatiotemporal methods except for ASTGCN show
better performances than individual methods and tem-
poral methods. These results prove that it is important
to model the spatiotemporal features of traffic data.
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TABLE IV TABLE V
HIT EVENTS @K% ON THE NYC DATASET GENERATOR PREDICTION ERROR
Hit events@K % Dataset NYC dataset PeMS dataset
Method 0.2% 0.4% 0.6 % 0.8% 1% Method RMSE MAE RMSE MAE
IF 3 5 11 13 13 No Recent Module 19.30 4.14 17.11 9.64
EE 5 9 11 11 11 No External Module 5.68 1.47 5.11 221
LOF 2 8 15 15 15 No Trend Module 5.70 1.36 5.15 2.25
RF 11 13 14 15 15 Proposed Generator 5.55 1.34 5.07 2.20
VAR 9 12 12 13 13
VAR 13 15 15 15
AgTGCN 11 11 14 15 TABLE VI
TBAD 12 2 13 14 5 ANOMALY SCORE PERFORMANCE
ST_decompn 2 8 15 15 17
STGANp 10 16 17 17 19 Recall @K%
Anomaly Score 1% 2% 3% 4% 10%
D(Sy,t) 0.2071 0.3022 0.3825 0.4403 0.6866
sp(v,t) 0.2425 0.3843 0.4888 0.5802 0.8172
2) The experimental results show that our method outper- sa(v,t) 0.2071 0.3843 04757 05765  0.7929
forms the recently proposed ST_decompn. The reason is score(v, t) 0.2369  0.4011 0.5075  0.5840  0.8172
that ST_decompn extracts spatial and temporal features
from historical data separately, which affects the ability TABLE VII

to model traffic dynamics.

3) Our method significantly outperforms ASTGCN,
demonstrating that detecting traffic anomalies based on
spatiotemporal features is necessary.

4) The temporal method pVAR improves the performance
of VAR, which validates that traffic data present peri-
odical patterns, and the external module based on time
features is reasonable.

2) NYC Dataset: For the NYC dataset, we use the data
of last month for testing and the others for training. The
baseline CIAS&AIAS detects 1.0% anomalies and achieves
hit events = 10. Table IV shows the number of hit events
detected by other methods. First, we find that STGAN achieves
the highest recall in most cases except for K = 0.2.
Moreover, TBAD only achieves the best performance when
K = 0.2, but the recall improves slowly with the increase
of detected anomalies. Second, the temporal methods show
a similar performance compared to spatiotemporal methods.
One possible reason is that the social event often causes a
sharp increase in urban flow, as shown in Fig. 2. Thus, the
temporal methods based on prediction accuracy can effec-
tively detect abnormal events. Third, ST_decompn achieves
the second-best overall results but presents extremely poor
performance when K = 0.2. The results illustrate that the
anomalies detected by ST_decompn with high confidences are
not accurate.

3) Prediction Performance: A common key idea in existing
works is detecting anomalies relying on prediction tasks.
Therefore, we conduct the prediction accuracy comparison
for the spatiotemporal methods. Note that we only evaluate the
prediction errors of central nodes for the proposed STGAN.
Moreover, limited by the size of the service area of taxis and
bicycles, the NYC dataset is sparse. The missing values in the
PeMS dataset are filled by zero, also resulting in sparseness.
Therefore, the differences between the prediction errors of dif-
ferent generators are not significant enough. Table VII shows

SPATIOTEMPORAL METHOD PREDICTION ERROR

Dataset NYC dataset PeMS dataset
Method RMSE MAE RMSE MAE
ASTGCN 6.70 2.06 7.54 3.62
ST_decompn 15.03 3.76 25.21 12.40
STGAN 5.55 1.34 5.07 2.20

the prediction errors on two real-world datasets. As shown in
Table VII, our proposed STGAN achieves the best prediction
performance of these three spatiotemporal methods. Compared
to ASTGCN, our proposed STGAN learns the spatiotemporal
features of data points from their neighbors in spatial and
temporal dimensions, and these neighbors are demonstrated
to be highly correlated with data points, as shown in Fig. 7.
Moreover, the other two methods outperform ST_decompn
significantly. The reason is that ST_decompn constructs fixed
spatial features and temporal features in advance. Then, they
merge these features via a neural network. Thus, it cannot
learn the dynamic spatiotemporal features well.

FE. Anomaly Score Analysis

To demonstrate the effectiveness of the proposed flexible
anomaly score, we compare the detection performances with
others in Table VI. Obviously, the proposed anomaly score
achieves the overall best performances. In addition, we have
some other findings. First, comparing the performances of
sp(v,t) with D(S,,), we can see the significant improve-
ments, which proves that the difference can fix the detection of
a single discriminator score. Second, s¢ (v, 1) performs weaker
than the proposed score(v, t) but better than the state-of-the-
art traffic flow prediction method ASTGCN. The possible
reason is that the proposed generator not only aims at reducing
prediction error but also models the normal traffic patterns.
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Fig. 11. Prediction visualization of different generators. (a) Generator without
trend module. (b) Generator without recent module. (c) Generator without
external module. (d) Proposed generator.

G. Module Analysis

The generator consists of three independent modules.
To demonstrate the necessity of each module, we conduct
prediction comparisons of the generator without different
modules on two real datasets. Note that the goal of the
generator is to predict traffic dynamics of the subgraph, but
we evaluate the prediction performances only using central
nodes. It can be seen from Table V that the complete generator
achieves the best prediction performances on two datasets.
We further visualize the prediction of the different generators
in Fig. 11. We can first observe that the generator without
the recent module is unable to predict traffic dynamics well.
The reason is that the generator aims at predicting traffic
dynamics of nodes in the subgraph, and only the recent module
can model the spatial features. Second, the generator can
only learn the long-term from external information. Therefore,
it presents prediction delay and high prediction error during
sudden changes in Fig. 11(a). Similarly, the generator without
the external module also shows delays in prediction. However,
it predicts the sudden changes more accurately. Compared
to the three ablated generators, the proposed generator better
fits the real traffic dynamics and achieves the best prediction
accuracy.

VIII. CONCLUSION

With the rapid growth of sensors and mobile devices, there
are a variety of traffic data. The massive traffic data can help
detect abnormal traffic events. In this article, we proposed
a spatiotemporal graph convolutional adversarial framework
called STGAN to detect traffic anomalies. The proposed
generator consists of three modules to model the normal traffic
dynamics patterns. The spatiotemporal generator and discrim-
inator have a similar module using GCGRU. The GCGRU
captures the high correlations between neighboring points in
spatial and temporal dimensions and helps the generator and
the discriminator learn the spatiotemporal features of traffic
data and traffic anomalies, respectively. Then, we devised
a flexible anomaly score varying with locations and times
for traffic anomaly detection. Evaluations on two real-world
datasets from NYC and California demonstrate that our frame-
work effectively detects traffic anomalies and outperforms
baselines.
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In the future, we plan to extend the proposed discriminator
to classify the categories of traffic anomalies.
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