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Experiments Ablation ExperimentsⅡ
● LPKT is less affected by incomplete 

learning sequences, and indeed better 
models students‘ learning process.
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Conclusions and Future Works
 A new paradigm for knowledge tracing through modeling learning process
 A novel model named Learning Process-consistent Knowledge tracing (LPKT)
 Formalized the learning process as the basic learning cell and interval time
 Modeled the learning gain and its diversity in learning process
 Designed a forgetting gate to determine the reduction of knowledge over time
 Extensive experiments on three public datasets demonstrated the 

interpretability and effectiveness of LPKT
 keep exploring better ways to model students' learning process
 study how to automatically learn the specific weights in the Q-matrix
 mathematical theory proof

Knowledge State Visualization

● LPKT can capture reasonable knowledge 
state of students, which is in consistent 
with their learning process.

Student Performance Prediction

● LPKT outperforms all other KT methods 
on all datasets and metrics.

Ablation ExperimentsⅠ

● forgetting plays a critical role in learning 
process, which can cause the biggest 
decline of the predictive results if we do 
not consider it.

● modeling the learning gain indeed 
performs better than modeling only the 
learning outcomes in knowledge tracing.

● the answer and interval time are 
essential and necessary in the learning 
process, which is harmful to accurately 
model the learning process if omitted.

Introduction
Motivation: Knowledge Tracing (KT) is a fundamental and critical task of online
education, which aims to trace students’ changing knowledge state during their
learning process. Most of the existing KT methods pursue high accuracy of student
performance prediction but neglect the consistency of students’ changing knowledge
state with their learning process. They argue that once the student has answered
wrongly, his/her knowledge state on corresponding knowledge concepts will decline.

The LPKT Model

Problem Statement
Given:

Datasets

Loss Function

Key Problem: Mistakes are seen as natural elements of learning processes
, and  students can learn from errors and foster learning progress through a favorable 
error climate. How to keep the consistency of students’ learning process in knowledge 
tracing and give equal attention to both right and wrong learning interactions?

Challenges:
● How to define the learning process and convert it into a proper form for modeling.
● The learning gain, which represents the knowledge that students acquire in 

learning, is implicit and changeable in learning process.
● students’ knowledge will also decrease over time, which commonly manifests as 

forgetting, is also necessary to be considered in the KT task.

Modules
●Learning Module: model learning gains compared with the previous 

learning interaction.

●Forgetting Module: measure how much knowledge will be forgotten as time 
goes on. Then, the learning gains and forgotten knowledge will be taken 
advantage of to update the student's previous knowledge state for achieving 
their latest knowledge state.

●Predicting Module: predict the student's performance on the next exercise 
according to his/her latest knowledge state.

LPKT details

● Students' learning sequence x = { (e1, at1, a1), it1, (e2, at2, a2), it2, ... , (et, att, at), itt }

Goal:
● To monitor students' changing knowledge state during the learning process 

and predict their future performance at the next learning step t+1

●Embeddings:

● Time embedding: representing the discretized interval time and answer time by 
two embedding matrices.

● Learning embedding: the embedding of the basic learning cell (et, att, at), 
● Knowledge embedding: storing and updating the knowledge state of students 

during the learning process

●Learning:
● two continuous learning embeddings, their interval time and students' previous 

knowledge state

●Forgetting:
● students' previous knowledge state, present learning gains, and the interval time

ASSIST2012:https://sites.google.com/site/assistm

entsdata/home/2012-13-school-data-withaffect

ASSISTchall:https://sites.google.com/view/assistm

entsdatamining/dataset

EdNet-KT1: http://ednet-leaderboard.s3-website-

ap-northeast-1.amazonaws.com/

●Predicting:
● using the related knowledge state to infer the student's performance

Exercises Clustering
● LPKT can learn meaningful exercise 

embeddings automatically, which can 
serve as valuable supplements for the 
educational experts.
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