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Abstract Problem Definition Spotlight Mechanism

Transcribing content from structural images is a Definition 3.1. (Structural Image Transcription Problem). Given || Given spotlight handles: = (x:.y:,01)", assign
challenging task as not only the content objects should | | 3 structural W x H image x, our goal is to transcribe the content || weights to encoded vectors following Gassian
be recognized, but the internal structure should also | | f:qm it as a sequence 9 = {{1,72,...,07} as close as possible to|| distribution.

be preserved. In our work, we propose a hierarchical| |y, ¢ ce code sequence y, where each y; is the predicted token || gyotliaht Control
Spotlight Transcribing Network (STN) framework followed potlig ontro

by a two-stage “where-to-what” solution. We first decide taking from the specific language corresponding to the image. We provide two control modules:
“where-to-look” through a novel spotlight mechanism to  Markovian control module (as in STNM
focus on different areas of the original image following its Spotllght Transcribing Network (STN) with Markov property)

structure. Then, we decide “what-to-write” by developing * Recurrent control module (as in STNR with

a GRU based network with the Spotlight areas for Recurrent mOde”ng) St~ St+1
transcribing the content accordingly. i
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recogn ition # i JI (a) Markovian control module. (b) Recurrent control module.
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Structural Images
Previous works The overall architecture of Spotlighted Transcribing Network
ignore large proportion of structural images, where (STN) consists of two main components:

the content objects are well-formed in complex

(a) Music score example The model is trained by standard

backpropagation, with reinforcement learning
as a refinement:

. . 1. Image encoder: a CNN based feature extractor; . . - - .
manners, e.g., music scores (Figure (a)) and formulas 19¢e enf o State: the internal states in STN framework;
(Figure (b)). 2. A hierarchical transcribing decoder: - Action: token generation;

Challenges £(x) (r — 1 * Spotlight Module: find out "where-to-look’; - Reward: reconstruction similarity between
- Content objects ~ r—9 * Transcription Module: generates the token sequence. original image and compiled image.
usually follow a fine- ~ f)=\fraciisareix=1}}{x-2} : o — i
. a eloay ormula C ulti-Line
gralned grammar, and (b) Formula EX&mplE Experlments Baseli Testing set percentage Baseli Testing set percentage Baseli Testing set percentage
: : .y = WM 0% [30% | 20% | 10% WM 0% [30% | 20% | 10% WEME 0% [30% | 20% | 10%
are Organlzed In a Transcrlblng performance EncDec 0.266 | 0.272 | 0.277 | 0.282 EncDec 0.405 | 0.427 | 0.445 | 0.451 EncDec 0.218 | 0.227 | 0.251 | 0.267
T i AttnDo : : . : AttnDo : : : : AttnDo : : : :
complex manner Outperforms traditional attention based AnFC | 083 | 0710 | 0730 | 0756  AMnFC | 0657 | 0701 | 0717 | 0725  AwnFC | 0614 | 0542 | 0686 | 0707
- Content objects in structural images, even if they just | | methods. o |7 (o7 |7 a7 B a7 o7 a7 [orm o [ o | o [ ot | a7
take a Sma” prOpOrtIOH, may Carry mUCh SemantICS Va|idation |st STNR 0.738 | 0.748 | 0.758 | 0.767 STNR 0.739 | 0.751 | 0.759 | 0.778 STNR 0.712 | 0.736 | 0.754 | 0.760
* There exist plenty of similar objects puzzling the Converges faster and achieves lower T | [ =
transcribing task validation loss. 2] b Bl BT B |
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Structural images: printed graphics that organized in a
Ground Truth:
CO m p I eX Stru Ctu re " Dataset Image  Token Token Avg. tokens  Avg. image " Ground Truth:
- . . count space count per image pixels _fis] disl6 a[ b c b].. £ tix=111

Characteristics: | ettt

_ Melody 4208 70 32,834 19.7 15,602.7
e Much semantics Formula | 61649 127 607,061 9.7 1,190.7

Multi-Line | 4595 127 182,112 39.8 9,016.6
e Larger output space — svt 618 26 3,796 5.9 12,733.5 . . | | |
MT5K 3000 36 15,269 50 11,682.0 Figure 7: Comparison between attention and spotlight mechanism on Melody dataset. Figure 8: Comparison between attention and spotlight mechanism on Formula dataset.
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