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Ø User modeling
Ø An important basis to capture useful potential characteristics with the reliance on 

personal data
Ø User modeling has been applied to multiple typical, such as modeling capabilities or 

preferences from users
Ø User modeling processes usually centralized training with data aggregated, which causes 

privacy leakage

Ø Federated Learning
Ø Federated Learning (FL) refers to building and aggregating user models while leaving 

private data isolated so that preserves the data privacy
Ø Federated user modeling receives widespread attention for potential of secure distributed 

user modeling



Background

4

Ø Problems and Challenges
Ø federated user modeling for isolated scenarios with the inconsistent clients

Ø Statistical heterogeneity: personal records for user modeling are usually non-
independently identically distributed (Non-IID)

Ø Privacy heterogeneity: different information in user modeling have different levels of 
privacy

Ø Model heterogeneity: the user model structures among different clients are often 
different
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Ø Problems and Challenges
Ø In this paper, we design hierarchical personalized federated learning to overcome the 

challenges
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Ø Problem Definition
Ø Given: 

Ø C  : set of clients
Ø!": set of users
Ø #": set of items with K attributes
Ø (u, v, g): a triplet representing the interaction result between user u and item v

Ø Goal: train |C| local user models, where the c-th user model can model the potential 
characteristics of users and predict the interaction results

Ø Hierarchical information
Ø Public information: it refers to the information that contains the prior domain knowledge so that it can 

be shared among clients. In this case, the public information is relatively private and incompetent to 
expose the sensitive user information.

Ø Private information: it is the information which is proprietary for clients and represents the unique 
distributions of users and items among each client. Apparently, it is with strictly privacy and needs to 
be protected.
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Ø HPFL Framework
Ø Server

Ø fuse heterogeneous local user models by 
different components with the differentiated 
component aggregation strategy.

Ø Client 
Ø train and deliver the different components 
of user model 
Ø update a personalized user model using the 
fine-grained personalized update strategy
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Ø Client
Ø Upload phase

Ø initializes and trains a general user model named GUM
Ø delivers the local user model by different component

Ø Update phase
Ø regulate a fine-grained personalized update strategy to fuse the local personalized information and 

global generalized information
Ø For public component: client i add the local attribute knowledge vector and the global attribute 

knowledge on attribute k via the corresponding accuracy 

Ø For private component: the client i distance weighted update new representation with the affects of all 
global cluster centers
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Ø Server
Ø Aggregation for public components 

Ø weighted aggregation of the same attribute to obtain the global public components
Ø fuse each knowledge vector that represents knowledge information on attribute k from clients i in 

reference to both the number of iterations on attribute k as well as the local validation accuracy

Ø Aggregation for private components 
Ø further clustering with all the cluster centers
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Ø Local User Model
Ø General User Model (GUM), which is flexible, explainable and capable of deep 

representation
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Ø Dataset
Ø ASSIST
Ø MovieLens

Ø Data analysis
Ø IID or Non-IID distributions on the attributes

Ø Baseline methods
Ø centrally training methods: 

NCD, NCF 
Ø Traditional federated methods:

FedSGD, FedAvg, Fednoise, FedProx, FedAtt
Ø Our methods: 

HPFL-K, HPFL-R, HPFL
Ø Evaluation metrics

Ø ACC, AUC, RMSE
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Ø Accuracy performances
Ø Task: student performance prediction and user rating prediction

Ø Observation
Ø GUM model performs better than NCF and NCD: capable of deep representation 
Ø federated methods perform better, HPFL performs best: harness more information 
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Ø Ranking effectiveness
Ø Task: the partial orders of user preferences 

Ø Observation
Ø GUM performs better than centralised methods: high-dimensional user model benefits
Ø HPFL performs outstanding results: both components benefit
Ø distributed training method performs a comparable result in NDCG: standard federated 

methods bring a coordination among clients
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Ø Modeling rationality
Ø Task: analyze the rationality of user models at the parameter level

Ø Observation
Ø private components in user models are not distinguishable 
Ø HPFL have advantages to mine peculiarity of clients from user characteristics in user modeling
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Ø Overall results
Ø Design a novel client-server architecture framework to enable federated learning to be 

applied in user modeling tasks with inconsistent clients. 
Ø a fine-grained personalized update strategy and a differentiated component aggregation 

strategy were explored to flexibly fuse heterogeneous user models
Ø Future work

Ø Consider the data characteristics to improve the federated strategy
Ø Design a platform and apply the technical details of HPFL
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