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Background

 Complex question answering

Answer questions based on related knowledge

Requirements of  QA system

◼Master multiple knowledge

◼Perform complex reasoning over knowledge

 One promising solution

Large language model (LLM)

Retrieval-augmented generation (RAG)

◼First retrieve related knowledge and then perform 

reliable reasoning and generation
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Motivations

 How to effectively facilitate RAG in complex QA

Examine the knowledge boundary of LLM

◼What the LLM does not know

◼Only missing knowledge needs to be supplemented from 

external

Evaluate the utility of external knowledge

◼How helpful the external knowledge is in QA

◼Related knowledge may be helpless and even mislead 

reasoning in QA
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Challenges

 How to precisely examine the knowledge boundary of the LLM

LLM contains tremendous uninterpretable parameters

Self-evaluation with LLM: Tend to be over-confident on their knowledge states

Probability-based methods: Focus on uncertain tokens rather than missing knowledge

 How to identify utility of external knowledge in complex QA

More than content or semantic relevancy between knowledge and question

Reasoning logic: Whether knowledge is necessary in one reasoning step

LLM ability: Whether LLM masters the knowledge, whether LLM is affected by the knowledge
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Problem Definition

 Complex question answering

𝑄: Question in natural language

𝑌: Answer inferred with an explanation 𝐸 in natural language

𝕂 = {𝐾1, … , 𝐾𝑛}: External knowledge source, each 𝐾𝑖 is a passage in corpus (May also be a 

knowledge triple in KG or a webpage online depending on 𝕂)

 Goal

Given knowledge source 𝕂 and question 𝑄

Retrieve necessary knowledge 𝕂∗ = {𝐾1
∗, … , 𝐾𝑚

∗ } from 𝕂 with a retriever ℛ, and generate one 

explanation 𝐸 with a LLM ℒ to infer the answer 𝑌 to 𝑄
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KEQA Framework

 Question Answer with Knowledge Evaluation (KEQA)
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KEQA Framework

 Question Answer with Knowledge Evaluation (KEQA)

Knowledge boundary: Quiz-based Knowledge Evaluation

◼Output-oriented: Whether LLM could answer knowledge-related quizzes

◼Retrieval-on-demand: Only retrieve missing knowledge that LLM fails the quiz

Knowledge utility: Utility-guided Knowledge Picking

◼Result-oriented: Whether external knowledge helps LLM improve QA accuracy

◼Knowledge picking: Only pick helpful knowledge with positive utility
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KEQA Framework

 Quiz-based Knowledge Evaluation

Whether LLM masters knowledge: Examine whether LLM could answer related question

Quiz Generation

◼Hard to detect missing knowledge: Complex QA involves multiple knowledge and causes of failure

◼Solution: Generate simple quiz related to single knowledge by decomposing the complex question
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Quiz generation by 

question decomposition

𝑞1, … , 𝑞𝑠 ← 𝐺𝑒𝑛𝑄(𝑄, ℒ)



KEQA Framework

 Quiz-based Knowledge Evaluation

Whether LLM masters knowledge: Examine whether LLM could answer related question

Quiz Assessment

◼Hard to assess LLM’s answer: No ground truth for the quiz

◼Consistency-based assessment: Whether LLM gives consistent answer based on knowledge or 

randomly guess in multiple tries

◼Answer semantic discrimination: Consistent answers may be different in words for open quiz
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Quiz answer discrimination

𝑎𝑖 ← 𝑄𝑢𝑖𝑧(𝑞, ℒ)

𝑠𝑎𝑚𝑒 ← 𝑆𝑖𝑚(𝑞, 𝑎𝑖 , 𝑎𝑗 , 𝒟𝑠)

Consistency assessment

𝑇𝑐 ≥ 𝛼

𝑇𝑐: proportion of consistent answer



KEQA Framework

 Utility-guided Knowledge Picking

Missing knowledge that LLM fails in quiz: Retrieve from external 𝕂′ ← ℛ(𝑞,𝕂)

Another problem: Whether external knowledge helps in QA reasoning

Utility Reference

◼Knowledge utility: Whether adding knowledge increases accuracy of LLM’s answer

◼Compute utility label with ground truth answer in training data as reference
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Utility label computation in training data

𝑈 ത𝑄, ത𝐾′ ←

1, 𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗ ∪ ത𝐾′ > 𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗

0, 𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗ ∪ ത𝐾′ = 𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗

−1, 𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗ ∪ ത𝐾′ < 𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗

𝐶𝑜𝑟 ത𝑄, ഥ𝕂∗ = 𝑀 ത𝑌′, ത𝑌 = 𝑀(𝐴𝑛𝑠 ത𝑄, ഥ𝕂∗, ℒ , ത𝑌)



KEQA Framework

 Utility-guided Knowledge Picking

Missing knowledge that LLM fails in quiz: Retrieve from external 𝕂′ ← ℛ(𝑞,𝕂)

Another problem: Whether external knowledge helps in QA reasoning

Utility Evaluation

◼ Inference: Utility evaluation with smaller LLM and similar in-context examples from references

◼Only pick external knowledge with positive utility for RAG
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In-context example retrieval

ℝ′ ← ℛ𝑢 𝑞, 𝐾′, ℝ

Utility evaluation in inference

𝑈𝑡𝑖𝑙 𝑞, 𝐾′ ← 𝑈𝑡𝑖𝑙𝑖𝑡𝑦(𝑞, 𝐾′, ℝ′, 𝒟𝑢)

𝕂∗ = {𝐾′ ∈ 𝕂′|𝑈𝑡𝑖𝑙 𝑞, 𝐾′ = 1}



KEQA Framework

 Overall process of KEQA inference

14

Quiz-based Knowledge Evaluation

Utility-guided Knowledge Picking

RAG and Answer Summarization
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Experiments

 Experimental setup

Datasets

◼One-hop QA: NaturalQuestions (NQ)

◼Complex QA: StrategyQA, HotpotQA, 2WikiMultihopQA (2WMQA)

Baselines

◼Non-RAG: Vanilla GPT-3.5, Zero-shot CoT, Few-shot CoT

◼RAG: Vanilla RAG, ReAct, IRCoT, FLARE, Self-Rag, SearChain, Rowen, SlimPLM

RAG setup

◼LLM backbone ℒ: GPT-3.5-turbo

◼Retriever ℛ: BM25 (Elasticsearch)

◼Knowledge source 𝕂: Wikipedia dump Dec 20, 2018
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Experiments

 Overall results
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◼KEQA outperforms all baselines, demonstrating its effectiveness

◼RAG methods do not always outperform non-RAG methods especially on simple tasks due to noises

◼Adaptive RAG methods perform better, showing the superiority of retrieval-on-demand



Experiments

 Quiz analysis
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◼The consistency is correlated positively with 

the average generation probability, showing 

its rationality in detecting knowledge state

◼Lower consistency threshold might mistakenly 

treat random guess as knowledge

◼Too high consistency threshold might conduct 

unnecessary retrieval on known information



Experiments

 Generalizability analysis

 Efficiency analysis
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◼KEQA could promote RAG on LLMs and 

retrievers with different abilities, showing 

its generalizability

◼KEQA conducts much less retrieval, and 

consumes less tokens than baselines

◼KEQA has higher latency, but it can be 

greatly reduced if optimized in parallel



Experiments

 Case study
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◼KEQA could detect what the LLM knows and 

what the LLM does not know

◼KEQA could refer to external knowledge only 

when necessary, to promote both accuracy and 

efficiency
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Conclusion

 Summary

KEQA framework to improve RAG in complex QA

Quiz-based knowledge evaluation to examine knowledge boundary of LLM

Utility-guided knowledge picking to evaluate helpfulness of external knowledge in QA

 Future work

How to detect outdated internal knowledge in rapidly evolving world

How to adapt to tasks without clear reasoning logic such as writing
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Thanks for Listening!

linx@mail.ustc.edu.cn

https://github.com/l-xin/KEQA
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