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Computerized Adaptive Testing (CAT):
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How to efficiently measure student’s ability? How to efficiently measure student’s ability? 

VS

Too many questions:
low-efficiency and heavy burden

for students

Providing students the least number 
of questions to accurately measure 

their ability (e.g. GRE)

Traditional Paper-and-pencil Test Computerized Adaptive Testing



Computerized Adaptive Testing (CAT):

• CAT’s Goal: Accurately assess student true ability 𝜽𝟎 with 
as few questions as possible (accuracy and efficiency)
• (1) Cognitive Diagnosis Model: estimates the student’s current 

ability 𝜃𝑡 based on previous 𝑡 responses.

• (2) The Selection Algorithm: find the next valuable or best-fitting 
question from the bank, guided by his/her 𝜃𝑡.

3

Selection

Algorithm

Cognitive Diagnosis

Model

Diagnosis

𝑞𝑡

Diagnosis for selection

Selection for diagnosis

𝜽𝒕



Our Work

• Problem: 

The exact true ability 𝜽𝟎 of student is unknown, thus it is impossible to 
find such ground truth in datasets to directly optimize/design the
selection algorithm. (Existing methods are implicit)

• Solution: 
• 1. Find 𝜃0

′𝑠 theoretical approximation 𝜃∗ as the new target (𝜃∗ ≈ 𝜃0)

• 2. Design a selection algorithm: select questions set 𝑆 such that the 
estimate can best approximates this new target.
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Our Work

• Problem transformation and optimization:
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This is equivalent to selecting the most 
representative items to form the subset 𝑆

(submodular facility 
location function)



Our Work

• The above algorithm is impractical: The responses to the bank
Q are unavailable (gradient difference ∇𝑙𝑖 𝜃 − ∇𝑙𝑗 𝜃 in 
𝑤(𝑖, 𝑗) can not be calculated without labels)

• Solution: we propose an expected gradient difference 
approximation method to replace the original to calculate their 
similarity 𝑤(𝑖, 𝑗):
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Soft Pseudo-Labels 



Our Work

• Theoretical guarantees for ability estimation: Upper-bound of
expected estimation error (Theorem 1):

• Experiments: 
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It surpasses the data-driven methods,
which requires training on large-scale data.



Thanks
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