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Background

l Paper-and-pencil Examination
Ø Too many questions - inefficient and boring
Ø Fixed time/place - inflexible

How to accurately and efficiently measure student’s proficiency? 

l Computerized Adaptive Testing (CAT)
Ø Personalization and reduce test length
Ø Flexible time/place
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Background

(1) Cognitive Diagnosis Model (CDM),
which first estimates the student’s current
proficiency !𝜃! based on previous
𝑡 responses.

Typical CAT procedure.

(2) The Selection Algorithm then
retrieves the next question, guided by
his/her current proficiency estimate
!𝜃! above.Goal:

Ø Measuring student’s proficiency accurately 

Ø Reducing test length
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Background
Typical CAT procedure.

Query

uDrawback：The selection algorithm

is inefficient if the query ( !𝜃!) is not 

close to student's true proficiency 𝜃"

Poor Robustness
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Methodology
Findings

uStudent is "multi-facet " ：Student’s previous responses often correspond 

to multiple estimates instead of the singleton: 
u Example 1: One student correctly answers a simpler question (difficulty = 3) but 

wrong answers a harder one (difficulty = 8) -> his/her proficiency [3, 8] 

u Example 2: There are multiple solutions to a question. Each one corresponds to a 

potential proficiency.
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Methodology
Findings

uStudent is "multi-facet " ：Student’s previous responses often correspond 

to multiple estimates instead of the singleton:
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Methodology
Proposed Approach

uMultiple estimates { !𝜃#!, !𝜃$!… , !𝜃%!} will be generated at each step as 

student's multi-facet perspective.

uUsing their average 𝜃∗ = #
'
∑()#' !𝜃(! as a new query (replacing !𝜃! ) for 

question selection, ensuring that 𝜃∗ − 𝜃" → 0
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Methodology
Proposed Approach

uMultiple estimates { !𝜃#!, !𝜃$!… , !𝜃%!} will be generated at each step as 

student's multi-facet perspective.

uUsing their average 𝜃∗ = #
'
∑()#' !𝜃(! as a new query (replacing !𝜃! ) for 

question selection, ensuring that 𝜃∗ − 𝜃" → 0

smaller larger
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Methodology
Proposed Approach

uAt step t, we adjust the optimization function of { !𝜃#!, !𝜃$!… , !𝜃%!} , by adding

diversity-regularization term 𝝓 𝜽𝒊 to the commonly used MLE target:
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Methodology
Proposed Approach

uAt step t, we adjust the optimization function of { !𝜃#!, !𝜃$!… , !𝜃%!} , by adding

diversity-regularization term 𝝓 𝜽𝒊 to the commonly used MLE target:

Accuracy

Diversity
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Methodology
Theoretical Analysis

uSuch estimator's desirable statistical properties: asymptotic unbiasedness, 

efficiency, and consistency.

Consistency

Unbiasedness

Efficiency
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Experiment

uDataset

u Real-world datasets from three online tutoring system

u Involving two classic CDM: IRT and NCDM

uComparison Methods
u Traditional information/uncertainty-based:

u FSI, KLI, MAAT (active learning)

u Deep Learning :

u BOBCAT

uEvaluation Metrics:  AUC, ACC, MSE

Setups
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Experiment

Results
Our proposed RAT is general and achieves the best
performance on all datasets and all types of CDMs.
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Experiment

Robustness Evaluation
uWe artificially generate 𝜃" and simulate student-question interaction 

process and expose this simulated CAT to various perturbations:

uGuess factors: The label is changed from 0 to 1 with 25% probability.

uSlip factors: The label is changed from 1 to 0 with 5% probability.
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Conclusion

Conclusion

u Present a new optimization criterion called RAT for educational measurement.

u Generic and Robust

u Such new estimator in RAT possesses highly desirable statistical properties

u asymptotic unbiasedness, efficiency, and consistency

u Conduct extensive experiments with real-world educational datasets

u Efficiency, Robustness
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