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Background

 Large-scale battle are ubiquitous in online strategy games

• two teams fight each other on the battlefield

• different unit types of varying numbers are involved
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Starcraft II EVE online Mount & Blade II



Background

 Predicting the outcome of massive battle is a fundamental task

• Provide a valuable reference for optimizing team 

configuration before battle

• For decision-making (e.g., attack or retreat) in battle

• Game balance analysis
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Challenges 1

 How to model the higher-order interactions between massive units ？
 Tanks can cover ground units from enemy fire (i.e., cooperate), 

but a few tanks can’t cover hundreds of units.

 One landmine can incapacitate a tank (i.e., suppress), 

but a few landmine cannot incapacitate an entire tank squad.
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Challenges 2

 Marginal effect in massive battle:

• A team has no air force, and we constantly add fighters to it
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First Fighter The 100th FighterSecond Fighter Third Fighter

Marginal Utility: 100 95 92 10

 How to consider such diminishing marginal utility pattern?

…



Related Work

 Methods that consider individual abilities

• TrueSkill, Generalized Bradly-Terry (BT) 

• Omit the interaction between individuals

 Models that implicitly model interactions

• Optmatch, DraftRec, BattleNet

• utilize neural networks to obtain team representations for prediction

 Methods that explicitly models pairwise interactions between individuals

• NeuralAC, HOI

• Pairwise interactions are unsuitable for massive unit

 Hand-craft model:

• Life Time Damage based model, Lanchester’s Square Law based model

• rely on additional unit feature, such as attack damage, hit point
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Problem Definition

 Preliminary:

• Each battle involves two teams 𝑇𝐴 and 𝑇𝐵
• Suppose there are 𝑁 types of combat unit {1, 2, … , 𝑁}
• The unit type combinations of a team is a subset of {1, 2, … , 𝑁}
• 𝑞𝑖 (𝑞𝑖 ≥ 1) denotes the quantity of unit type 𝑖 in a given team.
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• Predict the probability of 𝑇𝐴 beats 𝑇𝐵 (win or loss)

 Given:

• Two teams 𝑇𝐴 and 𝑇𝐵

 Goal:

Note: squad refers to units of the same type in a team. 

For instance, a tank squad of 𝑇𝐴 represents all the tank units in the 𝑇𝐴.



Model Overview

 We assume each team has an underlying score 𝑆
indicating team’s capability.
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 Overall ability of the team 𝑇𝐴:

• Individual effects

• Cooperation effect

• Suppression effect

 The probability of team 𝑇𝐴 defeating team 𝑇𝐵:



Basic MassNE
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The basic version of MassNE without marginal effect modules.

 We treat the units of the same type (i.e., squad) as a whole

• preserving the characteristic of each unit

• reducing interaction complexity.

 Individual Effects:
• The ability of a individual squad that is independent of the other squad.

• individual ability 𝑤𝑖, squad 𝑖’s quantity 𝑞𝑖:



Basic MassNE
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 If two squads perform well when they team up together, the cooperation 

ability between them should be high.

 Cooperation Effects:
• Cooperation vector 𝐯𝑖 (represents 𝑖’s cooperation characteristics)

• 𝑓1 is an interaction function, which output the cooperation ability (a scalar).

• An increase in the number of either squad will increase the cooperation 

score between them.



Basic MassNE
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 If squad 𝑖 can suppress squad 𝑗 (e.g., landmines counter tanks), 

the corresponding suppression ability of 𝑖 against 𝑗 should be high.

 Suppression Effects:

• Strength vector 𝐩𝑖, weakness vector 𝐜𝑖 (each unit type has its strengths and 

weaknesses)

• An increase in the number of attackers 𝑖 increases the suppression score.

• The increase in the number of defenders will also increase the suppression score.



MassNE with Marginal Effect Modules
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 The marginal effect should not be ignored in teamwork, especially when 

the team size is large. For example:
• when teammates cooperate, if two tanks can cover a teammate, then a third 

tank will not contribute much.

• When attacking the enemy, if ten cannonballs can destroy a tank, then an 11-

th cannonball is possibly wasted.

• If one missile can destroy one battle robot, we only have five missiles while 

the enemy has ten battle robots, then the increase of enemy robots (i.e., 

defender) will not give us more advantage.



MassNE with Marginal Effect Modules
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 Basic MassNE:  MassNE:

 𝐸 denotes a marginal effect module, whose input is the number of a 

squad and outputs the squad’s utility (a scalar).



Monotonicity assumption
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 If one unit is added to a team, the overall ability of the team should not decrease.

 This assumption can be mathematically formulated as:

 Monotonicity constraint:

• Which force 𝐸𝑖 𝑘 + 1 to be greater than 𝐸𝑖 𝑘

 We implement the 𝐸 fuctions with a look-up table followed by the ReLU



MassNE framework

Anhui Province Key Lab. of Big Data Analysis and Application & State Key Lab. of Cognitive Intelligence



Experiments
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 Dataset Generation

• We utilize a famous online strategy game StarCraft II to simulate massive battles.

• Two armies will be randomly generated on the battlefield to fight.

• The eliminated army is considered defeated.

• We use three types of terrain as the battlefield: Plain, Corridor and Bush



Experiments
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 ML-based methods (BT, LR) are better than hand-craft model

 HOI and NeuralAC which model pairwise interactions between massive units,

their performance is close to BT.

 MassNE outperforms the other baselines.



Suppression scores of Terran against Zerg squads
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1. We noticed that the Siegetank counters the 

Zerg ground units (i.e., Roach and Ravager)

2. Tanks cannot attack air units, so tanks get a 

low score against the enemy air force (e.g., 

Corruptor and Broodlord)

We set the number of two squads to 10 to obtain these scores.



Diminishing Marginal Utility
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The marginal utility will continue to decrease as the number increases. 

Recall that marginal utility is 𝐸(𝑘 + 1) − 𝐸(𝑘).



Conclusion
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 We propose a new model, MassNE, which can effectively model the 

cooperation effect and restraint effect between arms, while considering the  

diminishing marginal utility pattern of massive units.

 Future Work

• Consider more complex scenarios in other domains

• Improve marginal effects modules

• Team optimization to increase winning rate



Thank you for listening！
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Data and codes: https://github.com/firepd/MassNE


