
Adaptive Normalization for Non-stationary Time Series 

Forecasting: A Temporal Slice Perspective

Zhiding Liu1,2, Mingyue Cheng1,2, Zhi Li3, Zhenya Huang1,2, Qi Liu1,2,

Yanhu Xie4, Enhong Chen1,2∗

1Anhui Province Key Laboratory of Big Data Analysis and Application, 

University of Science and Technology of China
2State Key Laboratory of Cognitive Intelligence

3Shenzhen International Graduate School
4The First Affiliated Hospital of University of Science and Technology of China

Presenter: Zhiding Liu

Anhui Province Key Laboratory of Big Data Analysis and Application, State Key Laboratory of Cognitive Intelligence  



Introduction
2

 What is time series?

 Any signals collected in chronological order.

 Ubiquitous/Noisy & Chaotic/Extremely long/Multivariate

 What is forecasting?

 Given the observation of past S time steps, predict the values of 

future T steps.

 Temporal/Channel dependence

 Why forecasting?

 Weather report

 Healthcare analysis 

 Decision making

 …

Figure 1: Illustration of forecasting.
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 Tremendous efforts have been devoted in designing powerful networks and 

therefore greatly advanced the accuracy of forecasting performance.

 The intrinsic non-stationary property hinders the generalizability of deep-

learning-based models.

 The distribution shift in time series, i.e., ∀𝑖,𝑗 𝑝 𝑥𝑖 ≠ 𝑝 𝑥𝑗

 Existing forecasting methods barely rely on the non-linear capacity to tackle the challenge.

 To explicitly alleviate the impact of non-stationarity, adaptive normalization on 

input series is the feasible and mainstream solution.

 Ensure the inputs are I.I.D. through normalization.



Methodology

 Motivation

 Existing normalization methods are based on an assumption that the input 

series of an instance follows the same distribution.

◼ In the real-world scenarios, time series points rapidly change over time. For any 

given time slices of instance 𝑘, 𝑥𝑖
𝑘 , 𝑥𝑗

𝑘, 𝑝 𝑥𝑖
𝑘 ≠ 𝑝(𝑥𝑗

𝑘).

 Previous works either ignore the restoration of non-stationary information 

or simply adopt the statistical properties of input series to denormalize

the output results.

◼ Lead to a prediction shift of the final forecasting results due to a bad estimation 

of future statistics.

 Our thoughts

 Split series into non-overlap equally-sized slices and model the local-

region non-stationarity under them.

 Employ a statistics prediction module learning to estimate the 

distribution of future slices precisely.
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Figure 2: A forecasting instance 

with non-stationarity. 



Methodology

 Sliced normalization

 Removing the local non-stationarity for each time slice according to their statistics.

 Statistics prediction

 Under our assumption, a natural challenge is that how to estimate the evolving distributions 

for each future slice.

 We adopt a two-layer perceptron network responsible for this task for simplicity and efficiency.

◼ The overall mean of the input sequence is a maximum likelihood estimation of the target sequence’s 

mean → residual learning.

◼ Different variables may exhibit distinct patterns in scale changes → individual preference.
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: residual learning

: individual preference



Methodology

 Sliced de-normalization

 The non-stationarity information is vital for forecasting.

 Restore them into predicted results in a slice perspective.

 Slicing Adaptive Normalization (SAN)
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Figure 3: Illustration of the proposed SAN framework.  



Methodology

 Two-stage training schema

 It forms to a bi-level optimization problem when joint training SAN and backbone model, as the target 

is to ensure the similarity between distributions of denormalized output and ground truth.

 Relax the optimization objective of statistic prediction module to estimating the future distribution.

◼ The original non-stationary forecasting task is divided into decoupled statistic prediction task and stationary 

forecasting task.

 Qualities:

◼ Simplifies the task of non-stationary forecasting through divide-and-conquer.

◼ Estimate more accurately on future distributions.
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Experiments

 Setup

 The widely used benchmark with 9 datasets:

 Baseline models:

◼ RevIN (ICLR’22), NST(NIPS’22), Dish-TS(AAAI’23)

 Backbone models:

◼ Autoformer(NIPS’21),FEDformer(ICML’22),SCINet(NIPS’22),DLinear(AAAI’23)

◼ Slice-based models: PatchTST(ICLR’23),Crossformer(ICLR’23)
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Experiments

 Results

 Overall forecasting performance on SAN-enhanced backbone models.
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Experiments

 Results

 Comparison between SAN and existing normalization approaches.
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Experiments

 Results
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Figure 4: Visualization of forecasting results comparing SAN and baseline models.  



Conclusion

 We focused on alleviating the non-stationary property of time series data using a 

novel slice view in the forecasting task.

 We proposed Slicing Adaptive Normalization (SAN)

 A model-agnostic approach that removes the non-stationary factors the input by normalization and 

restores them to the output through denormalization on a per-slice basis.

 With a two-stage training schema for the statistics prediction module, SAN simplifies the non-

stationary forecasting task through divide and conquer.

 Compared to existing normalization methods, SAN could better alleviate the local-region non-

stationarity and provides more accurate estimation on future distributions.

 Extensive experiments validated the effectiveness of our method.
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Thanks

https://github.com/icantnamemyself/SAN

zhiding@mail.ustc.edu.cn


