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Optimal System Size for Mesoscopic
Chemical Oscillation

Zhonghuai Hou* and Houwen Xin*[a]

When driven far from equilibrium, nonlinear chemical or
biochemical reactions often show sustained oscillations.[1] Oscil-
lation is of ubiquitous importance in nature, especially the
circadian rhythmic processes in living systems.[2] On the macro-
scopic scale, the dynamic behavior of such systems can be
described by deterministic nonlinear differential equations that
govern the evolution of the chemical concentrations with time,
and oscillations are often the consequence of Hopf bifurcations
(HBs) with variation of some control parameters. However, it is
now generally asserted that circadian rhythms are funamentally
controlled by biochemical clocks, which can be observed at the
single-cell level.[3] In mesoscopic systems of this type, in which
the number of reactant molecules is often small, internal noise
resulting from the stochastic nature of the discrete chemical
reaction events becomes important.[4] The macroscopic deter-
ministic description is no longer applicable, and this calls for the
use of stochastic models such as a chemical master equation
which describes the evolution with time of the probability of

having a given number of reactant molecules.[5] Therefore, a
basic question is: How does the oscillatory behavior of the
system change with its size?
With regard to this question, two basic points have been

addressed so far. In deterministic dynamic behavior at the
macroscopic limit, the parameter space of the system can be
divided into two major regions: the oscillation region on one
side of the HB point, and the nonequilibrium steady-state (NESS)
region on the other. In the oscillation region, the regular
oscillatory behavior observed at the macroscopic limit will
become ™stochastic∫ when the system is small. There is a
fundamental lower limit on the system size for which the
oscillations remain correlated in time.[6] Hence, the major issue in
this region is the robustness or resistance of the oscillations to
molecular noise due to the small system size.[7] In the NESS
region, the steady state observed in the macroscopic kinetics
shows considerable fluctuations when the size becomes small.
Thus, for a sufficiently small system, it is hard to distinguish
qualitatively between fluctuations around the NESS and sto-
chastic oscillations, and in such a mesoscopic system there is no
clear manifestation of the Hopf bifurcation in the corresponding
macroscopic system.[8]

Here we report a nontrivial size effect when the system is
located in the NESS region but close to the HB point designated
by the macroscopic kinetics. At the macroscopic limit, the system
shows a stable steady state and no sustained oscillation. When
the system size decreases to the mesoscopic range, the HB
becomes obscure, and ™stochastic oscillations∫ with a certain
characteristic frequency appear. If the system size further
decreases, the oscillation will be fully overwhelmed by the
internal noise. Therefore the signal-to-noise ratio (SNR) of the
stochastic oscillation passes through a clear maximum with
varying system size, that is, an ™optimal system size for
mesoscopic chemical oscillation∫. Note that this effect is quite
different in nature from the recently reported phenomenon of
™system size resonance∫,[9] in which the collective linear response
of an array of coupled noisy elements to small periodic forces has
a maximum for a certain intermediate number of elements.
Similar optimal-size effects to that discussed here were also
found in the study of collective spiking activities of assemblies of
ion channels.[10, 11]

Since this behavior is quite generic and does not depend on
the specific choice of reaction system, we adopted the
Brusselator model for our study (similar results have also been
obtained for other oscillating chemical systems and biological
circadian clocks). The Brusselator model involves the reaction
steps of Equation (1).[12]

�k1 X, X �k2 Y, 2X�Y�k3 3X, X �k4 (1)

At the macroscopic limit, the deterministic reaction rate for
species X and Y is given by Equation (2)

dx/dt� k1� k2x� k3x2y� k4x, dy/dt� k2x� k3x2y (2)

where x and y are the concentrations of X and Y, respectively. The
steady-state solutions of Equation (2) are xs� k1/k4 and ys� k2k4/

after switch-off of the condensation and subsequent warm-up of the
matrix.
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k1k3 . By defining a control parameter ��2k4/k2 , the Hopf
bifurcation point �c� 2(1� xs/ys) is easily found, and the
oscillation region is ���c .
If the system size is small, however, the internal molecular

noise must be taken into account. Now we can describe the
chemical reaction system as a birth/death stochastic process
governed by a chemical master equation. Generally, there is no
procedure to solve this master equation analytically, but it
provides the starting point for numerical simulation. A widely
used simulation algorithm was introduced by Gillespie,[13] which
stochastically determines which is the next reaction step and
when it will occur according to the transition probability of each
reaction process in Equation (1). These transition probabilities
read as in Equation (3)

a1� k1 ¥V, a2� k2x ¥V, a3� k3x2y ¥V, a4� k4x ¥V (3)

where V is the volume of the system. This simulation method is
exact because it exactly accounts for the stochastic nature of the
reaction events, but it is rather time-consuming and hardly
applicable if the system size is large. Recently, Gillespie
developed the �-leap method, which is a rather good approx-
imation of the exact method when the system size is large
enough.[14] This method randomly determines how many steps
will take place for each of the four reaction channels in the next
™macro-infinitesimal∫ time interval �. Therefore, we use the exact
method for V�Vc and the �-leap method for V�Vc in our
stochastic simulations. We chose Vc� 3�104 and �� 0.001 to
ensure that the conditions for the �-leap approximation were
fulfilled and the simulation was effectively accelerated. For these
choices of parameters, none of the propensity functions aj(t) will
suffer appreciable (macroscopically noninfinitesimal) changes
such that 	aj(t� �)�aj(t) 	 /maxj�
[1,4][aj�(t)]�1 and the number of
reaction events for each channel is much greater than one.[14]

For convenience, we use �, and k1 as the parameters instead of
k1, k2 , k3 , and k4 . We set k1� 10.0, xs�1.0, ys� 2.0, and ��1.1,
which is slightly larger than the HB value �c� 2(1� xs/ys). At the
macroscopic limit, the deterministic steady state of the system is
a stable node. When the system size decreases, small fluctua-
tions around the steady state are observed. If the system size is
small enough, these fluctuations become ™stochastic oscilla-
tions∫ for which a clear peak appears in the power spectrum of
the time series x(t). The frequency at the peak is very close to the
characteristic frequency at the Hopf bifurcation. In Figure 1, the
power spectrum of x(t) for three different system sizes is plotted.
Note that the smoothed curves are obtained by nearest
averaging over 50 points from the original ones. The time series
used to calculate the power spectrum contains 16384 data
points with an average time interval of 0.02. A Welch window
function was used in the estimation of the power spectrum.[15]

When the system size decreases from 109 to 100, one finds that
both the signal level and noise background increase at the peak.
However, for an intermediate system size of V� 105, the peak is
the most pronounced, and this suggests the best performance
of the stochastic oscillation among the three.
To measure the relative performance of the stochastic

oscillation quantitatively, we defined an effective SNR as

Figure 1. Smoothed power spectrum for V� 100, 105, and 109. Parameters are
k1� 10.0, xs� 1.0, ys� 2.0, and �� 1.1. The curve for V� 100 was obtained by the
exact-simulation method, while the other two were obtained by the �-leap
method. The points A, B, and C in the PSD curve for V� 109 demonstrates how to
calculate the effective SNR, that is, �� [P(B)/P(A)]�B/(�C��B), where point C is
located by the condition P(C)�P(B)/e. Arbitrary units are used for the PSD.

��R/(��/�p),[16] where �p is the frequency at the peak, �� is
the width between �p and the frequency �l satisfying �l��p

and P(�l)� P(�p)/e, where P(�i) denotes the power spectrum
density (PSD) for a given frequency; R� P(�p)/P(�2), where P(�2)
is the smallest PSD value between P(0) and P(�p). See also the
legend Figure 1 for more details. The dependence of � on
system size is plotted in Figure 2a. A clear maximum is present
for system size V�104 ± 105, which demonstrates the existence
of an optimal system size.
Although the exact-simulation and �-leap methods provide a

direct way to study the effect of system size, they are not
particularly efficient. For example, if we want to study the
dynamic behavior of many coupled chemical oscillators, both
methods will encounter major difficulties. Very recently, Gillespie
proposed that the dynamics of the system can be approximated
very well by a chemical Langevin equation (CLE) if a ™macro-
infinitesimal time interval∫ exists.[17] Specifically, the CLE for the
Brusselator reads as in Equations (4)

dx/dt� (k1� k2x� k3x2y� k4x)� [
�����
k1

�
�1(t)�

�������
k2x

�
�2(t)

� �����������
k3x2y

�
�3(t)�

�������
k4x

�
�4(t)]/

���
V

�
(4a)

dy/dt� (k2x� k3x2y)� [k2x�2(t)� k3x2y�3(t)]/
���
V

�
(4b)

where �i�1±4(t) are Gaussian white noises with �i(t)��0 and
�i(t)�j(t�)���ij�(t� t�). In the absence of the terms in the second
parenthetical expression, this CLE corresponds to deterministic
Equation (2). These terms result from the internal noises, which
tend to zero when the system size V goes to infinity. Note that
the internal-noise terms depend not only on V, but also on the
control parameters and the state variables x(t) and y(t). By
numerical simulation of the CLE, one can readily study the effect
of system size. As in the stochastic simulations, we fixed the
control parameters just outside of the deterministic oscillation
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Figure 2. a) Dependence of SNR on system size V. Diamonds: Exact simulation
results for V� 3� 104 ; triangles: �-leap results for V� 3� 104 ; open circles : CLE
results. All data are averaged over ten independent runs. The parameters are the
same as in Figure 1. b) Dependence of SNR on system size for different �. From top
to bottom, �� 1.1, 1.2, 1.3, and 1.4, respectively. The results were obtained by the
CLE method, and the data have been smoothed.

region. The numerical time step was dt� 0.001. When the system
size decreases from infinity, stochastic oscillations, first favored
and then overwhelmed by the internal noise, are observed. The
dependence of SNR on V is also plotted in Figure 2a. Good
qualitative agreements among the CLE, exact-simulation, and �-
leap methods are apparent, except for some quantitative
discrepancies. This agreement suggests that it is convenient to
use the CLE to study the effect of system size in a systematic way.
In Figure 2b, the dependence of SNR on the system size for four
different values of � is plotted. When the distance from the
deterministic HB point increases, both the maximal SNR and the
optimal size become smaller.
This ™optimal system size∫ effect demonstrates the important

role of internal noise in chemical reaction systems. From the CLE,
one notes that the internal noise term is inversely proportional
to

���
V

�
if all other control parameters are fixed. Therefore, an

optimal system size implies an optimal level of internal noise.
This constructive role of internal noise is reminiscent of the well-
known phenomenon of stochastic resonance (SR).[18] Specifically,
it was found that when an excitable or oscillatory system is
subjected to external noise near the Hopf bifurcation, noise-
induced oscillations (NIO) are observed, and the SNR of the NIO
shows a maximum at an optimal noise intensity, known as
coherent resonance (CR)[17] or internal signal stochastic reso-
nance (ISSR).[19] However, unlike CR or ISSR, one should not say

that the oscillation is ™induced∫ by internal noise in a mesoscopic
system; rather, the chemical oscillation is itself stochastic, and
there is no well-defined bifurcation to separate an oscillation
region from a steady-state region.
The present work may be of important relevance to circadian

rhythmic processes in living systems. Since these processes are
often regulated at the level of single cells, many studies now
focus on their robustness and resistance to molecule noise,[6±7] in
the sense that these oscillations may persist over a quite large
parameter range and when some key components only have
very low molecular populations. Based on the results of the
present paper, however, one may understand this phenomenon
from another point of view. Instead of trying to resist the internal
molecular noise, living systems may have learned to exploit the
internal noise to enlarge their parameter ranges of oscillation
and enhance the oscillation performance.[20]

The discovery of optimal-system-size behavior may open wide
perspectives for further research. For instance, consider the
collective dynamic behavior of an array of coupled biochemical
oscillators such as living cells. It is now widely accepted that
external noise can considerably favor the collective behavior of
such coupled nonlinear oscillators.[21] What happens if each cell is
of mesoscopic size such that internal noise must be taken into
account? Could it be that processes such as signal propagation,
synchronization, and coherent motion may perform best when
each cell has an optimal size? The answers to these questions
deserves more detailed work in the future.
In conclusion, we have studied the effect of system size on the

chemical oscillation of the Brusselator model using stochastic
simulation and chemical Langevin equation. We show that a
system with mesoscopic size may show sustained stochastic
oscillations while its macroscopic counterpart only has a stable
steady state. In addition, the performance of the oscillation,
measured by the effective signal-to-noise ratio, reaches a
maximum for an intermediate system size, that is, a demon-
stration of the phenomenon of ™optimal system size for
mesoscopic chemical oscillation∫. Our findings may be of
important relevance to circadian rhythmic processes in living
systems.
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Introduction

The development of theoretical tools to calculate NMR proper-
ties continues unabated.[1] A current focal point is to go beyond
the treatment of molecules as vibrationless entities at 0 K and to
account for the effect of vibrational averaging on chemical shifts
or spin ± spin coupling constants. Procedures have been devised
to include rovibrational effects in the NMR calculation, for

instance, by suitable perturbational treatments[2] or by approx-
imating full or partial solutions of the nuclear Schrˆdinger
equation.[3] The modeling of these effects by averaging chemical
shifts over trajectories from classical molecular dynamics (MD)
simulations is enjoying some popularity,[4, 5, 6] partly because
these simulations can readily be extended to explicitly include a
solvent.
We have used the latter approach to calculate thermal and

solvent effects on the chemical shifts of transition metals.[6] Since
the corresponding magnetic shielding constants can be quite
sensitive to geometrical parameters,[7] pronounced rovibrational
effects may be expected. In fact, large such effects, amounting to
several hundreds of parts per million, were modeled for �(57Fe) of
some iron complexes, but smaller variations, on the order of a
few dozen parts per million, were found for �(51V) and �(55Mn) in
vanadate complexes and permanganate ion, respectively.[6]

Quantities averaged over classical MD trajectories do not
include zero-point effects, which are purely quantum-mechan-
ical in nature. For magnetic shieldings of lighter nuclei, these
zero-point effects can be much larger than the thermal effects
superimposed on them.[2, 3] We argued[6c,d] that thermal effects
on transition-metal magnetic shieldings, evaluated from classical
MD, should at least show the correct qualitative trend, since both
classical and quantum-mechanical averaging would tend to
increase the metal ± ligand bond lengths with respect to their
equilibrium values, and it is typically these distances that
dominate the metal shieldings.[7b] To test this reasoning, we
now report rigorous rovibrational corrections to shieldings of
some typical transition metal complexes, evaluated perturba-
tionally according to the procedure from ref. [2]

Results and Discussion

For our purpose, we adapted the corresponding implementation
from the Dalton program package[8] such that energies, energy
derivatives, and properties produced with another quantum
chemistry code can be processed (specifically, from Gaussi-
an98[9] ). This was necessary since at the beginning of this project
the latest version of Dalton did not allow for DFT-based
electronic-structure calculations, the method of choice for
structures and properties of transition metal complexes.[10]

Briefly, the procedure consists of two parts: First, an effective
geometry reff is constructed from the equilibrium geometry re ,
the harmonic frequencies �e , and the cubic force field V(3)

[Eq. (1)] .[11]

reff,j� re,j�
1

4�2
e�j

�

m

V �3�
e�jmm

�e�m

(1)

Second, the magnetic shielding hypersurface �(r) is expanded
around this effective geometry, and the vibrationally averaged �0
is calculated from �eff��(reff), the second derivative of the
shielding surface �(2), and the harmonic frequencies �, all
evaluated at reff [Eq. (2)] ,[2]

�0��eff�
1

4

�

i

� �2�
eff�ii

�eff�i

(2)
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