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Abstract
The well-founded semantics of logic programs is not only an important semantics but also serves as an
essential tool for program simplification in answer set computations. Recently, it has been shown that for
normal and disjunctive programs, the well-founded models can be computed by unit propagation on pro-
gram completion and loop formulas of loops with no external support. An attractive feature of this approach
is that when loop formulas of loops with exactly one external support are added, consequences beyond the
well-founded model can be computed, which sometimes can significantly speed up answer set computation.
In this paper, we extend this approach to basic logic programs with abstract constraint atoms. We define pro-
gram completion and loop formulas and show how to capture the well-founded semantics that approximate
answer sets of basic logic programs. We show that by adding the loop formulas of loops with one external
support, consequences beyond well-founded models can be computed. Our experiments show that for cer-
tain logic programs with constraints accepted by lparse, the consequences computed by our algorithms can
speed up current ASP solvers smodels and clasp.
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1 Introduction
The well-founded semantics (Van Gelder et al. 1991) and answer set semantics (Gelfond and
Lifschitz 1988) are two most prominent semantics in logic programming. To date, the well-
founded semantics has been extended to disjunctive logic programs (Wang and Zhou 2005),
logic programs with aggregates (or, aggregate programs) (Pelov et al. 2007), dl-programs (Eiter
et al. 2011; You et al. 2012), and basic logic programs with abstract constraint atoms (c-atoms)
(Wang et al. 2012). In the literature, most definitions of the well-founded semantics are in terms
of unfounded sets or as the least fixpoint of a 3-valued immediate consequence operator. In recent
papers, (Chen et al. 2008; Chen et al. 2009; Chen et al. 2013) showed that the well-founded model
of a normal logic program or a disjunctive logic program according to (Wang and Zhou 2005) can be computed from its completion and loop formulas of loops with no external support rules by unit propagation. In this paper, our focus is on basic logic programs with c-atoms.

In (Son et al. 2007), two different types of answer sets for logic programs with c-atoms are proposed, called answer set by reduct (or r-answer set) and answer set by complement (or c-answer set) (Son et al. 2007). These semantics differ from each other in the treatment of negation-as-failure literals. In the literature, different well-founded semantics have been formulated that approximate r-answer sets (Wang et al. 2012) and c-answer sets (Pelov et al. 2007), respectively. In this paper, we show that the well-founded semantics proposed in (Wang et al. 2012) can be computed by unit propagation on program completion and loop formulas of loops with no external support rules. Since every c-answer set is also an r-answer set, this result can be applied to the computation of c-answer sets. In fact, we show that our definitions naturally lead to a well-founded semantics that approximates c-answer sets directly.

In (Chen et al. 2013), the authors also showed that, for normal and disjunctive logic programs, loop formulas of loops with only one external support rule are equivalent to sets of binary clauses, thus can be used effectively by unit propagation. However, this is not the case for basic logic programs with c-atoms. In this paper, we identify a certain kind of loops with only one external support rule whose loop formulas are equivalent to sets of binary clauses. Again, we show that, using the loop formulas of loops with at most one external support rule, along with completion, unit propagation can compute more consequences than well-founded semantics and these extra consequences can help ASP solvers. This is supported experimentally. For certain logic programs, the computed consequences can speed up clasp (Gebser et al. 2007) and smodels (Simons et al. 2002). Thus we believe that this work opens the window for more efficient computations of answer sets.

In the rest of this paper, we first review the results on which our work is based. We then show the main result that the well-founded semantics of (Wang et al. 2012) can be computed by unit propagation on completion and loop formulas of loops with no external support. We identify a certain kind of loops whose loop formulas are equivalent to sets of binary clauses, and formulate an algorithm to compute these loops, which is followed by some experiments. The paper is concluded with final remarks.

2 Preliminaries

We assume an underlying propositional language with a set $\mathcal{A}$ of atoms. A literal is either an atom or an expression of the form $\neg a$, where $a$ is an atom. Lit is the set of all possible literals in the language. Given a set of literals $I$, we use $I^+$ to denote the set of atoms in $I$, and $I^- = \{a \mid \neg a \in I\}$; $I$ is said to be consistent if $I^+ \cap I^- = \emptyset$. A partial interpretation $I$ is a consistent set of literals; it is total if $I^+ \cup I^- = \mathcal{A}$. Let $M$ be a set of atoms. We denote by $C(M)$ the total interpretation $M \cup \{-a \mid a \notin M\}$, and denote by $\neg M$ the set $\{-a \mid a \in M\}$. For a set of literals $I$, we denote by $\bar{I}$ the set $\{a \mid \neg a \in I\} \cup \{-a \mid a \in I\}$. For convenience, here we identify a set $I$ of literals with the propositional formula $\bigwedge_{a \in I} a$. Let $I$ be a set of literals and $F$ a propositional formula. That $I$ satisfies $F$, denoted $I \models F$, is defined as usual. A set of atoms $M$ is a model of $F$ if $C(M) \models F$.

An abstract constraint atom (c-atom) is an expression of the form $(D, C)$, where $D$ is a finite set of atoms and $C \subseteq 2^D$. In the following, given a c-atom $A = (D, C)$, we use $A_D$ and $A_C$ to refer to its first and second components, respectively. The complement of a c-atom $A$, written $\overline{A}$, is then
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A c-atom such that \( \tilde{A}_d = A_d \) and \( \tilde{A}_r = 2A_d \setminus A_c \). A c-atom is said to be elementary if it is of the form \((\{a\}, \{\})\), where \(a\) is an atom. In the following, an elementary c-atom of the above form will be identified with ordinary atom \(a\).

A logic program with c-atoms (logic program or program) is a finite set of rules of the form

\[
A \leftarrow A_1, \ldots, A_k, \text{not} \ A_{k+1}, \ldots, \text{not} \ A_n
\]

where \(A\) and \(A_r\)'s are c-atoms. Given a rule \(r\) of the form (1), we define \(\text{head}(r) = A\), \(\text{body}(r) = \text{pos}(r) \cup \text{not neg}(r)\) where \(\text{pos}(r) = \{A_1, \ldots, A_k\}\) and \(\text{not neg}(r) = \{A_{k+1}, \ldots, A_n\}\). A set of clauses \(S\) is elementary if every rule in it is normal. A logic program \(P\) is basic (resp. positive) if every rule in \(P\) is basic (resp. positive).

A set of atoms \(M \subseteq \mathcal{A}\) satisfies a c-atom \(A\), denoted \(M \models A\), if \(A_d \cap M \subseteq A_c\). \(M\) satisfies \(\text{not} \ A\), denoted \(M \not\models \text{not} \ A\), if \(A_d \cap M \not\subseteq A_c\). \(M\) satisfies \(\text{body}(r)\) if \(M \models A_j (1 \leq i \leq k)\) and \(M \not\models \text{not} \ A_j (k+1 \leq j \leq n)\). \(M\) satisfies a rule \(r\) if it satisfies \(\text{head}(r)\) or if it does not satisfy \(\text{body}(r)\).

A program \(P\) is a model of \(M\) if \(M\) satisfies every rule of \(P\). A rule is normal if every c-atom in it is elementary. A logic program \(P\) is normal if every rule in it is normal.

Here we briefly review the definitions of answer sets for basic logic programs (Son et al. 2007).

Let \(M\) and \(S\) be two sets of atoms. The set \(S\) conditionally satisfies a c-atom \(A\) w.r.t. \(M\), denoted \(S \models^M A\), iff \(S \models A\) and \(I\) belongs to \(A_c\) for every \(I\) with \(S \cap A_d \subseteq I\) and \(I \subseteq M \cap A_d\).

Let \(P\) be a positive basic program and \(M\) a model of \(P\). We define the operator \(T_{(P,M)}\) as follows:

\[
T_{(P,M)}(S) = \{\text{head}(r) \mid r \in P \text{ such that } S \models M \text{ body}(r)\}
\]

The operator \(T_{(P,M)}\) is monotonic in that \(S_1 \subseteq S_2 \subseteq M\) implies \(T_{(P,M)}(S_1) \subseteq T_{(P,M)}(S_2) \subseteq M\). Thus for any model \(M\) of \(P\), the least fixpoint of \(T_{(P,M)}\) exists, written \(\text{lp}(T_{(P,M)})\), which can be iteratively evaluated as follows: \(T_{(P,M)}^0 = \emptyset\), and \(T_{(P,M)}^{i+1} = T_{(P,M)}(T_{(P,M)}^i)\), where \(i \geq 0\). A model \(M\) of a positive basic program \(P\) is an answer set of \(P\) if \(M\) is the least fixpoint of \(T_{(P,M)}\), i.e., \(M = \text{lp}(T_{(P,M)})(P)\). There are two different answer set semantics for basic logic programs. One is defined by reduct, and the other is by complement. Let \(P\) be a basic logic program and \(M \subseteq \mathcal{A}\), the reduct of \(P\) w.r.t. \(M\), written \(P^M\), is the positive program obtained from \(P\) by

- eliminating each rule \(r\) if \(M \models B\) for some \(B \in \text{neg}(r)\);
- eliminating any negative literal \(\text{not} B\) from the remaining rules.

The complement of a basic logic program \(P\), written \(\tilde{P}\), is the positive program obtained from \(P\) by replacing each \(\text{not} B\) with its complement \(\tilde{B}\). It is clear that both \(P^M\) and \(\tilde{P}\) are positive and basic. For a basic logic program \(P\) and a set \(M\) of atoms, we say that \(M\) is a c-answer set (resp. r-answer set) of \(P\) iff \(M\) is an answer set of \(\tilde{P}\) (resp. \(P^M\)). It is known that every c-answer set of a basic program is an r-answer set, but not vice versa (Son et al. 2007), and both semantics generalize the stable model semantics for normal logic programs.

Unit propagation is an inference rule on clauses. It can be defined through a procedure that simplifies a set of clauses. The procedure is based on unit clauses, i.e., clauses that are composed of a single literal. If a set of clauses contains the unit clause \(l\), the other clauses are simplified by the application of the two following rules:

1. every clause (other than the unit clause itself) containing \(l\) is removed;
2. in every clause that contains \(l\) this literal is deleted.

The procedure continues until neither of these two rules can be applied. It leads to a new set of
3 Well-Founded Semantics and Loop Formulas

We review the well-founded semantics of basic programs (Wang et al. 2012), followed by definitions of completion and loop formulas extended from (Liu and Truszczynski 2006) and (You and Liu 2008). Next, we show that the well-founded semantics in (Wang et al. 2012) can be computed by unit propagation on completion and loop formulas. This result lays the foundation for computing more consequences using loop formulas of loops with at most one external support. We then extend it to define a well-founded semantics that approximate c-answer sets directly.

3.1 Well-Founded Semantics by Reduct and Loop Formulas for Basic Programs

The well-founded semantics for basic logic programs in (Wang et al. 2012) relies on a compact representation of c-atoms proposed in (Shen et al. 2009).

Let $S$ and $J$ be two disjoint sets of atoms, by $S \cup J$ we denote the set $\{ S' \mid S \subseteq S' \text{ and } S' \subseteq S \cup J \}$ called the S-prefixed powerset of $J$. Let $A$ be a c-atom, $S$ and $J$ two subsets of $A_d$. The S-prefixed powerset of $J$ is maximal in $A$ if $S \cup J \subseteq A_c$ and there is no other sets $S'$ and $J'$ s.t. $S' \cup J' \subseteq A_c$ and $S' \cup J \subset S' \cup J'$. By $A^*_r$ we denote the set of all maximal S-prefixed powerset of $J$ in $A$ for any two sets $S$ and $J$. From Theorem 3.2 in (Shen et al. 2009), $A^*_r$ is unique. The abstract representation of a c-atom $A$ is denoted by $A^* = (A_d, A^*_r)$, which relates to a propositional formula.

**Theorem 3.1 (Theorem 4.2 (Shen et al. 2009))**

Let $A$ be a c-atom and $M$ be a set of atoms. $M \models A$ if and only if $C(M)$ satisfies

$$\bigvee_{S \in A^*_r} S \land \neg (A_d \setminus (S \cup J)).$$

Let $A$ be a c-atom and $I$ a partial interpretation. We say that $I$ satisfies $A$, denoted $I \models_{Lb} A$, iff for some $S \cup J \in A^*_r$, $S \subseteq I^+$ and $A_d \setminus (S \cup J) \subseteq I^-; I$ falsifies $A$, denoted $I \vDash_{Lb} A$, iff $S \cap I^- \neq \emptyset$ or $(A_d \setminus (S \cup J)) \cap I^+ \neq \emptyset$ for any $S \cup J \in A^*_r$. $I$ satisfies (resp. falsifies) not $A$ iff $I$ falsifies (resp. satisfies) $A$. Given a set $L$ of c-atoms or not $A$ a set $A$ is a c-atom, $I$ satisfies (resp. falsifies) $L$, denoted $I \models_{Lb} L$ (resp. $I \vDash_{Lb} L$), if $I$ satisfies (resp. falsifies) each formula in $L$. Let $P$ be a basic program and $I$ a partial interpretation. A set of atoms $U$ is an unfounded set of $P$ w.r.t. $I$ iff for any $a \in U$ and $r \in P$ with $\text{head}(r) = a$, one of the following conditions is true:

- $I \vDash_{Lb} \neg \text{neg}(r)$;
- there exists $A \in \text{pos}(r)$ s.t. for any $S \cup J \in A^*_r$ either $U \cap S \neq \emptyset$ or $I \models \neg (S \land \neg (A_d \setminus (S \cup J)))$.

We define the operators $T_P$, $U_P$ and $W_P$ as follows.

$$T_P(I) = \{ \text{head}(r) \mid r \in P \text{ and } I \vDash_{Lb} \text{body}(r) \}$$

$$U_P(I) = \text{the greatest unfounded set of } P \text{ w.r.t. } I$$

$$W_P(I) = T_P(I) \cup \neg U_P(I)$$

As $T_P$, $U_P$, and $W_P$ are all monotonic, the least fixpoint of $W_P$, denoted by $\text{lf}(W_P)$, always exists and is called the well-founded model of $P$ by reduct, written $\text{WFS}_r(P)$.

(You and Liu 2008) provided the notions of loops and loop formulas for positive basic programs which can be easily extended to general basic programs.
Let $P$ be a basic program, the dependency graph of $P$, denoted by $G_P = (V, E)$, is a directed graph, where $V = \mathcal{A}$ and $(u, v)$ is a directed edge from $u$ to $v$ in $E$ if there is a rule $r \in P$ such that $u = head(r)$ and $v \in S$, for some $S \cup J \in A_r^*$ and $A \in body(r)$. A set $L \subseteq \mathcal{A}$ is a loop in $G_P$ if the subgraph of $G_P$ induced by $L$ is strongly connected. We also say the $L$ is a loop of $P$. Note that, an atom $a \in \mathcal{A}$ is always a loop of $P$, we call it a singleton.

Let $A$ be a $c$-atom and $L \subseteq \mathcal{A}$. The restriction of $A$ to $L$, denoted by $A_{\mathcal{L}}$, is $(A_{\mathcal{L}}, A_{\mathcal{L}}^*)$, where $A_{\mathcal{L}}^* = \{S \cup J \in A_{\mathcal{L}}^* \mid L \cap S = \emptyset\}$. We use $\sigma_A$ to denote the formula $\bigvee_{S \in L \cup J} S \land \neg(A_d \setminus (S \cup J))$, and $\pi_A(L)$ to denote the formula $\bigvee_{S \in L \cup J} S \land \neg(A_d \setminus (S \cup J))$. If there is a $c$-atom $A$ such that $A_{\mathcal{L}}^* = \emptyset$ (resp. $A_{\mathcal{L}}^* = 0$), then $\sigma_A = \bot$ (resp. $\pi_A(L) = \bot$).

Let $r$ be a basic rule of the form $(1)$. We define the formula $\theta_L(r) = \pi_{A_1}(L) \land \cdots \land \pi_{A_k}(L) \land \neg_{\sigma_{A_{k+1}}} \land \cdots \land \neg_{\sigma_{A_k}}$.

Let $P$ be a basic program and $L$ a loop of $P$. A rule $r \in P$ is an external support of $L$ if $head(r) \in L$ and $\theta_L(r) \neq \bot$. Below, let $R^-(L)$ be the set of external support rules of $L$. The loop formula for $L$ of $P$, denoted $LF_P(L)$, is defined as

$$\bigvee_{a \in L} a \supset \bigvee_{r \in R^-(L)} \theta_L(r).$$

Note that if $R^-(L) = \emptyset$, then its loop formula $LF_P(L)$ is equivalent to $\neg L$.

The completion of a basic program $P$, denoted by $Comp(P)$, consists of the following formulas:

- $\bigwedge_{A \in \text{pos}(r)} \sigma_A \land \bigwedge_{A \in \text{neg}(r)} \neg \sigma_A \supset head(r)$, for each $r \in P$;
- $a \supset \bigwedge_{r \in P; head(r) = a} \left( \bigwedge_{A \in \text{pos}(r)} \sigma_A \land \bigwedge_{A \in \text{neg}(r)} \neg \sigma_A \right)$, for each $a \in \mathcal{A}$.

Let $P$ be a basic logic program. We define $LComp(P) = Comp(P) \cup \{LF_P(L) \mid L$ is a loop of $P\}$.

**Theorem 3.2**

Let $P$ be a basic program. A set $M \subseteq \mathcal{A}$ is an r-answer set of $P$ iff $M$ is a model of $LComp(P)$.

### 3.2 Loops without External Support Rules

Now we define the notion of loops with no external support under a set of literals. Let $P$ be a basic program, $L$ a loop of $P$, and $X$ a set of literals. We say that a rule $r \in R^-(L)$ is an external support of $L$ under $X$ if $X \land \theta_L(r) \neq \bot$. In the following, we denote by $R^-(L, X)$ the set of external support rules of $L$ under $X$. Similarly, if a loop $L$ has no external support rules under $X$, then under $X$, $LF_P(L)$ is equivalent to $\neg L$.

Let

$$loop_0(P, X, J) = \{\neg a \mid a \in L \text{ for a loop } L \text{ of } P \text{ such that } R^-(L, X) = \emptyset\}.$$

It is equivalent to the set of loop formulas of the loops with no external support under $X$.

As in (Chen et al. 2008; Chen et al. 2013), we can compute $loop_0(P, X, J)$ in polynomial time in the size of $P$.

**Function ML0(P, X, S)**

$ML := \emptyset; G :=$ the $S$ induced subgraph of $G_P$;

For each strongly connected component $L$ of $G$:

- if $R^-(L, X) = \emptyset$ then add $L$ to $ML$
- else append $ML_0(P, X, L \setminus \{head(r) \mid r \in R^-(L, X)\})$ to $ML$.

return $ML$. 
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Note that if $R^-(L) = \emptyset$, then its loop formula $LF_P(L)$ is equivalent to $\neg L$.
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Proposition 3.1
Let $P$ be a basic program, $X \subseteq \text{Lit}$, and $S \subseteq \alpha^\prime$. The function $\text{ML}_0(P, X, S)$ returns the following set of loops in $O(n^2)$ time, where $n$ is the size of $P$:

$$\{L \mid L \subseteq S \text{ is a loop of } P \text{ s.t. } R^-(L, X) = \emptyset \text{ and there does not exist any such loop } L' \text{ s.t. } L \subseteq L'\}$$

Proposition 3.2
Let $P$ be a basic program and $X \subseteq \text{Lit}$.

$$\text{loop}_0(P, X) = \bigcup_{L \in \text{ML}_0(P, X, \alpha^\prime)} \neg L.$$

3.3 Computing Consequences of a Basic Program

To apply unit propagation, we convert the completion to a set of clauses as follows. Let $P$ be a basic program, and $\text{comp}(P)$ denote the following set of clauses:

1. for each $a \in \alpha^\prime$, if there is no rule in $P$ with $a$ as its head, then add $\neg a$;
2. for each $c$-atom $A$ occurring in $P$ such that $A^\ast = \{S_1 \cup J_1, \ldots, S_m \cup J_m\}$, introduce a new variable $\alpha_A$ and $m$ new variables $\beta_1, \ldots, \beta_m$, and add the following clauses:
   - $\neg \alpha_A \lor \beta_1 \lor \cdots \lor \beta_m$,
   - $\alpha_A \lor \neg \beta_i$, for each $1 \leq i \leq m$,
   - $\beta_i \lor \bigvee_{a \in S_i} \neg a \lor \bigvee_{b \in A_d (S_i \cup J_i)} b$, for each $1 \leq i \leq m$,
   - $\neg \beta_i \lor \bigwedge_{l \in S_i} \{\neg b \mid b \in A_d (S_i \cup J_i)\}$ and $1 \leq i \leq m$.
3. for each basic rule $r \in P$ in the form of (1), add the following clause:
   $$\text{head}(r) \lor \neg \alpha_{A_1} \lor \cdots \lor \neg \alpha_{A_t} \lor \alpha_{A_{t+1}} \lor \cdots \lor \alpha_{A_m}.$$
4. if $a$ is an atom and $r_1, \ldots, r_t > 0$, are all the rules in $P$ with $a$ as their head, then introduce $t$ new variables $v_1, \ldots, v_t$, and add the following clauses:
   - $\neg a \lor v_1 \lor \cdots \lor v_t$,
   - $v_i \lor \bigvee_{A \in \text{pos}(r_i)} \neg \alpha_A \lor \bigvee_{A \in \text{neg}(r_i)} \alpha_A$, for each $1 \leq i \leq t$,
   - $\neg v_i \lor l$, for each $l \in S_i \bigcup \{\neg b \mid b \in A_d (S_i \cup J_i)\}$ and $1 \leq i \leq t$.

Note that, if the size of $A^\ast$ for each $c$-atom $A$ is less than a constant and the size of $S \setminus \neg (A_d \setminus (S \cup J))$ for each $S \cup J \in A^\ast$ is also less than a constant, then the number of clauses in $\text{comp}(P)$ is polynomial in the size of $P$.

Using $\text{comp}(P)$, $\text{loop}_0(P, X)$, and $\text{UP}(C)$, we can provide a procedure as follows:

$$Y := \text{comp}(P) \cup \text{loop}_0(P, \emptyset); \quad X := \emptyset;$$

while $X \neq \text{UP}(Y)$ do

$$X := \text{UP}(Y); \quad Y := Y \cup \text{loop}_0(P, X);$$

return $X \cap \text{Lit}$.

Note that, the procedure terminates in polynomial time w.r.t. the size of $P$.

Formally, the above procedure computes $U(P)$, the least fixpoint of the following operator:

$$U^P(X) = U^P(\text{comp}(P) \cup \text{loop}_0(P, X) \cup X) \cap \text{Lit}.$$  

From Theorem 3.2, $U(P)$ is true in every $r$-answer set of $P$.  

3.4 Main Results

Let $P$ be a basic program and $I \subseteq \text{Lit}$. The function $M(P, I)$ is the least fixpoint of the operator $M_I^P$ defined as:

$$\text{loop}_0^P(P, X) = \{a \mid \text{there is a loop } L \text{ of } P \text{ s.t. } a \in L \text{ and for each } r \in R^-(L, I), \text{ there exists } A \in \text{pos}(r) \text{ s.t. for each } S \uplus J \in A_r^c, X \cap S \neq \emptyset \text{ or } I \models \neg(S \land \neg(A_d \setminus (S \cup J)))\},$$

$$M^I_P(X) = X \cup \text{loop}_0^P(P, X).$$

Note that, for any $X \subseteq \mathcal{A}$, $\text{loop}_0^P(P, I) \subseteq \neg \text{loop}_0^P(P, X) \subseteq \text{loop}_0^P(P, I \cup \overline{X}).$

Let us extend Theorem 3.1 to partial interpretations.

**Corollary 3.1**

Let $A$ be a $c$-atom and $I$ a partial interpretation. $I \models_{\text{Lit}} A$ iff $I \models \sigma_A$ and $I \models_{\text{Lit}} A$ iff $I \models \neg \sigma_A$.

**Lemma 3.1**

Let $P$ be a basic program, $I$ a partial interpretation, $X$ an unfounded set of $P$, and $L$ a loop of $P$. If for each $r \in R^-(L, I)$, there exists $A \in \text{pos}(r)$ such that for each $S \uplus J \in A_r^c$, $X \cap S \neq \emptyset$ or $I \models \neg(S \land \neg(A_d \setminus (S \cup J)))$, then $L \cup X$ is an unfounded set of $P$ w.r.t. $I$.

The following theorem shows that, the greatest unfounded set of a basic program $P$ w.r.t. $I$ can be computed from the iteration of the operator $M^I_P$.

**Theorem 3.3**

Let $P$ be a basic program and $I$ a partial interpretation. $U_P(I) = M(P, I)$.

Now we come to the main theorem - the well-founded semantics of a basic program $P$ by reduct can be computed by unit propagation on completion and loop formulas of loops with no external support.

**Theorem 3.4**

Let $P$ be a basic program. $\text{WFS}_c(P) = U(P)$.

3.5 Well-Founded Semantics by Complement

Given a basic program $P$, we can convert $P$ to its complement $\widehat{P}$, and then define the well-founded semantics of $P$ based on $\widehat{P}$, which results in a well-founded semantics of basic programs by complement. That is, we define the well-founded model of a basic program $P$ by complement to be $\text{WFS}_c(P)$, written by $\text{WFS}_c(P)$.

**Example 3.1**

Consider the following aggregate program $P$: $p(0) \leftarrow \text{not count}(\{0 : p(0), 1 : p(1)\}) \neq 1$.

We can use a $c$-atom $A$ to represent the aggregate above, i.e., $A = (A_d, \emptyset, \{p(0), p(1)\})$ where $A_d = \{p(0), p(1)\}$, and its complement is $\hat{A} = (A_d, \{\{p(0)\}, \{p(1)\}\})$. One can verify that $P$ has two $r$-answer sets, $\emptyset$ and $\{p(0)\}$, and $\text{WFS}_c(P) = \{\neg p(1)\}$. On the other hand, $P$ has only one $c$-answer set, $\emptyset$, and $\text{WFS}_c(P) = \{\neg p(1), \neg p(0)\}$. In this example, $\text{WFS}_c(P)$ is more informative than $\text{WFS}_r(P)$.

For a positive basic program $P$, we know that models of $\text{LComp}(P)$ are $c$-answer sets of $P$ (You and Liu 2008). As loop formulas of loops without external support form a subset of all loop formulas, by monotonicity of propositional logic, $\text{WFS}_r(P)$ approximates all $c$-answer sets of $P$. 
Proposition 3.3
Let $P$ a basic program and $M$ a c-answer set of $P$. Then, for any atom $a$, if $a \in WFS_c(P)$ then $a \in M$ and if $\neg a \in WFS_c(P)$ then $a \notin M$.

From Theorem 3.4 it is easy to see that, $WFS_c(P)$ can be computed from $comp(\hat{P})$ and $loops(\hat{P}, X)$ using unit propagation for any basic program $P$.

Corollary 3.2
Let $P$ be a basic program. $WFS_c(P) = U(\hat{P})$.

Finally, we can show a relation with the (ultimate) well-founded semantics of (Pelov et al. 2007), based on a translation, $\tau$, which models an aggregate program as a basic program under c-answer sets (Son et al. 2007).

Proposition 3.4
Let $P$ be an aggregate program with only monotonic aggregate atoms. $WFS_c(\tau_s(P))$ coincides with the (ultimate) well-founded semantics of $P$ defined in (Pelov et al. 2007).

4 Loops with at Most One External Support

Unlike the case for normal and disjunctive programs, for positive basic programs, the loop formulas of loops that have exactly one external support rule are not always equivalent to sets of binary clauses. However, there is a special case of these loops whose loop formulas are equivalent to sets of binary clauses. In particular, let $P$ be a positive basic program and $L$ a loop of $P$, a rule $r \in P$ is a unary external support of $L$ if $\text{head}(r) \in L$, and $A^*_c(L)$ has and only has one element for each $A \in \text{body}(r)$. Let $R^*_c(L)$ be the set of unary external support rules of $L$. Given a set $X$ of literals, we say that a rule $r \in R^*_c(L)$ is a unary external support of $L$ under $X$ if for each $A \in \text{body}(r)$, there is and only is one $S \cup J \in A^*_c(L)$ such that $X$ is consistent with $S \cup \neg(A_d \setminus (S \cup J))$. We denote by $R^*_c(L, X)$ the set of all these rules. For each $r \in R^*_c(L, X)$, we denote by $\text{body}_L(r)$ the union of $S \cup \neg(A_d \setminus (S \cup J))$ for each $A \in \text{body}(r)$, where $S \cup J$ is the only element in $A^*_c(L)$ that is consistent with $X$. It is easy to see that, loop formulas of loops with one external support rule which is also unary correspond to sets of binary clauses. Note that, if $P$ is a normal logic program, then $R^*_c(L) = R^*_c(L)$.

We now consider the set of loop formulas of the loops that have exactly one unary external support rule under a set $X$ of literals:

$$loop^*_1(P, X) = \{ \neg a \vee l \mid a \in L, l \in \text{body}_L(r) \},$$

for some loop $L$ and rule $r$ s.t.

$$R^*_c(L, X) = R^*_c(L, X) = \{ r \}.$$

Modified from $ML_0(P, X, S)$, let us define the following procedure for computing $loop_0(P, X) \cup loop^*_1(P, X)$.

Function $ML_1(P, X, S)$

$$ML := \emptyset; G := \text{the } S \text{ induced subgraph of } G_P;$$

For each strongly connected component $L$ of $G$:

Let $V = \{ a \in L \mid \text{there is and only is one rule } r \in R^*_c(L, X) \text{ such that } r \in R^*_c(L, X) \}$

$$W = \{ \text{head}(r) \mid r \in R^*_c(L, X) \} \setminus V.$$
Let Proposition 4.1 can be defined:

\[ \text{return } ML. \]

**Proposition 4.1**

Let \( P \) be a positive basic program, \( X \subseteq \text{Lit}, \) and \( S \subseteq \mathcal{A}. \) The set of formulas returned from \( ML_3(P,X,\mathcal{A}) \) is equivalent to \( \text{loop}_0(P,X,\mathcal{A}) \cup \text{loop}_1(P,X,\mathcal{A}) \). The procedure terminates in \( O(n^3) \), where \( n \) is the size of \( P \).

Now if we add \( \text{loop}_1(P,X,\mathcal{A}) \) to the procedure for computing \( U(P) \), a more powerful operator can be defined:

\[ T^P(X) = UP(\text{comp}(P) \cup \text{loop}_0(P,X,\mathcal{A}) \cup \text{loop}_1(P,X,\mathcal{A})) \cap \text{Lit}. \]

Denote by \( T(P) \) the least fixpoint of \( T^P(X) \). From Theorem 3.2, for any positive basic program \( P, T(P) \) is true in every c-answer set, as well as every r-answer set, of \( P \).

We have implemented the algorithms in this paper in a prototype system that is available on line\(^1\). For any program \( P \) that can be accepted by lparse, it first computes \( T(P) \) and then adds \( \{ \leftarrow \text{not } a \mid a \in T(P) \} \cup \{ \leftarrow a \mid \neg a \in T(P) \} \) to \( P \). The resulting new program is then submitted to an ASP solver. To test the effectiveness of our preprocessor, we use the familiar Hamiltonian Circuit (HC) problem encoded with the following cardinality constraints:

\[ \leftarrow 2\{ \text{dhe}(X,Y) : \text{arc}(X,Y) \}, \text{vertex}(Y). \]
\[ \leftarrow 2\{ \text{dhe}(X,Y) : \text{arc}(X,Y) \}, \text{vertex}(X). \]

Our experiments\(^2\) showed that, for most programs, information from \( T(P) \) makes both smodels and clasp run faster, when lookahead operators are turned off.

### 5 Final Remarks

We have proposed using unit propagation with program completion and loop formulas of loops with at most one external support to capture and extend well-founded model of a basic logic programs, continuing our work along this line for normal and disjunctive logic programs (Chen et al. 2013). We believe that this work is of not only theoretical value but practical uses.

For logic programs with constraints, the size of a constraint is typically measured by the size of the constraint’s domain. Measured this way, our procedures/algorithms given in this paper are theoretically exponential. However, just like in the case of normal programs where researchers have found practical benefits of using loop formulas even if there could be exponentially many loops, we have shown that the loop formula approach for basic logic programs with c-atoms can also benefit answer set computation. We have confirmed this by experiments using the HC problem for graphs with a special structure to demonstrate this. The same should also hold for logic programs whose dependency graphs have a similar structure.

\(^1\) http://staff.ustc.edu.cn/~jianmin/cloopC/

\(^2\) http://staff.ustc.edu.cn/~jianmin/cloopC/cloopC/experiment.html
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