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A non-uniform extension of Baranyai’s Theorem

Jinye He ∗ Hao Huang † Jie Ma ‡

Abstract

A celebrated theorem of Baranyai states that when k divides n, the family Kk
n
of all k-subsets

of an n-element set can be partitioned into perfect matchings. In other words,Kk
n is 1-factorable.

In this paper, we determine all n, k, such that the family K≤k
n consisting of subsets of [n] of

size up to k is 1-factorable, and thus extend Baranyai’s Theorem to the non-uniform setting. In

particular, our result implies that for fixed k and sufficiently large n, K≤k
n is 1-factorable if and

only if n ≡ 0 or −1 (mod k).

1 Introduction

A hypergraph is a system of subsets of finite sets. Formally, a hypergraph H = (V,E) consists

of a vertex set V , and an edge set E which is a family of non-empty subsets of V . A k-uniform

hypergraph is a hypergraph such that all its edges are of size k. A ℓ-factor of a hypergraph H is

a spanning sub-hypergraph H ′ in which every vertex is contained in ℓ edges. We say that H has

a ℓ-factorization if its edge set can be partitioned into ℓ-factors. A hypergraph H is said to be

ℓ-factorable if it admits a ℓ-factorization. There have been extensive research on 1-factorization

of graphs (see [1, 10, 11, 16, 17, 19, 21, 23, 24, 25, 26] and the resolution of the 1-factorization

conjecture [13]).

We denote the complete k-uniform hypergraph on n vertices by Kk
n. Clearly, a necessary

condition for Kk
n to be 1-factorable is k | n. It turns out that this is also sufficient for k = 2

(folklore) and k = 3 (proved by Peltesohn [22] in 1936). The sufficiency for general k was eventually

established by Baranyai [7] in 1975 as follows.

Theorem 1.1 (Baranyai [7]). For any positive integers k, n such that k divides n, the complete

k-uniform hypergraph Kk
n can be decomposed into

(n
k

)
k
n =

(n−1
k−1

)
1-factors.
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His proof was based on an ingenious use of the Max-Flow Min-Cut Theorem. Generalizations

and extensions of Baranyai’s Theorem can be found in [3, 4, 5, 6, 8, 9, 18].

In this paper, we mainly consider the non-uniform hypergraph K≤k
n , whose vertex set is [n] =

{1, · · · , n} and edge set consists of all the non-empty subsets of [n] of size up to k, denoted by
([n]
≤k

)
. We show that when k is fixed and n is sufficiently large, a necessary and sufficient condition

for such hypergraph to be 1-factorable is that n is congruent to 0 or −1 modulo k. Our result is

actually much more precise.

Theorem 1.2. For positive integers n, k such that k < n/2, K≤k
n is 1-factorable if and only if one

of the two following conditions is met:

(i) n ≡ 0 (mod k) and n ≥ k(k − 2),

(ii) n ≡ −1 (mod k) and n ≥ k(⌈k2 ⌉ − 1)− 1.

The k ≥ n/2 case can be reduced to the previous range by the following equivalence.

Theorem 1.3. For positive integers n, k such that n/2 ≤ k ≤ n − 1, K≤k
n is 1-factorable if and

only if K≤n−k−1
n is 1-factorable.

Theorems 1.2 and 1.3 together provide a complete characterization of all n, k such that K≤k
n

has a 1-factorization.

The rest of this paper is organized as follows: in the next section, using the Max-Flow Min-Cut

Theorem, we show that the 1-factorization problem is equivalent to finding non-negative integer

solutions to a system of linear equations given by the partitions of [n] into parts of size up to k.

Section 3 determines when this equivalent problem is feasible. Section 4 discusses an extension of

Theorem 1.2 to other families of subsets obtained from taking the union of multiple levels of the

hypercube. The last section contains some concluding remarks and open problems.

2 A reduction using network flow

In this section, we reduce the 1-factorization problem of K≤k
n to finding non-negative integer solu-

tions to a system of linear equations (as we should see soon, both problems in fact are equivalent).

Throughout this section, let n, k be two fixed positive integers with n ≥ k, and let L be a set con-

sisting of k and some positive integers in {1, 2, · · · , k− 1}. We denote by
([n]
L

)
the family of subsets

of [n] whose size is an element of L. We will prove a more general reduction for the 1-factorization

of
([n]
L

)
which holds for any L (the case when L = [k] corresponds to our main results).

For given n, k and L, an (n,L)-type, or simply a type is a vector ~λ = (λ1, λ2, · · · , λk) in Z
k
≥0 such

that
∑

j∈L j · λj = n and λj = 0 for every j ∈ [k]\L. If L = [k], then we also call it an (n, k)-type.

Let |~λ| =
∑k

j=1 λk. We say that A = {A1, A2, · · · , At} is a ~λ-partition of [n], if Ai’s are pairwise

disjoint subsets of [n] such that ∪t
i=1Ai = [n], and for every 1 ≤ j ≤ k, there are λj subsets Ai’s of

size j.

For given n, k, we now define a matrix AL, which we will soon show to be closely related to

the 1-factorization of
([n]
L

)
. Let AL be the matrix with k columns composed by all admissible
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(n,L)-types ~λ as follows:

AL =






~λ
~λ′

...






When L is clear from the context, we will simply write it for A. Below we give an example of AL.

Example 2.1. For n = 7, k = 3 and L = [3], the matrix A is defined as follows. For example, the

third row corresponds to ~λ = (2, 1, 1) which is a (7, 3)-type because 7 = (2, 1, 1) · (1, 2, 3)T .

AL =
















1 0 2

0 2 1

2 1 1

4 0 1

1 3 0

3 2 0

5 1 0

7 0 0
















For given n, k and L, suppose the hypergraph
([n]
L

)
can be decomposed into 1-factors A1, · · · ,Am.1

Denote the number of Aj ’s that are ~λ-partitions of [n] by x~λ. Then the total number of i-subsets

of [n] appeared in {A1, · · · ,Am} is equal to the i-th coordinate of (AL)
T ~x, where ~x = (x~λ) is a

column vector indexed by all the (n,L)-types ~λ. Observe that
([n]
L

)
contains exactly

(n
i

)
subsets of

size i for each i ∈ L. Thus by setting ~bL = (b1, · · · , bk)
T with bi =

(n
i

)
for i ∈ L and bi = 0 for

i ∈ [k]\L, we immediately have

(AL)
T~x = ~bL. (1)

Therefore the system (1) having a non-negative integer solution (meaning that all x~λ are non-

negative integers) is a necessary condition for
([n]
L

)
to be 1-factorable.

Our next theorem shows that this is indeed sufficient. We remark that for Baranyai’s Theorem

(corresponding to n, k and L = {k} with k | n), a non-negative integer solution to the corresponding

system exists trivially because the only type involved is (0, · · · , 0, n/k) and n
k |
(n
k

)
.

Theorem 2.2. Given positive integers n, k and a set L of positive integers with n ≥ k and k ∈ L ⊆

[k], the hypergraph
([n]
L

)
is 1-factorable if and only if the system of linear equations (1) associated

with it has a non-negative integer solution.

We will imitate Baranyai’s ideas and construct a flow network to prove Theorem 2.2. Here we

give a brief review of the definition of flow network and the statement of the Max-Flow Min-Cut

Theorem of Ford and Fulkerson (1956), to facilitate our later discussion. A network is a finite

digraph D = (V,E) together with two distinguished vertices called the source s and the sink t, and

a capacity function κ : E(D) → R≥0 which associates a non-negative real number κ(a) to each arc

a ∈ E(D). The source s must be the tail of every arc containing s, and the sink t must be the

head of every arc containing t. We further assume that D does not contain any arc of the form

1It is easy to see that we must have m =
∑

j∈L

(

n−1
j−1

)

.
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a = (v, v) for a vertex v ∈ V . A flow on D is a function f : E(D) → R≥0 which assigns to each arc

a ∈ E(D) a non-negative real number f(a) such that

1. (Capacity Constraint) 0 ≤ f(a) ≤ κ(a) for all arcs a ∈ E(D);

2. (Conservation of Flow) for each vertex v ∈ V \ {s, t}, we have

∑

a∈E(D): v is the head of a

f(a) =
∑

a∈E(D): v is the tail of a

f(a).

The value of the flow f , denoted by |f |, is the sum of f(a) over all arcs a leaving s. A cut (S, T ) is

a partition of V (D) = S ∪ T such that s ∈ S and t ∈ T . The capacity of a cut (S, T ), denoted by

c(S, T ), is the sum of the capacities of the arcs which has tail in S and head in T , that is

c(S, T ) =
∑

xy∈E(D): x∈S, y∈T

κ(xy).

Theorem 2.3 (The Max-Flow Min-Cut Theorem). Given a flow network D = (V,E), the maxi-

mum value of a flow on D is equal to the minimum capacity over all cuts in D.

We will also utilize the Integral Flow Theorem by Dantzig and Fulkerson [14].

Theorem 2.4 (The Integral Flow Theorem). If D = (V,E) is a network in which every arc has

integral capacity, then there exists a maximum flow f on D such that for each a ∈ E(D), f(a) is

an integer.

Now we are ready to prove Theorem 2.2. In the coming proofs, for any integers a, b, the binomial

coefficient
(a
b

)
is interpreted as zero whenever a < 0, b < 0 or a < b. In particular, we have

(0
b

)
= 1

if b = 0 and
(
0
b

)
= 0 otherwise. In this way,

(
a
b

)
=
(
a−1
b−1

)
+
(
a−1
b

)
holds for any integers a, b.

Proof of Theorem 2.2: Throughout this proof, n, k and L are fixed. From our previous discus-

sions, it suffices to show that if the system (1) has a non-negative integer solution ~x = (x~λ) where
~λ is over all (n,L)-types, then

([n]
L

)
is 1-factorable.

For a given (n,L)-type ~λ, we slightly extend the definition of a ~λ-partition of [n] to partitions

of [ℓ] for any 0 ≤ ℓ ≤ n. A partition A = {A1, A2, . . . , At} of [ℓ] with t = |~λ| is called a ~λ-partition

of [ℓ], if for every j ∈ L, we assign the label, which we call potential value, j to exactly λj subsets

Ai. We point out here that repetitions are allowed only for empty sets. Let

M =
∑

j∈L

(
n− 1

j − 1

)

.

We will prove the following statement by induction on ℓ: for any 0 ≤ ℓ ≤ n, there exists a collection

of A1,A2, . . . ,AM of partitions of [ℓ] such that all of the following hold:

(1) each set S appeared in each partition is associated with a potential value j ∈ L with j ≥ |S|,

(2) for each (n,L)-type ~λ, there are exactly x~λ partitions Ai that are ~λ-partitions, and
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(3) for each S ⊆ [ℓ] and each j ∈ L with j ≥ |S|, S occurs
(
n−ℓ
j−|S|

)
times with potential value j as

subsets in the partitions A1, · · · ,AM .

Observe that when ℓ = n, the third property ensures that every set S in
([n]
L

)
appears exactly once

(only with potential value j = |S|), which would provide a 1-factorization of
([n]
L

)
. It would be

helpful to view this inductive proof as an evolution where each set (say with potential value j) in

the partitions grows from an empty set to a set of size j gradually.

Now we start the proof. For the base case when ℓ = 0, the existence of {A1, · · · ,AM} is given

by the non-negative integer solution ~x of the system (1). This is because for each (n,L)-type ~λ

we could construct x~λ partitions formed by taking |~λ| empty sets, and assigning a potential value

j ∈ L to λj of them. Note that the total number of partitions is indeed

∑

~λ

x~λ =
(1, 2, · · · , k) · (AL)

T~x

n
=

(1, 2, · · · , k) ·~bL
n

= M.

Now for the inductive step, assume that the statement holds for some 0 ≤ ℓ ≤ n − 1. We

construct the following network.

...

...

...

...

...

s t

A1

A2

Ai

AM

S(j)

S(k)

Let s be the source and t be the sink. Each partition Ai defines a vertex and we add an arc

from the source s to each Ai. For each subset S ⊆ [ℓ], in the network we create vertices S(j) for

all j ∈ L with j ≥ |S|, where S(j) stands for the set S with potential value j. We add an arc from

each S(j) to the sink t. If S occurs as a subset with potential value j in the partition Ai, then we

add to the network an arc from Ai to S(j). Next we define the capacity function κ as follows:

κ(s,Ai) = 1, κ(Ai, S
(j)) = +∞, and κ(S(j), t) =

(
n− ℓ− 1

j − 1− |S|

)

.

Then we define a flow f on this network as follows:

f(s,Ai) = 1, f(Ai, S
(j)) =

j − |S|

n− ℓ
, and f(S(j), t) =

(
n− ℓ− 1

j − 1− |S|

)

.

Let us check that f is indeed a flow. It is easy to check that 0 ≤ f(a) ≤ κ(a) for every arc a in

this network. To see that f satisfies the conservation of flow, we consider the vertices Ai and S(j)

separately:
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1. For each ~λ-partition Ai of [ℓ] with ~λ = (λ1, λ2, . . . , λk), the total value of flow leaving Ai is

∑

S∈Ai

j − |S|

n− ℓ
=

∑n
j∈L j · λj −

∑

S∈Ai

|S|

n− ℓ
=

n− ℓ

n− ℓ
= 1 = f(s,Ai);

2. For each S(j), by the inductive hypothesis, it appears in the partitions {A1, · · · ,AM} for

exactly
(
n−ℓ
j−|S|

)
times. So we have the total value of flow entering S(j) is

(
n− ℓ

j − |S|

)

·
j − |S|

n− ℓ
=

(
n− ℓ− 1

j − 1− |S|

)

= f(S(j), t).

Since f(a) = κ(a) for all the edges a leaving the source s, the so-defined f must be a maximum flow.

By Theorem 2.4, there is an integral flow f∗ of the same maximum value. Therefore for each Ai, we

have f∗(s,Ai) = 1, and consequently, there is a unique arc Ai → S(j) with f∗(Ai, S
(j)) = 1. As for

each vertex S(j), we have f∗(S(j), t) =
( n−ℓ−1
j−1−|S|

)
, and by the conservation of flow, there are exactly

( n−ℓ−1
j−1−|S|

)
arcs a directed to S(j) with f∗(a) = 1. Let us pay some attention to vertices S(j) with

j = |S| that as f∗(S(j), t) =
(
n−ℓ−1
j−1−|S|

)
= 0, each arc a directed to S(j) must have f∗(a) = 0, hence

it is impossible for any of the vertices Ai to have the unique arc Ai → S(j) with f∗(Ai, S
(j)) = 1.

Finally, we use f∗ to construct a desired collection A
′
1 ,A

′
2 , . . . ,A

′
M of partitions of [ℓ+ 1]. As

mentioned above, every Ai has a unique S(j) such that f∗(Ai, S
(j))) = 1, where j > |S| by the

above discussion. Let S′ = S ∪ {ℓ+ 1}, and update Ai by replacing S with S′ and assigning to S′

the same potential value j. Note that we have j ≥ |S′|. By definition, the new partition A
′
i is still

a ~λ-partition of [ℓ + 1]. So the first and second properties for the new partitions A
′
1 , · · · ,A

′
M are

satisfied. Since there are
( n−ℓ−1
j−1−|S|

)
many arcs directed to S(j), the new set S′ = S ∪ {ℓ + 1} with

potential value j (i.e. S′(j)) is contained in exactly
( n−ℓ−1
j−1−|S|

)
=
(n−(ℓ+1)

j−|S′|

)
new partitions Ai’. For

those S ⊂ [ℓ+ 1] not containing the element ℓ, by induction they occur

(
n− ℓ

j − |S|

)

−

(
n− ℓ− 1

j − 1− |S|

)

=

(
n− (ℓ+ 1)

j − |S|

)

times with potential value j in the new partitions A
′
1 , · · · ,A

′
M . This proves the third property for

the new partitions A
′
1 , · · · ,A

′
M . Hence the statement holds for ℓ+1 and the proof is completed.

3 Finding non-negative integer solutions

After establishing Theorem 2.2, to prove Theorem 1.2, it remains to determine for which n, k, the

system (for L = [k]) of linear equations (1) has a non-negative integer solution. For convenience,

in this section the system (1) without specified L (or A and ~b without subscripts) always means

the case L = [k]. In the next two subsections we discuss the necessary and sufficient conditions

respectively, and we prove Theorems 1.2 and 1.3 in the last subsection.
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3.1 Necessary condition

The following lemma shows that it is necessary for n to come from certain congruence classes

modulo k.

Lemma 3.1. For any n, k satisfying 2 ≤ k < n
2 , if n 6≡ 0,−1 (mod k), then the system (1) does

not have a non-negative real solution.

It turns out that unlike Baranyai’s Theorem, the congruence condition in Lemma 3.1 alone is not

enough to guarantee a 1-factorization. For example, one could show that K≤6
18 is not 1-factorable

even though 18 ≡ 0 (mod 6). More generally, if n is not very large compared to k, even if it is

from those congruence classes, it is still possible that the system (1) does not have a non-negative

integer solution. In these cases, there are not even non-negative real solutions.

Lemma 3.2. For every positive integer k ≥ 2,

(i) Suppose n = j · k + k, where j is a non-negative integer. If 2 ≤ j ≤ k − 4, then the system (1)

has no non-negative solution.

(ii) Suppose n = j ·k+k−1, where j is a non-negative integer. If 2 ≤ j ≤ ⌈k2⌉−3, then the system

(1) has no non-negative solution.

The proofs of Lemma 3.1 and 3.2 use Farkas’ Lemma. In order to show that AT~x = ~b has no

non-negative real solution, we will construct a hyperplane separating the convex cone formed by

the column vectors of the matrix AT and the vector ~b. Here we say a vector ~x ≥ 0 if each of its

coordinates is non-negative.

Lemma 3.3 (Farkas [15]). Let P ∈ R
m×n and ~b ∈ R

n. Then exactly one of the following two

assertions is true:

1. There exists a vector ~x ∈ R
m such that P T~x = ~b and ~x ≥ ~0.

2. There exists a vector ~y ∈ R
n such that P~y ≥ ~0 and ~bT~y < 0.

Below we give proofs to both Lemmas 3.1 and 3.2.

Proof of Lemma 3.1: Let n = j ·k+ r, 0 < r < k− 1. We first consider the case when j ≥ 3. Let

~yT = (
j

2
, · · · ,

j

2
︸ ︷︷ ︸

r−1

, j,
j − 1

2
, · · · ,

j − 1

2
︸ ︷︷ ︸

k−r−1

,−1).

By Lemma 3.3 we just need to prove A~y ≥ ~0 and ~bT ~y < 0.

Take an arbitrary row vector of A. By definition we know that it is of the form ~λ = (λ1, · · · , λk)

such that
∑k

i=1 i · λi = n and all λi’s are non-negative integers. Since n = jk + r, we have λk ≤ j.

Suppose λk = j, then
∑k−1

i=1 i · λi = n − kj = r > 0 and thus for some index 1 ≤ s ≤ r, λs must

be strictly positive. Either we have at least two such λs to be positive, or λr = 1. In either case,
∑r

i=1 λiyi ≥ j. This already gives

k∑

i=1

λiyi ≥

(
r∑

i=1

λiyi

)

+ λkyk ≥ j − j = 0.

7



Now we may assume that λk ≤ j−1. Similar as before, if at least two of λ1, · · ·λr−1, or λr itself is

strictly positive, then
∑k

i=1 λiyi is non-negative. Otherwise suppose λr = 0 and λ1+ · · ·+λr−1 ≤ 1,

then
∑

i 6=r,1≤i≤k−1

i · λi = n− kλk ≥ jk + r − (j − 1)k = k + r.

Since
∑

i 6=r,1≤i≤k−1

i · λi ≤ (k − 1)
∑

i 6=r,1≤i≤k−1

λi.

We immediately have
∑

i 6=r,1≤i≤k−1 λi ≥ 2. Therefore we also have

k∑

i=1

λiyi ≥
j − 1

2
·




∑

i 6=r,1≤i≤k−1

λi



− λk ≥ (j − 1)− (j − 1) = 0.

Next we prove ~yT~b < 0. Recall that bi =
(
n
i

)
. So it suffices to verify that for 1 ≤ r ≤ k − 2 and

n = jk + r with j ≥ 3,

r−1∑

i=1

j

2

(
n

i

)

+ j

(
n

r

)

+

k−1∑

i=r+1

j − 1

2

(
n

i

)

<

(
n

k

)

. (2)

Note that
(

n

k − i+ 1

)

=
j − 1

2

(
n

k − i

)

+
j − 1

2

(
n

k − i

)

+
r + 1 + j(i− 1)

k − (i− 1)

(
n

k − i

)

.

By substituting one of the
( n
k−i

)
by the above identity for i+ 1 and repeat this process, we obtain

(
n

k

)

=

k−1∑

i=1

(
j − 1

2

)i( n

k − i

)

+

(
j − 1

2

)k−1(n

1

)

+

k−1∑

i=1

(
j − 1

2

)i−1 r + 1 + j(i − 1)

k − (i− 1)

(
n

k − i

)

. (3)

We compare the coefficients of
(

n
k−i

)
in this expression with the left hand side of (2). Note that

1 ≤ r ≤ k − 2, we discuss the following cases according to the value of j.

1. For j ≥ 6, using that for i ≥ k − r ≥ 2, ( j−1
2 )i ≥ ( j−1

2 )2 > j,

(
n

k

)

>

k−1∑

i=1

(
j − 1

2

)i( n

k − i

)

>

k−r−1∑

i=1

j − 1

2

(
n

k − i

)

+

k−1∑

i=k−r

j

(
n

k − i

)

.

2. For j = 5, note that ( j−1
2 )3 − j > 0, we could establish the same inequality when r ≤ k − 3.

It suffices to check the case r = k − 2 and compare the coefficients of
( n
k−2

)
. Here we also

involve the last sum on the right hand side of (3). Note that in (3) the coefficients of
( n
k−2

)

add up to be 22 + 2 · k−2+1+5(2−1)
k−(2−1) > 5 = j. It completes the proof of the j = 5 case.
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3. For j = 4, since ( j−1
2 )4 − j > 0, like in Case 2, it suffices to check the cases r = k− 2 and r =

k−3. For r = k−3, the coefficient of
( n
k−3

)
from (3) is ( j−1

2 )3+( j−1
2 )2 · (k−3)+1+j(3−1)

k−(3−1) , which is

greater than j. For r = k−2, the coefficient of
( n
k−3

)
from (3) is ( j−1

2 )3+( j−1
2 )2 · (k−2)+1+j(3−1)

k−(3−1) ,

greater than j. The coefficient of
( n
k−2

)
from (3) is ( j−1

2 )2 + ( j−1
2 ) · (k−2)+1+j(2−1)

k−(2−1) , combined

with the surplus term (k−2)+1
k ·

( n
k−1

)
≥ (k−2)+1

k ·
( n
k−2

)
, which is not hard to check that

9
4 + 3

2 ·
k+3
k−1 +

k−1
k is greater than j = 4 for all k.

4. When j = 3, we compare the identity (3) with inequality (2), note that what we need to

prove is
(
n

1

)

+

k−1∑

i=1

r + 1 + 3(i− 1)

k − (i− 1)

(
n

k − i

)

> 2

(
n

r

)

+

k−1∑

i=k−r+1

1

2

(
n

k − i

)

. (4)

Note that
( n
k−i

)
/
( n
k−i−1

)
= (n− k+ i+1)/(k− i) > 2, therefore the right hand side is at most

2
(
n
r

)
+
(

n
r−1

)
, while the left hand side is at least

r + 1

k

(
n

k − 1

)

+
r + 4

k − 1

(
n

k − 2

)

+
r + 7

k − 2

(
n

k − 3

)

.

Note that ( n
k−1

)

(n
r

) =
(n − k + 2) · · · (n− r)

(r + 1) · · · (k − 1)
≥

n− k + 2

r + 1
≥

k

r + 1
.

For r = k − 2, r+4
k−1

( n
k−2

)
= k+2

k−1

( n
k−2

)
>
( n
k−2

)
, and for r ≤ k − 3,

( n
k−2

)

(n
r

) =
(n− k + 3) · · · (n− r)

(r + 1) · · · (k − 2)
≥

n− k + 3

r + 1
≥

k − 1

r + 4
.

Finally, when r = k − 2, r+7
k−2

( n
k−3

)
= k+5

k−2

( n
k−3

)
>
( n
k−3

)
, and for r ≤ k − 3,

(
n

k−3

)

(
n

r−1

) =
(n− k + 4) · · · (n− r + 1)

r · · · (k − 3)
≥

n− k + 4

r
≥

k − 2

r + 7
.

These three inequalities immediately imply inequality (4).

For j = 2, we will use a different hyperplane when applying Farkas’ Lemma. Now we have

n = 2k + r, 1 ≤ r ≤ k − 2. We define ~y as follows. We always take y1 = · · · = yr−1 = 1, yr = 2,

and yk = −1. For r 6≡ k (mod 2), we take yr+1 = · · · = y⌊(r+k)/2⌋ = 1, and for r ≡ k (mod 2), we

take we take yr+1 = · · · = y⌊(r+k)/2⌋−1 = 1, y⌊(r+k)/2⌋ = 1/2. The remaining yi’s are set to be 0.

First we prove
∑k

i=1 λiyi ≥ 0. This is obviously true if λk = 0. Suppose λk = 2, then
∑k−1

i=1 iλi = r. In this case we either have
∑r−1

i=1 λi ≥ 2 or λr = 1, both implying
∑k

i=1 λiyi ≥ 0.

The remaining case is λk = 1 and we have
∑k−1

i=1 iλi = k + r. If there exists i ≤ r with λi ≥ 1 then

we are already done. Now suppose λ1 = · · · = λr = 0, we have
∑k−1

i=r+1 iλi = k + r. Either (in the

case when k and r have the same parity) we have λ(k+r)/2 = 2, or there exists some i < (k + r)/2

such that λi = 1. By our choice of ~y, it is not hard to see that once again
∑k

i=1 λiyi ≥ 0.
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Finally let us prove that ~yT~b < 0. For r ≡ k (mod 2), 1 ≤ r ≤ k − 2 and n = 2k + r, we need

to show 



(k+r)/2−1
∑

i=1

(
n

i

)


+
1

2

(
n

(k + r)/2

)

+

(
n

r

)

<

(
n

k

)

(5)

For i ≤ (k + r)/2 we have
(

n

i− 1

)

/

(
n

i

)

=
i

n− i+ 1
≤

(k + r)/2

(3k + r)/2 + 1
≤

k − 1

2k
.

Also
(n
r

)
≤
( n
(k+r)/2−1

)
, thus the left hand side of (5) is at most

(

k − 1

2k
+

(
k − 1

2k

)2

+ · · ·

)(
n

(k + r)/2

)

+
1

2

(
n

(k + r)/2

)

+
k − 1

2k

(
n

(k + r)/2

)

<
k − 1

k + 1

(
n

(k + r)/2

)

+
2k − 1

2k

(
n

(k + r)/2

)

=
4k2 − k − 1

2k2 + 2k

(
n

(k + r)/2

)

≤

(
n

k

)

.

The last inequality follows from
(
n

k

)

/

(
n

(k + r)/2

)

=
(n− k + 1) · · · (n − (k + r)/2)

(k+r
2 + 1) · · · k

≥
n− (k + r)/2

(k + r)/2 + 1

=
3k + r

k + r + 2
≥

3k + (k − 2)

k + (k − 2) + 2
=

2k − 1

k
.

For the case r 6≡ k (mod 2), in this case we have r ≤ k − 3, we need to show

(
n

r

)

+

(k+r−1)/2
∑

i=1

(
n

i

)

<

(
n

k

)

(6)

For i ≤ (k + r + 1)/2,
(

n

i− 1

)

/

(
n

i

)

=
i

n− i+ 1
≤

k + r + 1

3k + r + 1
≤

k + (k − 3) + 1

3k + (k − 3) + 1
=

k − 1

2k − 1
.

Also
(
n
r

)
≤
(

n
(k+r−1)/2

)
≤ k−1

2k−1

(
n

(k+r+1)/2

)
. So the left hand side of (6) is at most

(

k − 1

2k − 1
+

(
k − 1

2k − 1

)2

+ · · ·

)(
n

(k + r + 1)/2

)

+

(
n

r

)

<
k − 1

k

(
n

(k + r + 1)/2

)

+
k − 1

2k − 1

(
n

(k + r + 1)/2

)

<

(
n

k

)

.

The last inequality follows from
(
n

k

)

/

(
n

(k + r + 1)/2

)

=
(n− k + 1) · · · (n− (k + r + 1)/2)

(k + r + 3)/2 · · · k
≥

n− (k + r + 1)/2

(k + r + 3)/2

=
3k + r − 1

k + r + 3
≥

3k + (k − 3)− 1

k + (k − 3) + 3
=

2k − 2

k
>

k − 1

k
+

k − 1

2k − 1
.
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Proof of Lemma 3.2: (i) We first consider the case n = jk + k, 1 ≤ j ≤ k − 4. Let

~yT = (j + 1, . . . , j + 1
︸ ︷︷ ︸

j+1

, j/2, . . . , j/2
︸ ︷︷ ︸

k−j−3

,−1, 0).

Then once again from Farkas’ Lemma, we just need to verify A~y ≥ ~0 and ~bT~y < 0.

For each row vector ~λ = (λ1, · · · , λk) of A, we know
∑k

i=1 iλi = n. Since n = jk + k =

(j + 1)(k − 1) + j + 1 and 1 ≤ j ≤ k − 4, we know that λk + λk−1 ≤ j + 1 and λk + λk−1 ≤ j if
∑k−2

i=j+2 λi > 0. We discuss these two cases separately:

1. When
∑k−2

i=j+2 λi = 0. If we also have
∑j+1

i=1 λi = 0, then ~λ = (0, . . . , 0, j + 1) and trivially
~λ~y ≥ 0. Now suppose

∑j+1
i=1 λi ≥ 1, this case is also trivial since λk + λk−1 ≤ j + 1.

2. When
∑k−2

i=j+2 λi > 0. If
∑k−2

i=j+2 λi ≥ 2, observe that λk + λk−1 ≤ j and we also have
~λ~y ≥ 2 · (j/2)− j ≥ 0. Thus we just need to consider the case

∑k−2
i=j+2 λi = 1. If

∑j+1
i=1 λi = 0

then (k−1)λk−1+kλk ∈ {(jk+2, (j+1)k−(j+2)}, which implies that λk−1 ∈ {j+2, · · · , k−2},

contradicting λk + λk−1 ≤ j. Therefore
∑j+1

i=1 λi ≥ 1, and this implies ~λ~y ≥ (j + 1)− j > 0.

To apply Farkas’ Lemma, we will also need to show that ~bT~y < 0. We know bi =
(n
i

)
in the

system (1). First of all, similar as before,

(
n

k − i+ 1

)

=
j

2

(
n

k − i

)

+
j

2

(
n

k − i

)

+
1 + (j + 1)(i− 1)

k − (i− 1)

(
n

k − i

)

.

Thus by repeatedly applying this identity, we have

(
n

k − 1

)

=
k−1∑

i=2

(
j

2

)i−1( n

k − i

)

+

(
j

2

)k−2(n

1

)

+
k−1∑

i=2

(
j

2

)i−2 1 + (j + 1)(i− 1)

k − (i− 1)

(
n

k − i

)

. (7)

What we need to prove is

(
n

k − 1

)

>

k−1∑

i=2

j

2

(
n

k − i

)

+

k−1∑

i=k−j−1

j + 2

2

(
n

k − i

)

. (8)

Notice that j + 1 ≤ k − 3 since 2 ≤ j ≤ k − 4, we divide our discussion into several cases based on

the value of j.

1. For j ≥ 5, we have
(
j
2

)2
− j − 1 > 0 and thus

(
n

k − 1

)

=

k−1∑

i=2

(
j

2

)i−1( n

k − i

)

+

(
j

2

)k−2(n

1

)

+

k−1∑

i=2

(
j

2

)i−2 1 + (j + 1)(i− 1)

k − (i− 1)

(
n

k − i

)

>

k−1∑

i=2

(
j

2

)i−1( n

k − i

)

>

k−1∑

i=2

j

2

(
n

k − i

)

+

k−1∑

i=k−j−1

j + 2

2

(
n

k − i

)

.
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2. For j = 4, we have
(
j
2

)3
−j−1 > 0. It is easy to verify the inequality (8) for j+1 ≤ k−4. So it

remains to check the case when j+1 = k−3 (i.e. k = j+4 = 8 and n = jk+k = 40). We have

~yT = (5, 5, 5, 5, 5, 2,−1, 0) and ~bT =
((40

8

)
, . . . ,

(40
1

))
when k = j+4 = 8 and n = jk+ k = 40.

We have ~bT ~y < 0 by calculation.

3. For j = 3, note that
(
j
2

)4
− j − 1 > 0, it is easy to check that the inequality (8) when

j+1 ≤ k−5. So we just need to check the case that j+1 = k−3 and j+1 = k−4. We have

~yT = (4, 4, 4, 4, 1.5,−1, 0) and ~bT =
((

28
7

)
, . . . ,

(
28
1

))
when k = j + 4 = 7 and n = jk+ k = 28.

We have ~bT ~y < 0 by calculation. Similarly, we have ~yT = (4, 4, 4, 4, 1.5, 1.5,−1, 0) and
~bT =

((32
8

)
, . . . ,

(32
1

))
when k = j + 5 = 8 and n = jk + k = 32. Both cases have ~bT ~y < 0 by

calculation.

4. For j = 2, we compare the identity (7) with the inequality (8), after canceling some terms,

what we need to prove is

(
n

1

)

+

k−1∑

i=2

1 + 3(i− 1)

k − (i− 1)

(
n

k − i

)

> 2

((
n

3

)

+

(
n

2

)

+

(
n

1

))

. (9)

Note that 1+3(i−1)
k−(i−1) is increasing in i. Furthermore setting i = k − 3, we have 1+3(i−1)

k−(i−1) =
1+3(k−3−1)
k−(k−3−1) = 3k−11

4 . If 3k−11
4 ≥ 2, i.e. k ≥ 7, we have proved the inequality (9). Since

j ≤ k − 4, we also have k ≥ 6. Thus we just need to check the case that j = 2 and k = 6.

We have ~yT = (3, 3, 3, 1,−1, 0) and ~bT =
((18

6

)
, . . . ,

(18
1

))
. It is easy to check that ~bT~y < 0 by

calculation.

(ii) Next we consider the case n = j · k + k − 1, 1 ≤ j ≤ ⌈k2⌉ − 3. Let

~yT = (j + 1, . . . , j + 1
︸ ︷︷ ︸

2j+1

, j/2, . . . , j/2
︸ ︷︷ ︸

k−2j−4

,−1, j,−1).

Then we just need to prove A~y ≥ ~0 and ~bT~y < 0. We start by checking A~y ≥ ~0.

For each row vector ~λ = (λ1, · · · , λk) of A, by definition we have
∑k

i=1 iλi = n. Since n =

j · k + k − 1 = (j + 1) · (k − 2) + 2j + 1 and 1 ≤ j ≤ ⌈k2⌉ − 3, we have λk + λk−2 ≤ j + 1 and

λk + λk−2 ≤ j if (
∑k−3

i=2j+2 λi) + λk−1 > 0. Then we consider the following two cases:

1. When
∑k−3

i=2j+2 λi = 0. If
∑2j+1

i=1 λi = 0, note that the equation (k−2)λk−2+kλk = jk+k−1

has no non-negative integer solution. Therefore the only possibility is ~λ = (0, . . . , 0
︸ ︷︷ ︸

k−2

, 1, j),

which gives ~λ~y ≥ 0 trivially. The case
∑2j+1

i=1 λi ≥ 1 is also trivial since λk + λk−2 ≤ j + 1.

2. Now suppose
∑k−3

i=2j+2 λi > 0. If
∑k−3

i=2j+2 λi ≥ 2, then λk + λk−2 ≤ j, and thus ~λ~y ≥ 0. So

we just need to consider the case
∑k−3

i=2j+2 λi = 1. To prove ~λ~y ≥ 0, we just need to show

(
∑2j+1

i=1 λi) + λk−1 ≥ 1. This is true since the inequality n − (k − 3) ≤ (k − 2)λk−2 + kλk ≤

n− (2j + 2) has no non-negative integers solution for 1 ≤ j ≤ ⌈k/2⌉ − 3.
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Next we will prove that ~bT~y < 0. Recall that bi =
(
n
i

)
in the system (1). It is easy to check that

(
n

k − i+ 1

)

=
j

2

(
n

k − i

)

+
j

2

(
n

k − i

)

+
(j + 1)(i− 1)

k − (i− 1)

(
n

k − i

)

.

Thus we have

(
n

k − 2

)

=

k−1∑

i=3

(
j

2

)i−2( n

k − i

)

+

(
j

2

)k−3(n

1

)

+

k−1∑

i=3

(
j

2

)i−3 (j + 1)(i− 1)

k − (i− 1)

(
n

k − i

)

. (10)

Observe that
(
n
k

)
= j
(

n
k−1

)
when n = jk + (k − 1), so what we need to prove is

(
n

k − 2

)

>

k−1∑

i=3

j

2

(
n

k − i

)

+

k−1∑

i=k−2j−1

j + 2

2

(
n

k − i

)

. (11)

Note that 2j + 1 ≤ k − 4 since 2 ≤ j ≤ ⌈k2⌉ − 3, we discuss the following cases according to the

value of j.

1. For j ≥ 5, we have
(
j
2

)2
− j − 1 > 0, therefore

(
n

k − 2

)

=
k−1∑

i=3

(
j

2

)i−2( n

k − i

)

+

(
j

2

)k−3(n

1

)

+
k−1∑

i=3

(
j

2

)i−3 (j + 1)(i− 1)

k − (i− 1)

(
n

k − i

)

>

k−1∑

i=3

(
j

2

)i−2( n

k − i

)

>

k−1∑

i=3

j

2

(
n

k − i

)

+

k−1∑

i=k−2j−1

j + 2

2

(
n

k − i

)

.

2. For j = 4, we have
(
j
2

)3
− j−1 > 0, it is easy to check that the inequality (11) similarly with

Case 1 when 2j+1 ≤ k−5. So we just need to check the case that 2j+1 = k−4, which gives

k = 2j + 5 = 13 and n = jk + k − 1 = 64. We have ~yT = (5, 5, 5, 5, 5, 5, 5, 5, 5, 2,−1, 4,−1)

and ~bT =
((64

13

)
, . . . ,

(64
1

))
. By calculation ~bT ~y < 0.

3. For j = 3, we have
(
j
2

)4
− j−1 > 0. it is easy to check that the inequality (11) similarly with

case 1 when 2j+1 ≤ k−6. So we just need to check the case that 2j+1 = k−4 and 2j+1 =

k − 5. We have ~yT = (4, 4, 4, 4, 4, 4, 4, 1.5,−1, 3,−1) and ~bT =
((43

11

)
, . . . ,

(43
1

))
when k =

2j+5 = 11 and n = jk+k−1 = 43. Similarly, we have ~yT = (4, 4, 4, 4, 4, 4, 4, 1.5, 1.5,−1, 3,−1)

and ~bT =
((47

12

)
, . . . ,

(47
1

))
when k = 2j + 6 = 12 and n = jk + k − 1 = 47. In both cases,

calculations give ~bT~y < 0.

4. For j = 2, we compare the identity (10) with the inequality (11) and note that it suffices to

prove
(
n

1

)

+
k−1∑

i=3

3(i− 1)

k − (i− 1)

(
n

k − i

)

> 2
5∑

i=1

(
n

i

)

. (12)
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Note that 3(i−1)
k−(i−1) is monotone increasing in i. So we could focus our attention on the co-

efficient of the term
(n
5

)
. Note that when i = k − 5, 3(i−1)

k−(i−1) = 3k−18
6 . If 3k−18

6 ≥ 2, i.e.

k ≥ 10, the inequality (12) is obviously true. Since j ≤ ⌈k2⌉ − 3, we also have k ≥ 9. Thus it

remains to check the case that j = 2 and k = 9. We have ~yT = (3, 3, 3, 3, 3, 1,−1, 2,−1) and
~bT =

((26
9

)
, . . . ,

(26
1

))
. It is easy to verify ~bT~y < 0 by calculation.

3.2 Sufficient condition

In the previous subsection, we have found necessary conditions for the system (1) to have a non-

negative integer solution. The following two lemmas below show that these necessary conditions

are indeed sufficient.

Lemma 3.4. Suppose n > 2k and n = j · k + k, where j is a non-negative integer such that

j ≥ k − 3, then the system (1) has a non-negative integer solution.

Proof. Suppose n = jk + k and j ≥ k − 3. So n is at least k2 − 2k and divisible by k. Below we

construct an explicit non-negative integer solution to the system (1). First we consider the case

when n ≥ k2 − k. For each i ∈ {1, · · · , k − 1}, we consider ~λi = (λ1, λ2, · · · , λk) ∈ Z
k
≥0 such that

λi =
k

gcd(k, i)
, λk =

n

k
−

i

gcd(k, i)
, and λs = 0 for s 6∈ {i, k}.

It is easy to check that
∑k

ℓ=1 ℓλℓ = n. Also note that

λk = n/k − i/ gcd(k, i) ≥ n/k − i ≥ n/k − (k − 1) ≥ 0.

So ~λi is an (n, k)-type and thus appears as a row of the matrix A. We will assign
(n
i

)
/(k/ gcd(k, i))

to x~λi , but first we explain why
(n
i

)
/(k/ gcd(k, i)) is an integer. For every prime p, if the p-adic

valuation of n is x and that of i is y, then the p-adic valuation of n/ gcd(n, i) equals max{x− y, 0}.

On the other hand, Kummer’s Theorem [20] says that for any prime p, the p-adic valuation of
(n
i

)

is equal to the number of carries when n− i is added to i in base p. This quantity is obviously at

least max{x − y, 0}. Consequently n/ gcd(n, i) always divides
(n
i

)
. Since n is a multiple of k, it is

easy to see that k/ gcd(k, i) divides n/ gcd(n, i). This completes the proof of our claim.

Once we have chosen the value of x~λi for the aforementioned ~λi for i ∈ {1, · · · , k − 1}, the

first k − 1 equations of the system (1) have already been taken care of. We just use the type
~λk = (λ1, · · · , λk) with λk = n/k and λs = 0 for s 6= k to cover whatever is left for bk =

(n
k

)
. Recall

that
( n
k−i−1

)
/
( n
k−i

)
≤ k/(n− k+1) for i ≥ 0, and n ≥ k2 − k, therefore the accumulated value γn,k

of the last equation of the system (1) equals

k−1∑

i=1

n/k − i/ gcd(k, i)

k/ gcd(k, i)
·

(
n

i

)

=

k−1∑

i=1

(
n

k2/ gcd(k, i)
−

i

k

)

·

(
n

i

)

≤
k−1∑

i=1

(
n

2k
−

1

k

)

·

(
n

i

)

≤

(
n

2k
−

1

k

)(

k

n− k + 1
+

(
k

n− k + 1

)2

+ · · ·

)(
n

k

)

<
n− 2

2(n − 2k + 1)

(
n

k

)

≤
k2 − k − 2

2(k2 − 3k + 1)

(
n

k

)

≤

(
n

k

)

= bk
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if k ≥ 4. For k = 2 the left hand side is (n/2 − 1)n/2, which is always less than
(
n
2

)
. For k = 3,

the left hand side is (n − 3)n/9 + (n − 6)
(n
2

)
/9, which is also less than

(n
3

)
. It shows the number

x~λk = (
(n
k

)
− γn,k)/(n/k) of the type ~λk needed is non-negative (it should be mentioned that the

divisibility of n/k to
(n
k

)
− γn,k is automatic by the setting). This proves the case when n ≥ k2− k.

For the remaining case n = k2 − 2k, we define the same ~λi and repeat the same assignment

x~λi as the n ≥ k2 − k case for i ∈ {1, · · · , k − 3}. We then let x~λ =
(

n
k−2

)
for the (n, k)-type ~λ

with λk−2 = 1 and λk−1 = k − 2. As
( n
k−2

)
/
( n
k−1

)
= 1/(k − 2), these together take care of the first

k− 1 equations of the system (1). Finally, using the type ~λk and by the same estimation as the the

n ≥ k2 − k case, we can cover the level k precisely. This also gives a non-negative integer solution

to the system (1).

Lemma 3.5. Suppose n > 2k and n = j ·k+k−1, where j is a non-negative such that j ≥ ⌈k2⌉−2,

then the system (1) has a non-negative integer solution.

Proof. Suppose n = jk + (k − 1) for j ≥ ⌈k/2⌉ − 2. As n > 2k, in fact we have n ≥ 3k − 1. First

we consider the case when k is even. Then we have n ≥ k2/2 − k − 1 and k divides n + 1. Now

instead of finding solutions to AT~x = b, we consider the n+1 case and the new system (A′)T ~y = ~b′.

Here A′ is the matrix defined for the (n+1,L) case with L = {2, 4, · · · , k}, and ~b′ is a vector in R
k

such that bi =
(n+1

i

)
for even i, and 0 for odd i. This system of linear equations has a non-negative

integer solution by taking the type ~λi = (λ1, λ2, · · · , λk) with

λi =
k

gcd(k, i)
, λk =

n+ 1

k
−

i

gcd(k, i)
, and λs = 0 for s 6∈ {i, k}.

and assigning
(
n+1
i

)
/(k/ gcd(k, i)) to y~λi , for i = 2, 4, · · · , k − 2 and then using the type ~λk =

(λ′
1, λ

′
2, · · · , λ

′
k) such that λ′

k = (n + 1)/k and λ′
s = 0 for each s 6= k to cover whatever is left for

bk. Similar as before, all defined y~λ are integers. Furthermore, since we only do it for even i, k is

also even and n+ 1 ≥ k(k − 2)/2, we always have

n+ 1

k
−

i

gcd(k, i)
≥

n+ 1

k
−

i

2
≥

n+ 1

k
−

k − 2

2
≥ 0. (13)

It only remains to show that the type ~λk appears for a non-negative number of times. This can be

estimated as follows (in a similar way as in the proof of Lemma 3.4)

∑

i∈{2,4,··· ,k−2}

(n+ 1)/k − i/ gcd(k, i)

k/ gcd(k, i)
·

(
n+ 1

i

)

=
∑

i∈{2,4,··· ,k−2}

(
n+ 1

2k
−

2

k

)

·

(
n+ 1

i

)

≤
n− 3

2k
·

((
k

n− k + 2

)2

+

(
k

n− k + 2

)3

+ · · ·

)

·

(
n+ 1

k

)

<
n− 3

k
·

(
k

n− k + 2

)2

·

(
n+ 1

k

)

=
k(n− 3)

(n− k + 2)2
·

(
n+ 1

k

)

≤

(
n+ 1

k

)

= bk,
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where we have
(

n+1
k−i−1

)
/
(
n+1
k−i

)
≤ k/(n − k + 2) ≤ 1/2 for i ≥ 0 and k(n − 3) ≤ (n − k + 2)2 under

the fact that n ≥ 3k − 1. So this indeed gives a non-negative integer solution to (A′)T ~y = ~b′.

Therefore by Theorem 2.2, if we let F consist of all the subsets of [n+ 1] of even size up to k, i.e.,

F =
( [n+1]
{2,4,··· ,k}

)
, then this family can be decomposed into 1-factors. We delete the element n + 1

from the unique subset containing it in each 1-factor. It is not hard to see that this immediately

gives a 1-factorization of K≤k
n , and thus the system (1) has a non-negative integer solution (under

the conditions of Lemma 3.5) when k is even.

For the remaining proof, we assume that k is odd. In this case, we have n = jk + k − 1 with

j ≥ ⌈k/2⌉ − 2 = (k − 3)/2. So we may assume that

n = (k2 − k − 2)/2 + tk for some integer t ≥ 0.

It is not hard to see that the above proof for the even k case still works for the odd k case (i.e.,

applied to
( [n+1]
{1,3,··· ,k−2,k}

)
) whenever the corresponding form for (13) holds. However, for odd k and

i ∈ {1, 3, · · · , k−2}, we cannot ensure gcd(k, i) ≥ 2, which was used in (13) for the even k case. As

to infer that n+1
k − i

gcd(k,i) ≥
n+1
k − i ≥ 0 holds for all i ∈ {1, 3, · · · , k − 2}, this approach requires

an additional condition n+ 1 ≥ k(k − 2) or equivalently t ≥ (k − 3)/2. Therefore, from now on we

may further assume that

0 ≤ t ≤ (k − 5)/2.

Since n = k(k + 2t − 1)/2 − 1 and (k + 2t − 1)/2 ≤ k − 3, if we view (k + 2t − 1)/2 as a new

parameter k′, then n = j′ · k′ − 1 with j′ = k ≥ k′ + 3. By the previous proofs, no matter if k′

is odd or even, we can always conclude that
( [n]
≤(k+2t−1)/2

)
=
( [n]
≤k′

)
is 1-factorable. So it suffices to

show that the family consisting of subsets of [n] of size between (k + 2t + 1)/2 and k, denoted by
( [n]
{(k+2t+1)/2,··· ,k−1,k}

)
, is 1-factorable.2

The rest of the proof will be divided into two cases: when t = (k − 5)/2 and when 0 ≤ t ≤

(k−7)/2. First we consider the case when t = (k−5)/2. In this case, we have n = (k2−k−2)/2+tk =

k2 − 3k− 1, and (k+2t+1)/2 = k− 2. So it suffices to show
( [n]
{k−2,k−1,k}

)
is 1-factorable. We will

use the following three (n, {k − 2, k − 1, k})-types (all unspecified coordinates λi are 0 by default):

A : λk−2 = (k + 1)/2, and λk = (k − 5)/2.

B : λk−2 = (k − 1)/2, λk−1 = 2, and λk = (k − 7)/2.

C : λk−1 = 1, and λk = k − 4.

Note that
(n
k

)
/
( n
k−1

)
= (n − k + 1)/k = k − 4 and type C has the same ratio for level k − 1 and

k. So if we assume that type A is used a times and type B is used b times, then we need to find a

non-negative integer solution to the following system of equations:

k + 1

2
a+

k − 1

2
b =

(
n

k − 2

)

=

(
k2 − 3k − 1

k − 2

)

,

2Theorem 2.2 states that for any set L of distinct positive integers, the family
(

[n]
L

)

is 1-factorable if and only

if the corresponding system (1) for L has a non-negative integer solution. We are aware that we are looking for

non-negative integer solutions for the (corresponding) system (1), however for convenience of presentation, we should

mention and identify both settings.
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(
k − 5

2
a+

k − 7

2
b

)/

2b = k − 4.

Solving it gives that

a =
(k − 3)/2

(k2 − 3k − 1)/3

(
k2 − 3k − 1

k − 2

)

and b =
(k − 5)/2

k2 − 3k − 1

(
k2 − 3k − 1

k − 2

)

.

Note that k2−3k−1
3 divides k2−3k−1

gcd(3,k−2) , and
k2−3k−1
gcd(3,k−2) = k2−3k−1

gcd(k2−3k−1,k−2)
divides

(k2−3k−1
k−2

)
; also k

is odd, so we can see that a is a non-negative integer. For b, note that when k 6≡ 2 (mod 3),

k2 − 3k − 1 = k2−3k−1
gcd(3,k−2) divides

(k2−3k−1
k−2

)
, while when k ≡ 2 (mod 3) (k is odd, so in fact k ≡ 5

(mod 6)), (k2 − 3k − 1)/3 divides
(
k2−3k−1

k−2

)
and (k − 5)/6 is an integer. Therefore b is also an

non-negative integer. Finally by considering the level k − 1, we can use the type C for c times,

where

c =

(
n

k − 1

)

− 2b =

(
n

k − 1

)

−
k − 5

k2 − 3k − 1

(
n

k − 2

)

≥ 0.

The above analysis gives a non-negative integer solution to the corresponding system (1) for L =

{k − 2, k − 1, k} and thus the proof for the case t = (k − 5)/2 is complete.

Now we consider the last case when 0 ≤ t ≤ (k − 7)/2. For this case, we have k ≥ 7 and we

want to show that
([n]
L

)
is 1-factorable for L = {(k+2t+1)/2, · · · , k− 1, k}. To show that, we will

use the following (n,L)-types labelled by

R,S0,S1,S2, · · · ,S k−5
2

−t,T1,T2, · · · ,T k−5
2

−t.

Each of them is a vector ~λ = (λ1, · · · , λk) defined as follows (here all the unspecified coordinates

λi are equal to 0): for each 1 ≤ i ≤ (k − 5)/2 − t,

R : λk−1 = 1, and λk = (k − 3)/2 + t,

S0 : λk−2 = (k + 1)/2, and λk = t,

Si : λk−2−i = 1, λk−2 = (k − 1)/2 − i, λk−1 = i, and λk = t, and

Ti : λk−2−i = 2, λk−2 = (k − 3)/2 − i, λk−1 = 0, and λk = t+ i.

It is not hard to verify that each such ~λ satisfies
∑

ℓ∈L ℓλℓ = n so all of them are indeed (n,L)-types.

The assumption t ≤ (k − 7)/2 guarantees that some types other than R and S0 are used. Let us

assume that we use type R for x times, type Si for ai times for each i ∈ {0, 1, · · · , (k − 5)/2 − t},

and type Ti for bi times for each i ∈ {1, · · · , (k − 5)/2− t}. Note that only the type R corresponds

to 1-factors of size (k− 1)/2 + t, while the other types correspond to 1-factors of size (k+1)/2 + t.

If we let y = a0 + a1 · · · + a(k−5)/2−t + b1 + · · ·+ b(k−5)/2−t, then we have

(
k − 1

2
+ t

)

x+

(
k + 1

2
+ t

)

y =

(
n

(k + 1)/2 + t

)

+ · · · +

(
n

k

)

, (14)

and

x+ y =

(
n− 1

(k − 1)/2 + t

)

+ · · ·+

(
n− 1

k − 1

)

. (15)
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The first equation is derived from double counting the total number of subsets in
( [n]
{(k+2t+1)/2,··· ,k−1,k}

)
,

while the second equation follows by double counting the number of 1-factors in the 1-factorization

of
( [n]
{(k+2t+1)/2,··· ,k−1,k}

)
. Solving (14) and (15) (see Appendix A for a detailed proof), we can obtain

the precise values of x and y and show that both x and y are non-negative integers, where

a0 +

(k−5)/2−t
∑

i=1

(ai + bi) = y =

(k−5)/2−t
∑

i=0

k − 2 + 2t+ i((k − 1)/2 + t)

n

(
n

k − 2− i

)

. (16)

After fixing the number of times x for type R and the total number of times y for all other

types, our next step is to use the types S1, · · · ,S(k−5)/2−t,T1, · · · ,T(k−5)/2−t to fully occupy the

levels from (k + 2t+ 1)/2 to k − 3. This give rise to the following equations:

ai + 2bi =

(
n

k − 2− i

)

for each i ∈ {1, · · · , (k − 5)/2 − t}. (17)

Also note that
(n
k

)
/
( n
k−1

)
= (k−3)/2+t and the type R maintains this ratio. Hence, we also need to

guarantee that the contributions of other types except R to level k− 1 and k are at an 1 : (k−3
2 + t)

ratio. This leads to the following equality

ty +

(k−5)/2−t
∑

i=1

ibi −

(
k − 3

2
+ t

)

·

(k−5)/2−t
∑

i=1

iai = 0. (18)

It turns out that to find a non-negative integer solution to the corresponding system (1)

for L = {(k + 2t + 1)/2, · · · , k − 1, k}, it will suffice to find a non-negative integer solution

a0, a1, · · · , a(k−5)/2−t, b1, · · · , b(k−5)/2−t to the system of (k − 1)/2 − t equations formed by (16),

(17) and (18). To solve the latter system, we could simply take

bi =

⌊(
n

k − 2− i

)

/2

⌋

and ai =

(
n

k − 2− i

)

− 2bi for each i = 2, · · · , (k − 5)/2 − t,

and leave the other three variables a0, a1, b1 to be uniquely determined by the three equations (16),

(17) for i = 1 and (18). A proof for showing the above assertions will be fully provided in Appendix

A. We have now completed the proof of Lemma 3.5.

3.3 Proofs of Theorems 1.2 and 1.3

With all the preparations above, finally we are ready to address our main theorems.

Proof of Theorem 1.2: For k < n/2, suppose n, k satisfy one of the two conditions. By Lemmas

3.4 and 3.5, the system (1) has a non-negative integer solution. Theorem 2.2 immediately tells us

that for such n, k, K≤k
n is 1-factorable.

Now suppose K≤k
n is 1-factorable. Again using Theorem 2.2, it is neccesary that the system (1)

has a non-negative integer solution. By Lemma 3.1, n must be congruent to 0 or −1 mod k. Now

apply Lemma 3.2, we know that one of the two conditions in the statement of Theorem 1.2 must

be met and this completes our proof.
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As of now, we have completely characterized all the n, k in the range k < n/2 such that K≤k
n is

1-factorable. The range k ≥ n/2 could be tackled in a similar fashion by applying Farkas’ Lemma

and Theorem 2.2. However, the statement of Theorem 1.3 already suggests that there is a very

simple reduction to the k < n/2 range, as demonstrated below.

Proof of Theorem 1.3: We first show that for k ≥ n/2, if K≤n−k−1
n is 1-factorable, then K≤k

n

is also 1-factorable. Note that in this range, we always have n − k ≤ k. Take an arbitrary 1-

factorization M1, · · · ,Mt of K
≤n−k−1
n . For every subset S of [n] of size between n − k and k, we

just pair S with its complement. This gives 1
2

∑k
i=n−k

(n
i

)
1-factors, which together withM1, · · · ,Mt

form a 1-factorization of K≤k
n .

Next we prove the opposite direction. Suppose k ≥ n/2 and K≤k
n can be decomposed into

1-factors M1, · · · ,Ms. For every k-set S, it must appear in some Mi. Suppose Mi consists of the

subset S, together with ℓ other subsets T1, · · · , Tℓ. Then |T1 ∪ · · · ∪ Tℓ| = n− |S| = n− k ≤ k. So

T1 ∪ · · · ∪Tℓ must also appear in some Mj (possibly j = i if ℓ = 1). We move those T1, · · · , Tℓ from

Mi to Mj, and also move T1∪ · · ·∪Tℓ from Mj to Mi, to obtain a new 1-factorization of K≤k
n . Now

S is paired with S. We repeat this process for every k-set S, and apply the same operation for sets

of size between n/2 and k− 1 as well. At the end of this process, we end up with a 1-factorization

of K≤k
n such that for each n−k ≤ i ≤ k, every i-set is paired with its complement. Removing these

1-factors gives an 1-factorization of K≤n−k−1
n .

4 Extensions to other unions of levels of hypercube

Given a set L of distinct positive integers, recall that we denote by
([n]
L

)
the family of subsets of [n]

whose size is an element of L. Can we find a necessary and sufficient condition for
([n]
L

)
to be 1-

factorable, when n is sufficiently large? Our Theorem 1.2 answers this question for L = {1, · · · , k},

showing that the condition needed is simply n ≡ 0,−1 (mod k). Does there exist such a neat

sufficient and necessary condition for general L? In this section we establish a number of results in

this direction. For the proofs below, we always let k be the maximum element of L.

Theorem 4.1. When n is sufficiently large and divisible by k,
([n]
L

)
is always 1-factorable.

Proof. Suppose L = {ℓ1, · · · , ℓt} with ℓ1 < · · · < ℓt = k, n = jk and j is sufficient large. We present

a non-negative integer solution to the system (1) with bi =
(n
i

)
for i ∈ L and 0 otherwise, along the

same line of the proof of Lemma 3.4, and the conclusion follows from Theorem 2.2.

For each 1 ≤ i ≤ t− 1, we take ~λ ∈ Z
k
≥0 such that

λℓi =
k

gcd(k, ℓi)
, λk =

n

k
−

ℓi
gcd(k, ℓi)

, λs = 0 for s 6∈ {ℓi, k}.

Similarly as before, it is not hard to see that ~λ is a (n,L)-type for sufficiently large n divisible by

k. Now we just let x~λ =
(n
ℓi

)
/(k/ gcd(k, ℓi)) to take care of bℓi for each i = 1, · · · , t− 1. Finally we

use the type ~λ = (0, · · · , 0, n/k) to take care of the remainder for bk. The number of such types is

non-negative follows similarly as before.

Our next result generalizes Lemma 3.1.
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Theorem 4.2. For sufficiently large n, if
([n]
L

)
is 1-factorable, then n ≡ 0 or −1 (mod k).

Proof. Suppose n = jk + r for 1 ≤ r ≤ k − 2. We use Farkas’ Lemma and take ~y ∈ R
k such

that yk = −1, yr = j and ys = j/2 for s 6∈ {k, r}. First we explain why AL~y ≥ ~0. Take a row
~λ of AL, by our definition of AL, we have

∑k
i=1 iλi = n and λi = 0 for those i 6∈ L. Note that

n = jk + r < (j + 1)k, we have λk ≤ j and
∑k−1

i=1 iλi = r or
∑k−1

i=1 iλi ≥ r + k. These imply either

λr = 1 or
∑k−1

i=1 λi ≥ 2. In either case we have

k∑

i=1

λiyi =

(
k−1∑

i=1

λkyk

)

+ λkyk ≥ j − j = 0.

Next we show that ~y ·~bL < 0. Equivalently, we need to prove

∑

i∈L\{k}

j

2

(
n

i

)

+ 1r∈L ·
j

2
·

(
n

r

)

<

(
n

k

)

.

We instead prove a stronger inequality

k−1∑

i=1

j

2

(
n

i

)

+
j

2
·

(
n

r

)

<

(
n

k

)

. (19)

Note that for i ≥ 1,

(
n

k − i

)

/

(
n

k − i+ 1

)

=
k − i+ 1

n− k + i
=

k − i+ 1

(j − 1)k + i+ r
≤

k

(j − 1)k + r + 1
≤

1

j − 1
.

Also we have
(n
r

)
≤
( n
k−2

)
. Therefore the left hand side of (19) is at most

(

1

j − 1
+

(
1

j − 1

)2

+ · · ·

)

·
j

2
·

(
n

k

)

+
j

2
·

1

(j − 1)2
·

(
n

k

)

<

(
j

2(j − 2)
+

j

2(j − 1)2

)(
n

k

)

<

(
n

k

)

for j ≥ 5. Since we assume that n is sufficiently large, this completes the proof.

When n ≡ −1 (mod k), we can further prove the following.

Theorem 4.3. Suppose n is sufficient large and n = jk+k−1 for some positive integer k. If
([n]
L

)

is 1-factorable, then L must contain the element k − 1.

Proof. We prove the contra-positive: suppose k− 1 6∈ L = {ℓ1, · · · , ℓt} with ℓ1 < · · · < ℓt = k, then
([n]
L

)
is not 1-factorable. Once again we would like to use Farkas’ Lemma to show that AT

L~x = ~bL
has no non-negative solution. Take the vector ~y ∈ R

k such that

yℓi =
j

2
for i = 1, · · · , t− 1, yk = −1.
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The rest of the coordinates of ~y are set to be zero. First we show that AL~y ≥ ~0. Take a row
~λ = (λ1, · · · , λk), recall that λi = 0 for i 6∈ L. So

∑t
i=1 ℓiλℓi = n = jk + (k − 1). Therefore λk ≤ j

and
∑t−1

i=1 λℓi ≥ 1. If
∑t−1

i=1 λℓi ≥ 2, then

k∑

i=1

λiyi ≥
j

2
·

(
t−1∑

i=1

λℓi

)

− λk ≥ j − j = 0.

If
∑t−1

i=1 λℓi = 1, then n is congruent to ℓi modulo k, for some 1 ≤ i ≤ t − 1, this is not possible

since k − 1 6∈ L and thus all such ℓi are at most k − 2, but we have n ≡ k − 1 (mod k).

Next we prove ~bL · ~y < 0. Since k − 1 6∈ L, it suffices to prove

k−2∑

i=1

j

2

(
n

i

)

<

(
n

k

)

. (20)

Note that for every i ≥ 1,

(
n

k − i

)

/

(
n

k − i+ 1

)

=
k − i+ 1

n− k + i
=

k − i+ 1

jk + i− 1
≤

1

j
.

Therefore the left hand side of inequality (20) is at most

j

2

(
1

j2
+

1

j3
+ · · ·

)(
n

k

)

<
1

2(j − 1)

(
n

k

)

≤

(
n

k

)

,

as long as j ≥ 2.

We make the following conjecture based on the above results.

Conjecture 4.4. Given a set of distinct positive integers L whose largest element is k. Depending

on the choice of L, exactly one of the following statements must be true:

(i) For sufficiently large n,
([n]
L

)
is 1-factorable if and only if n ≡ 0 (mod k),

(ii) For sufficiently large n,
([n]
L

)
is 1-factorable if and only if n ≡ 0,−1 (mod k).

When k−1 ∈ L, it seems that both scenarios are possible. For example, L = {k−1, k} satisfies

(ii), since for n = jk − 1, we could use the type ~λ = (0, · · · , 0, 1, j − 1) exactly
( n
k−1

)
times, and

Theorem 4.1 takes care of the n = jk case. On the other hand, if we take k = 4 and L = {2, 3, 4},

then for n = 4j − 1, applying Farkas’ Lemma with the vector ~y = (−1/2, j − 1,−1)T shows that
([n]
L

)
is not 1-factorable, and thus L = {2, 3, 4} corresponds to case (i) in Conjecture 4.4. It would

be great if some criteria on those L satisfying k − 1 ∈ L could be found to tell whether
([n]
L

)
is

1-factorable for sufficiently large n ≡ −1 (mod k).

5 Concluding Remarks

In this paper, we determine all the pairs of positive integers (n, k) such that
([n]
≤k

)
is 1-factorable.

We include a few open questions and possible future projects below.
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• Our method might be extendable to the scenario when repetition of subsets are allowed in

the hypergraph. In [2], Bahmanian show that the existence of a symmetric Latin cube is

equivalent to the existence of a partition into parallel classes of some non-uniform set system.

In particular, he determined all n such that
([n]
1

)
∪ 3
([n]
2

)
∪ 2
([n]
3

)
is 1-factorable. Here every

pair appears three times and every triple shows up twice. Would it be possible to determine

for which n and sequence {mi}i=1,··· ,n of non-negative integers, ∪n
i=1mi

([n]
i

)
is 1-factorable?

• A famous conjecture of Chvátal [12] says that any for any given hereditary family F (i.e.

A ∈ F and B ⊂ A implies B ∈ F), the maximum size of its intersecting subfamily is attained

by taking all sets containing the most popular element. If we construct a graph GF such that

V (GF ) = F , and two vertices S, T ∈ F are adjacent if and only if S ∩ T = ∅, then Chvátal’s

conjecture is equivalent to showing α(GF ) = maxx |Fx|, here we denote by Fx the family of

subsets containing x. Observe that when F is regular, i.e. every element in the ground set

occurs for an equal number of times, F is 1-factorable if and only if χ(GF ) = maxx |Fx|, which

is a stronger bound and immediately implies α(GF ) = maxx |Fx|. Inspired by Theorem 1.2,

one may wonder whether there is a nice characterization of all the regular hereditary families

F that are 1-factorable.
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Appendix A Finding a non-negative integer solution in the proof

of Lemma 3.5

We consider the case when k is odd, n = (k2 − k − 2)/2 + tk and 0 ≤ t ≤ (k − 7)/2. In particular

k ≥ 7. Our aim here is to provide detailed arguments to the proof described for this case of

Lemma 3.5, as to find a non-negative integer solution to the corresponding system (1) for L =

{(k + 2t+ 1)/2, · · · , k − 1, k}.

First let us determine x and y as non-negative integers. From (14) and (15),

y =

k∑

i=(k+1)/2+t

((
n

i

)

−

(
k − 1

2
+ t

)

·

(
n− 1

i− 1

))

=





k−2∑

i=(k+1)/2+t

n− i((k − 1)/2 + t)

n
·

(
n

i

)


+
(k − 3)/2 + t

n

(
n

k − 1

)

−
1

n

(
n

k

)

=

k−2∑

i=(k+1)/2+t

n− i((k − 1)/2 + t)

n
·

(
n

i

)

=

(k−5)/2−t
∑

i=0

k − 2 + 2t+ i((k − 1)/2 + t)

n

(
n

k − 2− i

)

. (21)

From the first equality, we know that y is an integer, and the last form clearly indicates that y is

non-negative. From (14) and (15), using n = k(k+1
2 + t)− (k+1) and k+1

2 + t ≤ k+1, we also have

x =

k∑

i=(k+1)/2+t

((
k + 1

2
+ t

)

·

(
n− 1

i− 1

)

−

(
n

i

))

=

k∑

i=(k+1)/2+t

i((k + 1)/2 + t)− n

n
·

(
n

i

)

=
1

n

k∑

i=(k+1)/2+t

(

(k + 1)− (k − i)(
k + 1

2
+ t)

)

·

(
n

i

)

≥
1

n

k−1∑

i=(k+1)/2+t

(

(k + 1) ·

(
n

i+ 1

)

− (k − i)(
k + 1

2
+ t) ·

(
n

i

))

≥
k + 1

n

k−1∑

i=(k+1)/2+t

n− i− (k − i)(i + 1)

i+ 1
·

(
n

i

)

≥ 0,
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where the first equality shows x is an integer and the last inequality follows from the fact that

n− i− (k − i)(i+ 1) = n− (k − i)i− k ≥ k2−k−2
2 − k2

4 − k ≥ 0 holds for k ≥ 7.

Recall the system of (k − 1)/2 − t equations formed by (16), (17) and (18), and that to find

a non-negative integer solution a0, a1, · · · , a(k−5)/2−t, b1, · · · , b(k−5)/2−t to this system, we take for

each i ∈ {2, 3, · · · , (k − 5)/2− t},

bi =

⌊(
n

k − 2− i

)

/2

⌋

and ai =

(
n

k − 2− i

)

− 2bi ∈ {0, 1}. (22)

It remains to find non-negative integers a0, a1, b1 for the system. Consider A =
∑(k−5)/2−t

i=1 iai and

B =
∑(k−5)/2−t

i=1 ibi. Rewriting (18), we obtain

B =

(
k − 3

2
+ t

)

A− ty. (23)

Now we multiply i to (17), and sum over all defined i, we have

A+ 2B =

(k−5)/2−t
∑

i=1

i

(
n

k − 2− i

)

. (24)

Plugging in the expression (23) on B to (24), we can solve A as follows:

(k − 2 + 2t)A = 2ty +

(k−5)/2−t
∑

i=1

i

(
n

k − 2− i

)

=

(k−5)/2−t
∑

i=0

(k − 2 + 2t)(2t+ i(t+ k+1
2 )))

n
·

(
n

k − 2− i

)

(25)

= (k − 2 + 2t)

(k−5)/2−t
∑

i=0

(

2t+ i(t+
k + 1

2
)

) ( n
k−2−i

)

n

= (k − 2 + 2t)

(k−5)/2−t
∑

i=0

(

n− (k − 2− i)(
k + 1

2
+ t)

) ( n
k−2−i

)

n

= (k − 2 + 2t)

(k−5)/2−t
∑

i=0

((
n

k − 2− i

)

− (
k + 1

2
+ t)

(
n− 1

k − 3− i

))

.

This shows that A is an non-negative integer (where the third last form shows the non-negativity).

Using (23), B is also an integer.

We now show a1, b1, a0 are non-negative integers in order. First we determine a1 from A.

If k−5
2 − t = 1, then clearly a1 = A is a non-negative integer. Assume k−5

2 − t ≥ 2, which

implies that k ≥ 9. By (22), we have ai ∈ {0, 1} for 2 ≤ i ≤ (k − 5)/2 − t. Using (25) that

25



A =
∑(k−5)/2−t

i=0
2t+i(t+(k+1)/2)

n

( n
k−2−i

)
, we then get

a1 = A−

(k−5)/2−t
∑

i=2

iai =

(k−5)/2−t
∑

i=2

(

2t+ i(t+
k + 1

2
)

) ( n
k−2−i

)

n
−

(k−5)/2−t
∑

i=2

iai

≥

(k−5)/2−t
∑

i=2

[(

2t+ i(t+
k + 1

2
)

) ( n
k−2−i

)

n
− i

]

≥

(k−5)/2−t
∑

i=2

(
k + 1

2
− 1

)

i ≥ 0,

as desired. Since B is an integer, it is easy to see that b1 = B −
∑(k−5)/2−t

i=2 ibi is also an integer.

We also have a1 + 2b1 =
( n
k−2−1

)
from (17), which gives

b1 =
1

2

((
n

k − 3

)

− a1

)

≥
1

2

((
n

k − 3

)

−A

)

.

Using (25),
( n
k−2

)
/
( n
k−3

)
= n−k+3

k−2 , and
( n
k−3−i−1

)
/
( n
k−3−i

)
≤ k−3

n−k+4 for i ≥ 0, we have

(
n

k − 3

)

−A =

(

1−
2t(n− k + 3)

n(k − 2)
−

k+1
2 + 3t

n

)(
n

k − 3

)

−

(k−5)/2−t
∑

i=2

2t+
(
k+1
2 + t

)
i

n

(
n

k − 2− i

)

=
k − 3− 2t

k − 2

(
n

k − 3

)

−

(k−5)/2−t
∑

i=2

2t+
(
k+1
2 + t

)
i

n

(
n

k − 2− i

)

≥
k − 3− 2t

k − 2

(
n

k − 3

)

−

(k−5)/2−t
∑

i=2

(k2 − 4k − 5)/4

n

(
n

k − 2− i

)

≥
k − 3− 2t

k − 2

(
n

k − 3

)

−
k2 − 4k − 5

4n

(

k − 3

n− k + 4
+

(
k − 3

n− k + 4

)2

+ · · ·

)(
n

k − 3

)

≥
k − 3− 2t

k − 2

(
n

k − 3

)

−
k2 − 4k − 5

4n
·

k − 3

n− 2k + 7

(
n

k − 3

)

≥

(
4

k − 2
−

1

k − 2
·
k2 − 8k + 15

k2 − 5k + 12

)(
n

k − 3

)

≥
3

k − 2

(
n

k − 3

)

≥ 0,

where the third last inequality uses that t ≤ (k − 7)/2 and n ≥ (k2 − k − 2)/2. From the analysis

above, we have shown that b1 is a non-negative integer.

Recall that y = a0+
∑(k−5)/2−t

i=1 (ai+bi). It is easy to check that
∑(k−5)/2−t

i=1 ai ≤
∑(k−5)/2−t

i=1 iai =

A and bi ≤ 1
2

( n
k−2−i

)
for 2 ≤ i ≤ (k − 5)/2 − t. In addition, we have b1 = 1

2

(( n
k−3

)
− a1

)

and
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a1 ≥ A−
∑(k−5)/2−t

i=2 i. Thus we have

a0 = y −

(k−5)/2−t
∑

i=1

ai −

(k−5)/2−t
∑

i=1

bi

≥ y −A−
1

2

(k−5)/2−t
∑

i=2

(
n

k − 2− i

)

−
1

2





(
n

k − 3

)

−



A−

(k−5)/2−t
∑

i=2

i









= y −
1

2
A−

1

2

(k−5)/2−t
∑

i=1

(
n

k − 2− i

)

−
((k − 1)/2 − t) ((k − 7)/2 − t)

4
.

Recall from (21) that

y =

(k−5)/2−t
∑

i=0

k − 2 + 2t+ i(t+ (k − 1)/2)

n

(
n

k − 2− i

)

(26)

and from (25) that A =
∑(k−5)/2−t

i=0
2t+i(t+(k+1)/2)

n

( n
k−2−i

)
. Using ((k − 1)/2 − t)((k − 7)/2 − t) ≤

(k − 1)(k − 7)/4 ≤ n/2 and
(

n
k−2−i−1

)
/
(

n
k−2−i

)
≤ k−2

n−k+3 for i ≥ 0, we can derive that (note that

2k − 4− n < 0)

a0 ≥





(k−5)/2−t
∑

i=1

2k − 4 + 2t+ i
(
k−3
2 + t

)
− n

2n

(
n

k − 2− i

)


+
k − 2 + t

n

(
n

k − 2

)

−
n

8

≥





(k−5)/2−t
∑

i=1

2k − 4− n

2n

(
n

k − 2− i

)


+
k − 2

n

(
n

k − 2

)

−
n

8

≥ −

(
n− 2k + 4

2n

)(

k − 2

n− k + 3
+

(
k − 2

n− k + 3

)2

· · ·

)(
n

k − 2

)

+
k − 2

n

(
n

k − 2

)

−
n

8

=
k − 2

n

(
n

k − 2

)

−
n− 2k + 4

2n

k − 2

n− 2k + 5

(
n

k − 2

)

−
n

8

≥
k − 2

2n

(
n

k − 2

)

−
n

8
≥

1

2

(
n− 1

k − 3

)

−
n

8
≥ 0.

This completes the proof for finding a non-negative integer solution

S = {a0, a1, · · · , a(k−5)/2−t, b1, · · · , b(k−5)/2−t}

to the system formed by (16), (17) and (18).

Lastly, we show that the above non-negative integer solution S together with the non-negative

integer x solved from (14) and (15), along with the corresponding (n,L)-types, give a non-negative

integer solution to the corresponding system (1) for L = {(k + 2t + 1)/2, · · · , k − 1, k}. By (17),

the contribution of these types to level k − 2− i satisfies

ai + 2bi =

(
n

k − 2− i

)

for each i ∈ {1, · · · , (k − 5)/2 − t}. (27)
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Thus, it is enough to check that the contribution of these types to each level j ∈ {k − 2, k − 1, k}

equals
(n
j

)
. We observe that as S satisfies (14), (15) and (18), it in fact suffices to verify that the

contribution of these types to level k − 2 equals
( n
k−2

)
, that is, we need to show the following

k + 1

2
a0 +

(k−5)/2−t
∑

i=1

(
k − 1

2
− i

)

ai +

(k−5)/2−t
∑

i=1

(
k − 3

2
− i

)

bi =

(
n

k − 2

)

. (28)

We claim that the above equation (28) is a linear combination of (18), (26), and (27) for all

i ∈ {1, · · · , (k − 5)/2 − t}, with coefficients

1

k − 2 + 2t
,

n

k − 2 + 2t
, and −

k − 2 + 2t+ i((k − 1)/2 + t)

k − 2 + 2t
for all i ∈ {1, · · · ,

k − 5

2
− t},

respectively. It is easy to see that the right side hand of the above linear combination equals
( n
k−2

)
.

For the left side hand of this linear combination, a careful calculation, using t+n = k+1
2 (k−2+2t)

and y = a0 +
∑(k−5)/2−t

i=1 (ai + bi), shows that it equals

(t+ n)y

k − 2 + 2t
+

1

k − 2 + 2t

(k−5)/2−t
∑

i=1

[

i− 2

(

k − 2 + 2t+ i
(k − 1

2
+ t
)
)]

bi

−
1

k − 2 + 2t

(k−5)/2−t
∑

i=1

[
(k − 3

2
+ t
)
i+

(

k − 2 + 2t+ i
(k − 1

2
+ t
)
)]

ai

=
k + 1

2



a0 +

(k−5)/2−t
∑

i=1

(ai + bi)



−

(k−5)/2−t
∑

i=1

(i+ 2)bi −

(k−5)/2−t
∑

i=1

(i+ 1)ai

=
k + 1

2
a0 +

(k−5)/2−t
∑

i=1

(
k − 1

2
− i

)

ai +

(k−5)/2−t
∑

i=1

(
k − 3

2
− i

)

bi,

which is the left side hand of (28). This proves our claim, completing the proof of this appendix.
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