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Abstract

Many fundamental problems in extremal combinatorics are equivalent to proving

certain polynomial inequalities in graph homomorphism densities. In 2011, a break-

through result by Hatami and Norine showed that it is undecidable to verify polyno-

mial inequalities in graph homomorphism densities. Recently, Blekherman, Raymond

and Wei extended this result by showing that it is also undecidable to determine the

validity of polynomial inequalities in homomorphism densities for weighted graphs with

edge weights taking real values. These two results resolved a question of Lovász. In this

paper, we consider the problem of determining the validity of polynomial inequalities

in digraph homomorphism densities for tournaments. We prove that the answer to this

problem is also undecidable.

1 Introduction

Let H and G be two unweighted graphs. A homomorphism from H to G is defined as a

mapping f : V (H)→ V (G) such that if uv ∈ E(H), then f(u)f(v) ∈ E(G). Let Gw denote

an edge-weighted graph with edge weights w : E(G)→ R. The (weighted) homomorphism

number from H to Gw is defined as

hom(H,Gw) :=
∑

φ is a homomorphism
from H to G

∏
ij∈E(H)

wφ(i)φ(j).

The homomorphism density from H to Gw is then defined as

t(H,Gw) :=
hom(H,Gw)

|V (G)||V (H)| .

Homomorphisms and homomorphism densities play crucial roles in extremal combina-

torics, as they are closely connected to the convergence of graph sequences, graph limits, and

various graph properties. Additionally, they have applications in fields such as constraint

satisfaction problems and database theory.

One of the central topics in extremal combinatorics is the study of algebraic inequalities

between homomorphism densities. Define a quantum graph as a formal linear combination
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of simple graphs: f =
∑

i ciHi, where ci ∈ R and each Hi is a finite simple graph. The

homomorphism density for quantum graphs is defined as t(f,Gw) =
∑

i cit(Hi, Gw).

Lovász posed the following fundamental question regarding non-negativity of homomor-

phism densities:

Problem 1.1 (Lovász [11], Problem 20). Which quantum graphs f satisfy t(f,Gw) ≥ 0 for

every weighted graph Gw and every possible weight function w (in some family)?

This problem encapsulates many open questions in extremal combinatorics by fixing

specific quantum graphs f . Notable examples include Sidorenko’s conjecture [18] for w ≡ 1,

which asserts that certain bipartite graphs have non-negative homomorphism densities, and

Lovász’s Positive Graph Conjecture [11], which seeks to characterize all simple graphs H

for which t(H,Gw) ≥ 0 holds universally for any G and any w : E(G)→ R.
Several approaches have been developed to prove such inequalities, including methods

involving sums of squares and semi-definite programming [7, 13, 16]. These techniques

have been instrumental in advancing our understanding of non-negativity conditions for

homomorphism densities.

Lovász further proposed a program aimed at finding unified certificates for non-negativity:

Problem 1.2 (Lovász [11], Problem 21). Is it true that for every quantum graph f where

t(f,Gw) ≥ 0 for all weighted graphs Gw, there exist quantum graphs g and h, each express-

ible as a sum of squares of labeled quantum graphs, such that f + gf = h?

A significant breakthrough was made by Hatami and Norine [9], who showed that de-

termining whether a polynomial inequality between homomorphism densities holds for all

weights w in the range [0, 1] is undecidable. This result answers Problem 1.2 negatively in

a strong sense. More recently, Blekherman Raymond, and Wei [3] extended this result by

showing undecidability even when negative edge weights are allowed.

In this paper, we focus on polynomial inequalities involving homomorphism densities

for tournaments and digraphs – the natural directed analogs of complete graphs and graphs

respectively. A tournament is an orientation of a complete graph. Let F be a digraph and

T be a tournament. A homomorphism from a digraph F to a tournament T is a mapping

f : V (F ) → V (T ), such that for any directed arc (u, v) ∈ E(F ), the image (f(u), f(v)) is

also a directed arc in T . We define the homomorphism density from F to T as

t(F, T ) :=
hom(F, T )

|V (T )||V (F )| .

Studying homomorphism densities for tournaments and digraphs is particularly interest-

ing because they exhibit rich structural properties that differ significantly from undirected

graphs. For example, tournaments are highly asymmetric structures where directionality

plays a crucial role in determining the behavior of homomorphisms. This leads to new

types of extremal problems and inequalities that do not have direct analogs in the undi-

rected case. Additionally, several conjectures and results in extremal combinatorics, such as

Sidorenko’s conjecture, have natural extensions to tournaments with intriguing differences

2



in behavior (see e.g., [6, 17]). These differences make digraphs and tournaments fruitful

ground for discovering new phenomena in graph theory (see e.g., [5, 8, 15]).

Inspired by Lovász’s question for graph homomorphism densities, we pose an analogous

question for tournaments:

Problem 1.3. Given finite digraphs D1, . . . , Dk and real numbers c1, . . . , ck, let g =
∑

i ciDi

denote the corresponding quantum digraph. Does the inequality

t(g, T ) :=
k∑

i=1

ci · t(Di, T ) ≥ 0 hold for all tournaments T?

Similar as in the graph case, any polynomial function of digraph homomorphism densi-

ties for tournaments can be equivalently represented as a linear function.1 Thus the above

problem is also equivalent to asking whether or not any given polynomial inequality of

digraph homomorphism densities holds for all tournaments

Our main result shows that determining whether such an inequality holds is undecidable.

Theorem 1.4. There is no algorithm which could always make a correct decision on the

following problem.

- Instance: A positive integer k, finite digraphs D1, . . . , Dk, and real numbers c1, . . . , ck.

- Output: “Yes” if the inequality
∑k

i=1 ci · t(Di, T ) ≥ 0 hold for all tournaments T , and

“No” otherwise.

In other words, it is undecidable whether a quantum digraph is always non-negative or not.

2 Preliminaries, Proof Ideas, and Organization

2.1 Notations

Let G be a graph (or digraph) with vertex set V (G) and edge set (or arc set) E(G). For

any subset A ⊆ V (G), we denote by G[A] the subgraph (or sub-digraph) of G induced by

A. We write [k] to represent the set {1, 2, . . . , k} for any positive integer k ∈ N+.

Throughout this paper, we use both (u, v) and u→ v to denote an arc from vertex u to

vertex v. For a vertex v in a digraph H, we define the out-degree of v as

d+H(v) := |{u ∈ V (H) | (v, u) ∈ E(H)}|,

and the in-degree of v as

d−H(v) := |{u ∈ V (H) | (u, v) ∈ E(H)}|.

Given a digraph F , let ∆+(F ) denote the maximum out-degree, and ∆−(F ) the maximum

in-degree, of vertices in V (F ).

1For two digraphs D1 and D2, let D1D2 denote their disjoint union. Analogous to graph homomorphism

densities, it follows that t (D1D2, T ) = t (D1, T ) t (D2, T ) for any tournament T .
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A homomorphism from a digraph F1 to a digraph F2 is a mapping f : V (F1)→ V (F2),

such that for any directed arc (u, v) ∈ E(F1), the image (f(u), f(v)) is also a directed arc

in F2. We denote by Hom(F1, F2) the set of all homomorphisms from F1 to F2.

A rooted digraph is a digraph with one or more distinguished vertices called roots. Let

F •...• (with k dots •) be a rooted digraph with k roots v1, . . . , vk. For vertices x1, x2, . . . , xk

in a digraph T , a conditional homomorphism on x1, x2, . . . , xk from F •...• to T is a homo-

morphism ϕ : V (F ) → V (T ) such that ϕ(vi) = xi for each root vertex vi. We denote by

Homx1,...,xk
(F •...•, T ) the set of all conditional homomorphisms on x1, x2, . . . , xk, and define

homx1,...,xk
(F •...•, T ) := |Homx1,...,xk

(F •...•, T )|.

Moreover, the conditional homomorphism density on x1, . . . , xk of F •...• in the digraph T is

defined as

tx1,...,xk
(F •...•, T ) =

homx1,...,xk
(F •...•, T )

|V (T )||V (F )|−k .

2.2 Challenges and proof ideas

Similar to the proofs of Hatami and Norine [9], as well as Blekherman, Raymond, and

Wei [3], our goal is to reduce the problem to Matiyasevich’s undecidability result on Hilbert’s

10th problem [14], stated below.

Theorem 2.1 (Matiyasevich [14]). Given a positive integer K and a polynomial p(x1, . . . , xk)

with integer coefficients, the problem of determining whether there exist x1, . . . , xk ∈ Z such

that p(x1, . . . , xk) < 0 is undecidable.

The idea of reducing to the polynomial undecidability problem was introduced by Ioan-

nidis and Ramakrishnan [10] to show that it is undecidable to verify linear inequalities

between homomorphism numbers. The main challenge in reducing linear inequalities be-

tween homomorphism densities is ensuring that extremal values occur at integer points,

as Matiyasevich’s undecidability result applies only to polynomials with integer variables.

However, graph densities are generally not integers and are unlikely to be so in most cases.

One of the key insights from Hatami and Norine [9] is to exploit the integrality of

extremal configurations when comparing edge density to triangle density in simple graphs.

Specifically, Bollobás [4] showed that the convex hull of all possible pairs (t(K2, G), t(K3, G))

for simple graphs G is the convex hull of the points (1, 1) and
(
n−1
n , (n−2)(n−1)

n2

)
for n ∈ N+.

However, this approach does not extend to densities in weighted graphs when negative edge

weights are allowed. In fact, any point in R2 can be achieved for (t(K2, Gw), t(K3, Gw)) for

some weight function w.

Blekherman et al. [3] addressed this issue by considering relationships between cycle

densities in weighted graphs. For any cycle Cℓ, the density t(Cℓ, Gw) can be expressed as

a power sum
∑
λℓi , where the λi’s are the eigenvalues of Gw. They then applied known

properties of power sums for different powers.

In the case of digraphs and tournaments, even less is known about meaningful inequal-

ities involving different digraphs embedded into tournaments. This makes it difficult to
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directly apply the methods from [9]. Additionally, since the adjacency matrix of a tourna-

ment is not necessarily symmetric, cycle densities in tournaments cannot always be written

as power sums of real numbers. We resolve this issue using a symmetrization trick: we con-

struct specific digraphs Di’s such that the densities of these digraphs in each tournament

T can be expressed as power sums of real numbers. The details of this construction are

provided in Subsection 4.1.

The second challenge stems from the fact that the integrality property above alone does

not guarantee undecidability. This is because nonnegativity for univariate polynomials over

integers is decidable. Therefore, we must argue that for any k-tuple of integers n1, . . . , nk,

these integers can be reflected simultaneously as densities within a single host tournament

T . Blekherman et al. [3] tackled this by considering disjoint unions of host graphs where

each connected component essentially corresponds to one of the integers ni. However, in

tournaments, every pair of vertices must be connected by an arc, complicating matters.

To address this issue in tournaments, we construct specific digraphs and host tourna-

ments using probabilistic and combinatorial techniques to ensure that several necessary

conditions are met. These constructions are somewhat intricate and will be detailed in

Subsection 4.1 and Subsection 4.2.

2.3 Organization

The organization of the remaining paper is as follows. In Section 3, we reduce our main re-

sult, Theorem 1.4, to the main Lemma 3.3. This lemma, divided into two parts, collectively

asserts that the extremal values of the ratios of certain digraph homomorphism densities

for tournaments must occur at integral points. The subsequent sections are dedicated to

proving Lemma 3.3. To elaborate, in Subsection 4.1, we introduce a crucial concept of

digraphs known as necklaces, and in Subsection 4.2, we construct a special family of host

tournaments T⋆
G ; these two constructions together provide the extremal ratios needed in

Lemma 3.3. Finally, in Subsection 4.3, we conclude the proof of the first part of Lemma 3.3,

while the proof of the second part of Lemma 3.3 can be found in Appendix A.

3 Proof of Main Theorem, assuming Main Lemma 3.3

Before presenting the proof of Theorem 1.4, we would like to introduce a handy lemma

concerning the undecidability of polynomial inequalities. This lemma, demonstrated in [3]

through reduction to Matiyasevich’s undecidability theorem (i.e., Theorem 2.1), essentially

asserts, along with other rationales we will explore later, that for our purposes, it suffices to

consider points derived from inverses of integers (referred to as integral points for simplicity).

Lemma 3.1 ([3], Lemma 2.21). Given a positive integer s ≥ 6 and a polynomial p(x1, ..., xs)

with integer coefficients, the problem of determining whether there exist x1, ..., xs ∈ { 1n |n ∈
N+} such that p(x1, ..., xs) < 0 is undecidable.

Returning to the setting of Theorem 1.4, we are essentially provided with a polynomial

having integer coefficients and s variables. We would like to replace these variables by
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expressions of certain digraph homomorphism densities such that, in line with the above

lemma, these expressions exhibit extremal values at integral points. To achieve this, for

each i ∈ [s], we will carefully construct (rooted) digraphs F ••i , which further yield associated

(non-rooted) digraphs D
4,F †••

i
, D

8,F †••
i

and D
12,F †••

i
, referred to as necklaces. We note that

the formal definitions of digraphs F ••i and their corresponding necklaces will be provided

in Subsection 4.1. Having these definitions, we are able to specify the aforementioned

expressions of digraph densities as follows: for every tournament T and every i ∈ [s], define

xFi(T ) :=
hom(D

8,F †••
i
, T )

hom(D
4,F †••

i
, T )2

=
t(D

8,F †••
i
, T )

t(D
4,F †••

i
, T )2

and

yFi(T ) :=
hom(D

12,F †••
i
, T )

hom(D
4,F †••

i
, T )3

=
t(D

12,F †••
i
, T )

t(D
4,F †••

i
, T )3

,

where the second equations hold since |V (D
4ℓ,F †••

i
)| : |V (D

4,F †••
i

)| = ℓ for all ℓ ∈ {2, 3}.
We will show that the set of tuples (xF1(T ), yF1(T ), . . . , xFs(T ), yFs(T )), as we vary over all

feasible tournaments T , exhibits an integrability property. To succinctly state this property,

we define the closure of all possible tuples (xF1(T ), yF1(T ), . . . , xFs(T ), yFs(T )) as follows:

Definition 3.2. For any s ∈ N+, let

D≤s :=cl ({(xF1(T ), yF1(T ), xF2(T ), yF2(T ), ..., xFs(T ), yFs(T )) | T is a tournament with

t(D
4,F †••

i
, T ) ̸= 0 for all 1 ≤ i ≤ s

})
,

where cl(A) denotes the closure of a set A.

Also, let R be the closed convex set consisting of points
(
1
r ,

1
r2

)
for all r ∈ N+. Formally,

R :=

{
(x, y) ∈ [0, 1]2 : y ≤ x and y ≥ (2r + 1)x− 1

r(r + 1)
for x ∈ [1/(r + 1), 1/r], r ∈ N+

}
.

Our main lemma that establishes the integrability property for D≤s is as follows:

Lemma 3.3 (Main Lemma). For any s ∈ N+, it holds that

1. For any set {r1, ..., rs} of positive integers, we have
(

1
r1
, 1
r21
, ..., 1

rs
, 1
r2s

)
∈ D≤s.

2. Furthermore, D≤s ⊆ Rs.

The proof of item 2 in Lemma 3.3 follows a similar approach to Lemmas 2.7 and 2.9 in

[3]. For completeness, we include this proof in Appendix A.

The key technical contribution of this paper lies in proving item 1 in Lemma 3.3. This

proof entails intricate constructions of the digraphs we call F †••i -necklaces and the host

tournaments T⋆
G . We defer this proof to Subsections 4.1 and 4.2. In the rest of this section,

we will utilize Lemma 3.3 to provide the proof of Theorem 1.4.
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3.1 Proof of Theorem 1.4, assuming Main Lemma 3.3.

In this subsection, we establish Theorem 1.4 by proving the following statement: for every

positive integer s ≥ 6 and every polynomial p(x1, ..., xs) with integer coefficients, there

exists a corresponding quantum digraph f(p) such that the problem of determining whether

t(f(p), T ) < 0 for some tournament T is undecidable. In other words, we will reduce the

problem of determining the validity of digraph density inequalities to Lemma 3.1, i.e., the

problem of determining whether p(x1, ..., xs) < 0 for some x1, ..., xs ∈ { 1n |n ∈ N+}, with the

aid of Lemma 3.3. This reduction follows the same argument as in [9] and [3]. For the sake

of completeness, we include the full argument here.

The following two lemmas are essentially from [9] and [3], which not only offer an exact

expression of the desired quantum digraph f(p) but also provide a connection between

Lemma 3.1 and the tuples of D≤s examined in Lemma 3.3.

Lemma 3.4 ([3], Lemma 2.22). Let p be a polynomial in variables x1, ..., xs. Let M be the

sum of the absolute values of the coefficients of p multiplied by 100 · deg(p), where deg(p) is

the degree of the polynomial p. Define p ∈ R[x1, ..., xs, y1, ..., ys] as

p(x1, ..., xs, y1, ..., ys) := p(x1, ..., xs) ·
s∏

i=1

x6i +M ·

(
s∑

i=1

yi − x2i

)
.

Then the following are equivalent:

I. there exist some x1, ..., xs ∈ { 1n |n ∈ N+} such that p(x1, ..., xs) < 0;

II. there exist some x1, ..., xs, y1, ..., ys with (xi, yi) ∈ R for every 1 ≤ i ≤ s such that

p(x1, ..., xs, y1, ..., ys) < 0.

Lemma 3.5 (An analogue of Lemma 2.23 in [3]). Given a polynomial p in s variables,

there is a quantum digraph f(p) such that for any tournament T , we have

t(f(p), T ) := p
(
xF1(T ), ..., xFs(T ), yF1(T ), ..., yFs(T )

)
·

s∏
i=1

t(D
4,F †••

i
, T )3deg(p). (1)

Proof. Recall the definitions of xFi(T ) and yFi(T ) for each i ∈ [s]. We see that the right-

hand side of (1) is a polynomial in variables t(D
4,F †••

i
, T ), t(D

8,F †••
i
, T ) and t(D

12,F †••
i
, T ) for

i ∈ [s].2 Since any polynomial function of digraph homomorphism densities for tournaments

can be equivalently represented as a linear function, we derive that there exists a quantum

digraph f(p) for which (1) holds.

By leveraging both items in Lemma 3.3, we show in the next lemma that the two

problems highlighted at the beginning of this subsection are in fact equivalent.

Lemma 3.6. Given a polynomial p in s variables, let f(p) be the quantum digraph obtained

from Lemma 3.5. Then the following two statements are equivalent:

2Note that this applies to all tournaments T , regardless of whether t(D
4,F

†••
i

, T ) ̸= 0 or not.
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I. there exist some x1, ..., xs ∈ { 1n |n ∈ N+} such that p(x1, ..., xs) < 0;

II. there exists some tournament T such that t(f(p), T ) < 0.

Proof. Suppose that p(x1, ..., xs) ≥ 0 for all x1, ..., xs ∈ { 1n |n ∈ N+}. Then by Lemma 3.4,

p(x1, ..., xs, y1, ..., ys) ≥ 0 for every x1, ..., xs, y1, ..., ys such that (xi, yi) ∈ R for all i ∈ [s]. By

item 2 in Lemma 3.3, we see that for any tournament T with t(D
4,F †••

i
, T ) ̸= 0 for all i ∈ [s],

we have (xFi(T ), yFi(T )) ∈ R, and hence by (1) of Lemma 3.5, it holds that t(f(p), T ) ≥ 0

for every such tournament T . For those tournaments T with t(D
4,F †••

i
, T ) = 0 for some

i ∈ [s], it is easy to see from (1) that t(f(p), T ) is divisible by t(D
4,F †••

i
, T ) and thus equals

to 0. Therefore, in this case we have t(f(p), T ) ≥ 0 for all tournaments T .

On the other hand, we assume that p(x1, ..., xs) < 0 for xi =
1
mi

for some mi ∈ N and

i ∈ [s]. By the definition of p, it also holds that p( 1
m1
, ..., 1

ms
, 1
m2

1
, ..., 1

m2
s
) < 0. Note that by

item 1 in Lemma 3.3, there is a sequence of tournaments Tn’s such that t(D
4,F †••

i
, Tn) ̸= 0,

xFi(Tn) → 1
mi

and yFi(Tn) → 1
m2

i
as n → ∞ for each i ∈ [s]. By (1) and using the

continuity of the polynomial p, there exists a tournament T in the above sequence such

that p(xF1(T ), ..., xFs(T ), yF1(T ), ..., yFs(T )) < 0 and
∏s

i=1 t(D4,F †••
i
, T )3deg(p) ̸= 0, which

implies that t(f(p), T ) < 0.

Now we can promptly derive Theorem 1.4.

Proof of Theorem 1.4. Consider any polynomial p in s ≥ 6 variables with integer coef-

ficients. Let f(p) =
∑k

i=1 ciDi be the quantum digraph obtained by Lemma 3.5. By

Lemma 3.1 and Lemma 3.6, it is straightforward to see that the problem of determining

whether there exists some tournament T with t(f(p), T ) < 0 is undecidable. Now we have

completed the proof of Theorem 1.4.

For the rest of this paper, we will focus on proving the Main Lemma 3.3. To prove

Lemma 3.3, for any given positive integers r1, ..., rs, we need to construct a sequence of

necklaces and host tournaments Tn such that (xFi(Tn), yFi(Tn))→ ( 1
ri
, 1
r2i
) as n→∞ holds

for all i ∈ [s] simultaneously. This will be accomplished in the next section.

4 Proof of Main Lemma 3.3.

The goal of this section is to prove the Main Lemma 3.3. To achieve this, we will carefully

construct a class of special rooted digraphs F ••i and their corresponding F ••i -necklaces. The

F ••i -necklace can be viewed as a digraph analogue of the graph necklaces defined in [3]

defined below.

Definition 4.1. Given a digraph F •• with two identified roots z and w, and an integer

ℓ ≥ 3, we define the necklace Dℓ,F •• as the digraph constructed from ℓ copies of F •• as

follows. Start with ℓ ordered vertices x1, x2, . . . , xℓ. For each i ∈ [ℓ], glue the i-th copy

of F •• by identifying the root z with vertex xi and the root w with vertex xi+1, where the

indices are taken modulo ℓ to form a cycle. We call Dℓ,F •• the F ••-necklace of length ℓ.
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Figure 1: The construction of the necklace D4,F ••

Note that we have |V (Dℓ,F ••)| = ℓ · (|V (F ••)| − 1) for each ℓ ≥ 3.

In the un-directed graph setting, one advantage of an F -necklace is that its density

in a graph can always be computed as the density of cycles in some associated weighted

graph. This density can then be expressed as a power sum of real numbers, which are the

eigenvalues of the associated graph. In [3], cliques were used to construct clique-necklaces.

However, constructing appropriate necklaces in the digraph case presents several challenges.

One challenge is that tournaments are not symmetric, and thus when we consider the

density of a directed cycle in some associated directed weighted graph, it is not always

possible to express the quantity as a power sum of real numbers. Another challenge arises

from the fact that, unlike graphs where non-edges are allowed, tournaments are complete

graphs. This means that we must carefully orient the edges between any pair of vertices to

ensure that when we compute the digraph necklace density in the tournament, the associated

graph behaves well. Such interactions do not occur in graphs that allow non-edges.

In Subsection 4.1, we will construct the necklaces by carefully choosing the digraphs Fi.

In Subsection 4.2, we will construct the host tournament. Finally, in Subsection 4.3, we

will complete the proof of Lemma 3.3.

4.1 Constructing F †••i -necklaces

The construction process consists of three steps (let s ∈ N+ be fixed): First, we construct

a base tournament F0 that satisfies a set of carefully selected conditions. Next, for each

i ∈ [s], we use F0 to construct a corresponding rooted digraph F ••i and then transform

it into a symmetric rooted digraph F †••i . Finally, we construct the F †••i -necklace using

Definition 4.1.

The first step will be completed in Subsection 4.1.1, while the second and third steps will

be carried out in Subsection 4.1.2. Moreover, in Subsection 4.1.2, we will proceed to prove

some essential properties of F †••i that help us to construct the desirable host tournament

T⋆
G and compute the density of the appropriate necklaces in the host tournaments.
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4.1.1 Constructing the base tournament F0

We first construct a tournament F0 satisfying the following conditions in Lemma 4.2. These

properties will later help us compute the density of necklaces within suitably designed

“transitive-like” host tournaments.

Lemma 4.2. Let n be a sufficiently large integer satisfying

2ne−
n
80 + n

√
n2−(n−1) + n

n
7
+12−

n2

20 < 1.

Then there exists an n-vertex tournament F0 with the following three conditions:

(I) max{∆+(F0),∆
−(F0)} ≤ 2n

3 ;

(II) F0 does not contain any copy of the following complete bipartite digraph with vertex

set A1 ∪A2 and arc set {(a1, a2) : a1 ∈ A1, a2 ∈ A2}, where |A1| = |A2| =
√
n; and

(III) For any subset S of V (F0) with |S| ≥ 2n
13 −
√
n, the induced sub-digraph F0[S] contains

a directed cycle.

To prove the existence of such an F0, we will use a random construction. The following

classical Chernoff-type estimates (see, e.g., [2]) will be used.

Lemma 4.3. Let X =
∑ℓ

i Xi be the sum of independent zero-one random variables with

average µ = E[X]. Then for all non-negative λ ≤ µ, we have P[|X − µ| > λ] ≤ 2e
−λ2

4µ .

Proof of Lemma 4.2. Consider the random tournament F0 = F0(n,
1
2) on the vertex set [n],

where for each 1 ≤ i < j ≤ n, we select each of the arcs (i, j) and (j, i) with a probability

of 1/2 uniformly at random, independently of other pairs.

Fix a vertex u ∈ V (F0). For v ∈ V (F0)\{u}, letXv be a random variable such thatXv =

1 if u → v and Xv = 0 if v → u. Let X =
∑

v∈V (F0)\{u}Xv. Note that µ = E[X] = n−1
2 .

By setting λ = n
6 +

1
2 and using Lemma 4.3, we have that P[|X −µ| > λ] ≤ 2e

−λ2

4µ ≤ 2e−
n
80 .

Let Au be the event that the in-degree or out-degree of vertex u is large than 2n
3 , i.e.,

|X − n−1
2 | >

n
6 + 1

2 . Define the event A :=
⋃

u∈V (F0)
Au. By the union bound, we have that

P[A] ≤
∑

u∈V (F0)

P[Au] < 2ne−
n
80 . (2)

Next, consider disjoint sets A1, A2 ⊆ V (F0) with |A1| = |A2| =
√
n. Let BA1,A2 be

the event that all arcs (a1, a2) with a1 ∈ A1 and a2 ∈ A2 appear in F0(n,
1
2). Clearly,

P[BA1,A2 ] =
1
2n . Define the event B be the union of events BA1,A2 over all possible disjoint

sets A1, A2. Again by the union bound, we have that

P[B] ≤
∑

A1,A2⊆V (F0),A1∩A2=∅

P[BA1,A2 ] ≤ 2

(
n√
n

)(
n−
√
n√

n

)
1

2n
≤ n

√
n2−(n−1). (3)

Finally, let C be the event that there is a subset S with |S| > 2n
13 −

√
n such that F0[S]

is acyclic. Note that a tournament T is acyclic if and only if it is transitive. We compute

10



that the probability that the random tournament F0[S] is transitive is |S|!

2(
|S|
2 )

for any set

S ⊆ V (F0). As we choose n to be sufficiently large, any sets S ⊆ V (F0) with |S| ≥ 2n
13 −

√
n

satisfy that |S| ≥ n
7 . By the union bound,

P[C] ≤
∑

|S|≥ 2n
13
−
√
n

(
n

|S|

)
|S|!

2(
|S|
2 )
≤ n

n
7
+12−

n2

20 . (4)

Combining the upper bounds of P [A], P [B] and P [C], we deduce that

P[A ∩B ∩ C] = 1− P[A ∪B ∪ C] ≥ 1− (P[A] + P[B] + P[C])

≥ 1− (2ne−
n
80 + n

√
n2−(n−1) + n

n
7
+12−

n2

20 ) > 0,
(5)

where the first inequality we use the union bound. Therefore, with positive probability, the

bad events A,B and C do not happen. This implies that there is an n-vertex tournament

F0 satisfying all the three conditions.

In the next subsection, we use this tournament F0 to construct rooted digraphs F ••i ,

F †••i and necklaces D
ℓ,F †••

i
, for all i ∈ [s]. Here s, ℓ are arbitrary fixed positive integers.

4.1.2 Rooted digraphs F ••i , F †••i and necklaces D
ℓ,F †••

i

Given s ∈ N+, let m > 100s be a sufficiently large integer such that we can obtain a

tournament F0 with V (F0) = [m] by Lemma 4.2. First, we will use this F0 to construct the

rooted digraph F ••i with roots zi, wi for each i ∈ [s] as follows.

Let k1, k2, . . . , ks ∈ (2m3 +2, 5m6 ) be positive integers satisfying ki > ki+1+1. Fix i ∈ [s].

Let F ••i be obtained from a copy of F0 by the following operations:

• Adding two additional new vertices zi, wi as the two roots so that the vertex set of

F ••i is {zi, wi} ∪ [m];

• For every vertex 1 ≤ v ≤ ki in V (F0), adding the arcs zi → v → wi; and

• For every vertex ki < u ≤ m in V (F0), adding the arcs zi ← u← wi.

So F ••i is a rooted digraph with roots zi, wi, where all pairs of vertices, except for {zi, wi},
are adjacent. Moreover, we can derive that max{∆+(F ••i ),∆−(F ••i )} < 5m

6 .

Next, we obtain several homomorphism properties on F ••i which we will frequently use

later. For fixed i, j ∈ [s], we consider the rooted digraphs F ••i with vertex set

V (F ••i ) = V (F i
0) ∪ {zi, wi}

and similarly F ••j with vertex set V (F j
0 ) ∪ {zj , wj}, where F i

0 and F j
0 are two identical

copies of F0. In the following, when using the notation Hom(F ••, H), we view the rooted

digraph F •• as a normal digraph. That is, Hom(F ••, H) represents the set of all general

homomorphisms from the digraph F •• to the digraph H.

Claim 1. Let i ∈ [s] and T be a tournament. Then every ϕ ∈ Hom(F ••i , T ), if exists, is an

injection.

11



Proof. Assume that ϕ is not an injection. Then there exists u, v ∈ V (F ••i ) such that ϕ(u) =

ϕ(v). Since there is an arc between any two vertices in F ••i except between the two roots,

the only possibility is ϕ(zi) = ϕ(wi). Let v0 some vertex in V (F i
0) such that zi → v0 → wi.

Then it holds that ϕ(zi)→ ϕ(v0)→ ϕ(wi). This contradicts ϕ(zi) = ϕ(wi).

Claim 2. Let i, j ∈ [s], which may be equal or not. Then every ϕ ∈ Hom(F ••i , F ••j ), if

exists, is a bijection.

Proof. Since |V (F ••i )| = |V (F ••j )|, it suffices to show that ϕ is an injection. Assume that ϕ

is not an injection. Then there exists u, v ∈ V (F ••i ) such that ϕ(u) = ϕ(v). Since there is

an arc between any two vertices in F ••i except between the two roots, the only possibility

is ϕ(zi) = ϕ(wi). Let v0 some vertex in V (F0) ⊂ V (F ••i ) such that zi → v0 → wi. Then it

holds that ϕ(zi)→ ϕ(v0)→ ϕ(wi). This contradicts ϕ(zi) = ϕ(wi).

The next claim demonstrates that every ϕ ∈ Hom(F ••i , F ••j ) maps roots to roots.

Claim 3. Let i, j ∈ [s]. If ϕ ∈ Hom(F ••i , F ••j ), then it holds that ϕ(zi), ϕ(wi) ∈ {zj , wj}.

Proof. If not, we may assume there exists a homomorphism ϕ such that ϕ(zi) = u ∈ V (F j
0 ).

Note that zi is the root such that d+
F i
0
(zi) >

2m
3 +2. By Claim 2, ϕ is a bijection. This shows

that d+
F i
0
(zi) = d+F ••

j
(u). Noted that by the definition of F j

0 , d
+

F j
0

(u) ≤ 2m
3 , which implies

d+F ••
j
(u) ≤ 2m

3 + 1. However, the definition of F ••i implies that d+
F i
0
(zi) >

2m
3 + 2 > d+F ••

j
(u),

which leads to a contradiction. The fact ϕ(wi) can not be some u ∈ V (F j
0 ) follows from the

similar argument.

The last claim shows that there is no homomorphism from F ••i to F ••j if i ̸= j.

Claim 4. Let i, j ∈ [s]. If i ̸= j, then Hom(F ••i , F ••j ) = ∅.

Proof. Assume that i ̸= j, if there exists a homomorphism ϕ ∈ Hom(F ••i , F ••j ), then by

Claim 3, we have that ϕ(zi) ∈ {zj , wj}. Note that by Claim 2, ϕ is a bijection and this

implies that d+
F i
0
(zi) = d+

F j
0

(zj) or d
+
F i
0
(zi) = d+

F j
0

(wj). However, by the definition of F ••i and

F ••j , it is impossible because |d+
F i
0
(zi)− d+

F j
0

(zj)| ≥ 2 and |d+
F i
0
(zi)− d+

F j
0

(wj)| ≥ 2. Thus, we

have that Hom(F ••i , F ••j ) = ∅.

Next, we introduce the symmetrization trick, and construct the rooted digraph F †••i ,

using F ••i , as follows:.

• Let
←−
F ••i and

−→
F ••i be two copies of F ••i such that V (

←−
F ••i ) = V (

←−
F i
0 ) ∪ {z1i , w1

i } and

V (
−→
F ••i ) = V (

−→
F i
0 ) ∪ {z2i , w2

i }. Here,
←−
F i
0 and

−→
F i
0 are two identical copies of F0, the

vertices z1i , w
1
i are roots of

←−
F ••i , and the vertices z2i , w

2
i are roots of

−→
F ••i .

• Let F †••i be obtained from
←−
F ••i and

−→
F ••i by identifying z1i and w2

i , writing zi := z1i =

w2
i , and by identifying z2i and w1

i , writing wi := w1
i = z2i .

12



Figure 2: The construction of digraph F †••i from two copies of F ••i

It may be helpful to regard
←−
F ••i as the mirror image of

−→
F ••i in F †••i , and vice versa. Sum-

marizing, F †••i is a rooted digraph with roots zi, wi such that V (F †••i ) = V (
←−
F i
0 ) ∪ V (

−→
F i
0 ) ∪

{zi, wi}. We refer to Figure 2 for an illustration how a copy of F †••i is built.

This symmetrization trick implies that for any tournament T and every pair of vertices

x, y ∈ V (T ), it holds that

tx,y(F
†••
i , T ) = ty,x(F

†••
i , T ).

Definition 4.4. Let Mi(T ) be the matrix with rows and columns indexed by V (T ) and for

x, y ∈ V (T ), the (x, y)-th entry is

Mi(T )[x, y] = tx,y(F
†••
i , T ) = ty,x(F

†••
i , T ).

Therefore Mi(T ) is a symmetric matrix. By the definitions of F †••i and D
ℓ,F †••

i
, we can

immediately obtain the main lemma of this subsection. Here, we also view the symmetric

matrix Mi(T ) as the edge-weighted graph whose corresponding adjacency matrix is Mi(T ).

Lemma 4.5. For any tournament T , it holds that

t(D
ℓ,F †••

i
, T ) = t(Cℓ,Mi(T )) =

|V (T )|∑
j=1

λℓj , (6)

where λj’s are eigenvalues of the symmetric matrix Mi(T ).

Proof. For any tournament T , by the definition of the necklace D
ℓ,F †••

i
and the matrix

Mi(T ), it holds that hom(D
ℓ,F †••

i
, T ) = hom(Cℓ,Mi(T ) · |V (T )|2m), which implies that

t(D
ℓ,F †••

i
, T ) = t(Cℓ,Mi(T )). The last equality in (6) follows from a standard argument in

algebraic graph theory (e.g., see [12], Section 5).

4.2 The tournament T⋆
G : an intermediate step to Lemma 3.3

In this subsection, we will construct the host tournaments T⋆
G to realize the integral points

in Main Lemma 3.3.

The following lemma is the main result of this section.
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Lemma 4.6. For any graph G, positive integers r1, r2, ..., rs and the sequence of digraphs

F †••i ’s depending on r1, r2, ..., rs, there exists a tournament T⋆
G such that the following holds.

For every i ∈ [s], let A(riG) denote the adjacency matrix of ri disjoint copies of the simple

graph G. Recall the definition of Mi in Definition 4.4. Then there exists a constant ai > 0

such that

Mi(T
⋆
G ) = aiA(riG)

up to removing all-zero columns and all-zero rows from Mi(T
⋆
G ).

We will later prove a mathematically equivalent statement (see Lemma 4.8) after all

the necessary definitions regarding T⋆
G are provided. We emphasize that by symmetry,

tx,y(F
†••
i , T⋆

G ) = ty,x(F
†••
i , T⋆

G ) holds for all vertices x, y ∈ V (T⋆
G ).

4.2.1 Definition of the tournament T⋆
G

Fix positive integers r1, ..., rs and an n-vertex graph G with vertex set V (G) = [n]. In this

subsection, we give an explicit definition of T⋆
G .

To begin with, we construct a tournament Ti for every i ∈ [s] by the following four steps

(see Figure 3 for an illustration):

1. The base T0.

Let T0 be a transitive tournament with vertex set V (G) = [n], where all arcs are

oriented as i→ j for i < j. We call T0 the base of Ti. Let T0[G] be the sub-digraph of

T0 such that the underlying graph of T0[G] is isomorphic to the given graph G. Define

the total ordering ≻ on E(T0[G]) as follows: for arcs (a, b) and (x, y) in E(T0[G]), we

define (x, y) ≻ (a, b) if and only if either x+ y > a+ b or x+ y = a+ b and x > a.

2. Gluing F †••i on edges of G.

For each arc e = (a, b) ∈ E(T0[G]), attach a distinct copy of the rooted digraph F †••i

(say with roots zi, wi) to V (e) such that zi is identified with a and wi is identified

with b.

3. Adding arcs inside Ve.

Note that the rooted digraph F †••i is obtained from two copies of F ••i , which are

denoted as
←−
F ••i and

−→
F ••i . For each arc e = (a, b) ∈ E(T0[G]) and the copy of the rooted

graph F †••i glued along with this arc e, we denote the copy of
←−
F ••i in this F †••i as

←−
F e
i

and the copy of
−→
F ••i as

−→
F e
i , respectively. Add all arcs (x, y) with x ∈ V (

←−
F e
i ) \ {a, b}

and y ∈ V (
−→
F e
i ) \ {a, b}. Let Ve be obtained from the vertex set of this copy of F †••i

by deleting the roots a, b. Let V0 =
⋃

e∈E(T0(G)) Ve.

4. Adding arcs between V0 and V (T0).

For all e = (a, b) ∈ E(T0[G]) and x ∈ V (T0)\{a, b}, add arcs (x, v) for all v ∈ Ve.

5. Adding arcs inside V0.

For arcs e1, e2 ∈ E(T0[G]) with e1 ≻ e2, add all arcs (x, y) with x ∈ Ve1 and y ∈ Ve2 .

14



Figure 3: Steps for constructing the tournament Ti

We now construct our target tournament T⋆
G by using the tournaments Ti defined

above.3 First, define an auxiliary tournament T ∗ with the vertex set {i ∗ k| i ∈ [s] and k ∈
[ri] for each fixed i}. The arc set of T ∗ is defined as follows: For two vertices i1 ∗ k1 and

i2 ∗ k2 in V (T ∗), define i1 ∗ k1 → i2 ∗ k2 if and only if either i1 < i2 or i1 = i2 and k1 < k2.

For any i ∈ [s], take ri disjoint copies of Ti and denote them as Ti∗1, ..., Ti∗ri . The target

tournament T⋆
G is obtained by taking disjoint tournaments Ti∗k, where i ∈ [s] and k ∈ [ri],

together, and for u ∈ V (Ti1∗k1) and v ∈ V (Ti2∗k2), adding the arc (u, v) if and only if

(i1 ∗ k1, i2 ∗ k2) is an arc in T ∗. Note that V (T⋆
G ) =

⋃s
i=1

⋃ri
k=1 V (Ti∗k). In addition, note

that every Ti∗k with k ∈ [ri] is a copy of Ti, so there exists a unique spanning sub-digraph

which is isomorphic to T0[G] in the base of Ti∗k . We denote this digraph by Ti∗k[G].

We now prove a useful property of the tournament T⋆
G , which shows that for any fixed

i ∈ [s], every non-empty homomorphism ϕ ∈ Hom(F ••i , T⋆
G ) maps the rooted digraph F ••i

(with roots zi, wi) into some Tj∗k for j ∗ k ∈
⋃s

i=1{i ∗ 1, ..., i ∗ ri}.
Recall that V (F ••i ) = V (F i

0) ∪ {zi, wi}. By Claim 1, the homomorphism ϕ must be an

injection and thus T⋆
G [ϕ(V (F ••i ) \ {zi, wi})] = T⋆

G [ϕ(V (F i
0))] is a copy of F i

0. This implies

that the tournament T⋆
G [ϕ(V (F i

0))] satisfies the conditions (I),(II) and (III) in Lemma 4.2.

Moreover, it holds that d+
F i
0
(zi) = d+

T⋆
G [ϕ(V (F i

0))]
(ϕ(zi)) and d+

F i
0
(wi) = d+

T⋆
G [ϕ(V (F i

0))]
(ϕ(wi)).

As a consequence, we have max{∆+(T⋆
G [ϕ(V (F ••i ))]),∆−(T⋆

G [ϕ(V (F ••i ))])} ≤ 5m
6 .

Lemma 4.7. For any non-empty ϕ ∈ Hom(F ••i , T⋆
G ) and for any vertices u, v ∈ V (F ••i ),

there are no two distinct tournaments Tj1∗k1 and Tj2∗k2 where ϕ(u) ∈ Tj1∗k1 and ϕ(v) ∈
Tj2∗k2.

3Note that the construction of Ti is related to a given graph G but we just use the notation Ti in this

section for convenience without causing confusion.
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Proof. Suppose not. Let T = {j ∗ k ∈
⋃s

i=1{i ∗ 1, ..., i ∗ ri} : ϕ(V (F ••i )) ∩ V (Tj∗k) ̸=
∅}. Let j0 =min{j|j ∗ k ∈ T } and for this j0, let k0 =min{k|j0 ∗ k ∈ T }. We define

K0 := T⋆
G [ϕ(V (F ••i )) ∩ V (Tj0∗k0)] and K1 := T⋆

G [ϕ(V (F ••i )) ∩ V (T⋆
G \Tj0∗k0)]. For any

v0 ∈ V (K0) and v1 ∈ V (K1), by the definition of T⋆
G , we have that (v0, v1) is an arc of

T⋆
G . Since V (K1) is non-empty, both |V (K1)| and |V (K0)| are no more than 5m

6 by the

fact that max{∆+(T⋆
G [ϕ(V (F ••i ))]),∆−(T⋆

G [ϕ(V (F ••i ))])} ≤ 5m
6 . It also holds that one of

|V (K0)| and |V (K1)| is less than
√
m + 2, as otherwise, there exists a complete bipartite

digraph with the size of both parts larger than
√
m in T⋆

G [ϕ(V (F i
0)], which contradicts the

condition (II) in Lemma 4.2. Thus, we have that |V (K0)|+ |V (K1)| ≤ 5m
6 +
√
m+2, which

contradicts the fact that |V (K0)| + |V (K1)| = |V (F ••i )| = m + 2 for sufficiently large m.

Hence, it holds that V (K1) = ∅, implying that ϕ maps F ••i into a unique Tj∗k for some

j ∗ k ∈
⋃s

i=1{i ∗ 1, ..., i ∗ ri}.

4.2.2 Proof of Lemma 4.6

In this subsection, we prove Lemma 4.6. Recall Lemma 4.7 that for any non-empty ϕ ∈
Hom(F ••i , T⋆

G ), there exists a unique j ∗ k ∈
⋃s

i=1{i ∗ 1, ..., i ∗ ri} such that ϕ(V (F ••i )) ⊆
V (Tj∗k). The following properties hold for Tj∗k and ϕ, for which we state without giving

detailed explanations:

• Tj,k[ϕ(V (F ••i ) \ {zi, wi})] = Tj∗k[ϕ(V (F i
0))] is a copy of F i

0. Thus, The tournament

Tj∗k[ϕ(V (F i
0))] satisfies the conditions (I),(II) and (III) of Lemma 4.2.

• d+
F i
0
(zi) = d+

Tj∗k[ϕ(V (F i
0))]

(ϕ(zi)) and d+
F i
0
(wi) = d+

Tj∗k[ϕ(V (F i
0))]

(ϕ(wi)). Thus, it holds

that max{∆+(Tj∗k[ϕ(V (F ••i ))]),∆−(Tj∗k[ϕ(V (F ••i ))])} ≤ 5m
6 .

We are now proving Lemma 4.6, which is equivalent to the following statement.

Lemma 4.8. For any graph G, positive integers r1, r2, ..., rs and the sequence of digraphs

F †••i ’s depending on r1, r2, ..., rs, there exists a tournament T⋆
G with V (T⋆

G ) =
⋃s

i=1

⋃ri
k=1 V (Ti∗k)

such that the following holds. For every i ∈ [s], there exists a constant ai > 0 such that

Mi(T
⋆
G )[x, y] =

{
ai, if (x, y) or (y, x) is an arc in E(Ti∗k[G]) for every k ∈ [ri].

0, otherwise.
(7)

Proof of Lemma 4.8. To begin, we point out that by the definition of F †••i , for any tourna-

ment T and x, y ∈ V (T ), it holds that

homx,y(F
†••
i , T ) = homx,y(F

••
i , T ) · homy,x(F

••
i , T ). (8)

So it suffices to consider x = ϕ(zi) and y = ϕ(wi) for which there exist some ϕ ∈Hom(F ••i , T⋆
G ).

By Lemma 4.7, there exists a unique j ∗ k ∈
⋃s

i=1{i ∗ 1, ..., i ∗ ri} such that ϕ(V (F ••i )) ⊆
V (Tj∗k). Now, let us look at this tournament Tj∗k. For convenience, we denote T0 as the

base of Tj∗k. Moreover, let U1 = Tj∗k[ϕ(V (F ••i )) ∩ V (T0)] and U2 = Tj∗k[ϕ(V (F ••i )) ∩ V0]
be two induced sub-digraphs of Tj∗k. It holds that |V (U1)| + |V (U2)| = |ϕ(V (F ••i ))| =
m + 2. Recall that if e = (a, b) ∈ E(T0[G]), then Ve = V(a,b) represents the vertex set
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(V (
←−
F e
j )∪V (

−→
F e
j )) \ {a, b}; moreover, V0 =

⋃
e∈E(T0[G]) Ve. We first show the following claims

hold.

Claim 5. U2 cannot contain vertices from distinct Ve’s.

Proof of Claim 5. Let EFi = {e ∈ E(T0[G]) : Ve ∩ ϕ(V (F ••i )) ̸= ∅}. Let e0 have the highest

order in EFi under the total ordering ≻. Further, let Ke0 := Tj∗k[ϕ(V (F ••i )) ∩ Ve0 ] and
Ke1 := Tj∗k[ϕ(V (F ••i )) ∩ (

⋃
e∈EFi

,e̸=e0
Ve)] be two induced sub-digraphs of Tj,k such that

V (U2) = V (Ke0) ∪ V (Ke1). By the definition of Tj∗k, it follows that if u ∈ V (Ke0) and

v ∈ V (Ke1), then (u, v) is an arc in E(Tj∗k). Assume for a contradiction that V (U2)

contain vertices from distinct Ve’s. Then both V (Ke0) and V (Ke1) are non-empty. Since

max{∆+(Tj∗k[ϕ(V (F ••i ))]),∆−(Tj∗k[ϕ(V (F ••i ))])} ≤ 5m
6 , both |V (Ke0)| and |V (Ke1)| are

no more than 5m
6 . According to the condition (II) of Lemma 4.2, it also follows that

|V (Ke0)| <
√
m+2 or |V (Ke1)| <

√
m+2. Consequently, we have |V (U2)| < 5m

6 +
√
m+2,

which implies |V (U1)| ≥ m
6 −
√
m−1 and thus |V (U1)∩ϕ(V (F i

0))| ≥ 2m
13 −
√
m. By Condition

(III) in Lemma 4.2, the tournament induced by V (U1) ∩ ϕ(V (F i
0)) in Tj∗k[ϕ(V (F i

0))] must

contain a directed cycle. However, U1 ⊆ T0 is transitive and thus acyclic, a contradiction.

This proves that the vertices of U2 belong to at most one Ve among all e ∈ E(T0[G]).

Claim 6. Let ϕ ∈ Hom(F ••i , Tj∗k). It holds that ϕ(V (F ••i )) ⊆ Ve ∪ {a1, a2} for some

e = (a1, a2) ∈ E(T0[G]).

Proof of Claim 6. By Claim 5, we have that V (U2) is contained in Ve for some e = (a1, a2) ∈
E(T0[G]). If |V (U2)| < 5m

6 + 1, then |V (U1)| ≥ m
6 > 2m

13 −
√
m + 2 for sufficiently large

m. This implies that |V (U1) ∩ ϕ(V (F i
0))| ≥ 2m

13 −
√
m. By Condition (III) in Lemma 4.2,

the tournament induced by V (U1) ∩ ϕ(V (F i
0)) in Tj∗k[ϕ(V (F i

0))] must contain a directed

cycle. However, by the definition of Tj∗k, U1 ⊆ T0 is transitive and thus acyclic, which

leads to the contradiction. Therefore, we have that |V (U2)| ≥ 5m
6 + 1. We then prove that

V (U1)\{a1, a2} = ∅. Again by the definition of Tj∗k, for any vertex u ∈ V (U1)\{a1, a2}
and v ∈ V (U2), (u, v) is an arc in E(Tj∗k). If V (U1)\{a1, a2} ≠ ∅, then there exists

some u ∈ V (U1)\{a1, a2} such that d+U2
(u) ≥ 5m

6 + 1, which contradicts the fact that

∆+(Tj∗k[ϕ(V (F ••i ))]) ≤ 5m
6 . Thus, V (U1)\{a1, a2} = ∅ and we conclude that ϕ(V (F ••i )) ⊆

Ve ∪ {a1, a2}.

We proceed to prove the following key claim.

Claim 7. Let ϕ ∈ Hom(F ••i , Tj∗k). It follows that i = j. Moreover, if x, y ∈ V (T0) and

either (x, y) or (y, x) is an arc of T0[G], then homx,y(F
••
i , Ti∗k) = bi for some constant

bi > 0, otherwise, homx,y(F
••
i , Ti∗k) = 0.

Proof of Claim 7. By Claim 6, we have that ϕ(V (F ••i )) ⊆ Ve ∪ {a1, a2} for some e =

(a1, a2) ∈ E(T0[G]), which implies that |V (U2)| ≥ m. By the definition of Tj∗k, if u ∈
V (U2)∩ V (

←−
F e
j ) and v ∈ V (U2)∩ V (

−→
F e
j ), then (u, v) is an arc in E(Tj∗k). Therefore, if both

V (U2) ∩ V (
←−
F e
j ) and V (U2) ∩ V (

−→
F e
j ) are non-empty, then we have that |V (U2) ∩ V (

←−
F e
j )| ≤

5m
6 and |V (U2) ∩ V (

−→
F e
j )| ≤ 5m

6 , where we use the fact that max{∆+(Tj∗k[ϕ(V (F ••i ))]),
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∆−(Tj∗k[ϕ(V (F ••i ))])} ≤ 5m
6 . Moreover, if both of |V (U2) ∩ V (

−→
F e
j )| and |V (U2) ∩ V (

←−
F e
j )|

are larger than
√
m + 2, then there exists a complete bipartite digraph with the size of

both parts larger than
√
m in Tj∗k[ϕ(F

i
0)], which contradicts Condition (II) in Lemma 4.2.

Hence, |V (U2)∩V (
←−
F e
j )|+ |V (U2)∩V (

−→
F e
j )| ≤ 5m

6 +
√
m+2, which contradicts the fact that

|V (U2)| ≥ m for sufficiently large m. Thus, one of the V (U2) ∩ V (
←−
F e
j ) and V (U2) ∩ V (

−→
F e
j )

is empty, which implies that ϕ(V (F ••i )) equals to V (
←−
F e
j ) or V (

−→
F e
j ). Note that

←−
F e
j and

−→
F e
j

are copies of F ••j . If j ̸= i, then Hom(F ••i , Tj∗k) = ∅ by Claim 4. Thus we have that i = j.

Since ϕ(V (F ••i )) equals to V (
←−
F e
i ) or V (

−→
F e
i ), if at least one of x = ϕ(zi) and y = ϕ(wi)

is not in V (T0), then ϕ maps at least one of the roots zi, wi of F
••
i to a non-root vertex of

Ti∗k[ϕ(F
••
i )] in V (

←−
F e
i )\{a1, a2} or in V (

−→
F e
i )\{a1, a2}, which leads to a contradiction to Claim

3. Therefore, x, y ∈ V (T0). By Claim 6, either (x, y) or (y, x) is an arc of T0[G]. Without

loss of generality, we may assume (x, y) = e ∈ E(T0[G]). Since
←−
F e
i is a copy of F ••i , there

exists an isomorphism ψ from F ••i to
←−
F e
i under ψ(zi) = x and ψ(wi) = y. Thus, we have

that homx,y(F
••
i ,
←−
F e
i ) > 0. Note that by symmetry, we also have that homx,y(F

••
i ,
←−
F e
i ) =

homy,x(F
••
i ,
−→
F e
i ). This implies that if either e = (x, y) or e = (y, x) is an arc of T0[G], then

homx,y(F
••
i , Ti∗k) = homx,y(F

••
i ,
←−
F e
i ) = homy,x(F

••
i ,
−→
F e
i ) = homy,x(F

••
i , Ti∗k) = bi > 0 for

some constant bi, completing the proof of Claim 7.

Fix i ∈ [s]. Let x, y ∈ V (T⋆
G ) such that (x, y) or (y, x) is an arc in E(Ti∗k[G]) for 1 ≤ k ≤

ri. By Lemma 4.7, Claim 7, the equality (8) and the definition of F †••i , along with the fact

homx,y(F
••
i , Ti∗k) = homy,x(F

••
i , Ti∗k) we obtain above, it follows that homx,y(F

†••
i , T⋆

G ) =

homx,y(F
†••
i , Ti∗k) = homx,y(F

••
i , Ti∗k)

2 = b2i > 0 for some constant bi. For the other cases

of x, y ∈ V (T⋆
G ), we have that homx,y(F

†••
i , T⋆

G ) = 0 again by Lemma 4.7, Claim 7 and the

equality (8).

Finally, we can derive that if (x, y) or (y, x) is an arc in E(Ti∗k[G]) for 1 ≤ k ≤ ri, then

tx,y(F
†••
i , T⋆

G ) =
homx,y(F

†••
i , T⋆

G )

|V (T⋆
G )|2m

=
homx,y(F

†••
i , Ti∗k)

|V (T⋆
G )|2m

=
b2i

|V (T⋆
G )|2m

:= ai > 0

for some constant ai; for the other cases, tx,y(F
†••
i , T⋆

G ) = 0. By the definition of Mi(T
⋆
G ),

we have that Mi(T
⋆
G )[x, y] = tx,y(F

†••
i , T⋆

G ) for x, y ∈ V (T⋆
G ), completing the proof of

Lemma 4.8.

4.3 Proof of Main Lemma 3.3

In this section, we will complete the proof of item 1 in Lemma 3.3 and thus complete the

proof of Theorem 1.4. Note that by Lemma 4.5, we have that for every tournament T and

i ∈ [s], it holds that

t(D
ℓ,F †••

i
, T ) = t(Cℓ,Mi(T )). (9)

To prove Lemma 3.3, we need to construct a sequence of host tournaments. For that,

we need one last ingredient – a class of triangle-free graphs A(k, 2) constructed by Alon in

[1]. We remark that the graphs A(k, 2) are known to be (n, d, λ)-graphs.
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Theorem 4.9 (Alon [1]). There exists an infinite sequence of positive integers k such that

the following holds. For every given integer k in this sequence, there exists a triangle-free

n-vertex d-regular graph A(k, 2) with the second largest eigenvalue (in absolute value) of the

adjacency matrix of A(k, 2) being λ, such that n = Θ(23k), d = Θ(22k) and λ = Θ(2k).4

For each k from the above theorem, applying Lemma 4.8 for the graph Gk := A(k, 2) and

s given positive integers r1, ..., rs, there exists a tournament T⋆
Gk

:= T⋆
G for which (7) holds.

By Lemma 4.6, fix i ∈ [s], there exists a constant ai > 0 such that Mi(T
⋆
Gk

) = aiA(riGk)

up to removing all-zero columns and all-zero rows from Mi(T
⋆
G ). Thus, by Lemma 4.5, we

have that

t(D
ℓ,F †••

i
, T⋆

Gk
) = t(Cℓ,Mi(T

⋆
Gk

)) =
aℓiri hom(Cℓ, Gk)

|V (T⋆
Gk

)|ℓ
=
aℓiri(

∑|V (Gk)|
r=1 λℓr)

|V (T⋆
Gk

)|ℓ
(10)

holds for every i ∈ [s], where λr’s are eigenvalues of the adjacency matrix of Gk such that

|λ1| ≥ |λ2| ≥ ... ≥ |λ|V (Gk)||. For every positive integer ℓ, by the definition of Gk, we have

that
∑|V (Gk)|

r=1 λ4ℓr = λ4ℓ1 +
∑

r≥2 λ
4ℓ
r = Θ(28kℓ) + O(23k · 24kℓ) = (1 + o(1))λ4ℓ1 , here o(1) is

when k →∞. This implies that

xFi(T
⋆
Gk

) =
t(D

8,F †••
i
, T⋆

Gk
)

t(D
4,F †••

i
, T⋆

Gk
)2

=
ri
∑

r λ
8
r

r2i (
∑

r λ
4
r)

2
=

(1 + o(1))riλ
8
1

(1 + o(1))r2i λ
8
1

→ 1

ri
, as k →∞ (11)

and

yFi(T
⋆
Gk

) =
t(D

12,F †••
i
, T⋆

Gk
)

t(D
4,F †••

i
, T⋆

Gk
)3

=
ri
∑

r λ
12
r

r3i (
∑

r λ
4
r)

3
=

(1 + o(1))riλ
12
1

(1 + o(1))r3i λ
12
1

→ 1

r2i
, as k →∞. (12)

Now we are ready to prove Lemma 3.3.

Proof of Lemma 3.3. For any set {r1, ..., rs} of positive integers, combining (11) and (12),

it follows that(
xF1(T

⋆
Gk

), yF1(T
⋆
Gk

), ..., xFs(T
⋆
Gk

), yFs(T
⋆
Gk

)
)
→
(

1

r1
,
1

r21
, ...,

1

rs
,
1

r2s

)
, as k →∞. (13)

This implies that ( 1
r1
, 1
r21
, ..., 1

rs
, 1
r2s
) ∈ D≤s, which completes the proof of item 1 in Lemma 3.3.

Recall item 2 is proved in Appendix A. Thus the proof of Lemma 3.3 is complete.
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A Proof of item 2 in Main Lemma 3.3

Recall that R = {(x, y) ∈ [0, 1]2 : y ≤ x and y ≥ 2r+1
r(r+1) ·x−

1
r(r+1) for x ∈ [ 1

r+1 ,
1
r ], r ∈ N+}.

For every i ∈ [s], let Di = cl({(xFi(T ), yFi(T ))| T is a tournament with t(D4,Fi , T ) ̸= 0}).
The set R is the convex hull of the points {(1r ,

1
r2
)|r ∈ N+}.

We first prove the following key lemma.

Lemma A.1. For every tournament T with t(D
4,F †••

i
, T ) ̸= 0, if xFi(T ) ∈ [ 1

r+1 ,
1
r ] for some

integer r, then we have

yFi(T ) ≥
2r + 1

r(r + 1)
· xFi(T )−

1

r(r + 1)
.

We need several results in [3] to prove this lemma. Let X be the space of infinite vectors

x = (x1, x2, ...), where x1 ≥ x2 ≥ ... ≥ 0 are reals. Let ej(x) :=
∑

1≤i1<...<ij
xi1 · · ·xij be

the j-th elementary symmetric polynomial and pj(x) :=
∑

i x
j
i be the j-th power sum. Note

that when x ∈ X, all these ej(x) and pj(x) are well defined.

Lemma A.2 ([3], Claim 2.10). For any c2, c3 ∈ R, we have that c2e2(x) + c3e3(x) ≥ 0 for

every x ∈ X and e1(x) = 1 if and only if c2e2(x) + c3e3(x) ≥ 0 for x1 = x2 = ... = xm = 1
m

and xm+1 = xm+2 = ... = 0 for every integer m ≥ 1.

We need the following version of Lemma A.2, the proof of which is the same as Lemma A.2

and we omit it here.

Lemma A.3. Let α < 1 be a positive real. For any c2, c3 ∈ R, we have that c2e2(x) +

c3e3(x) ≥ 0 for every x ∈ X and e1(x) = α if and only if c2e2(x) + c3e3(x) ≥ 0 for

x1 = x2 = ... = xm = α
m and xm+1 = xm+2 = ... = 0 for every integer m ≥ 1.

This lemma implies that the convex hull of {(e2(x), e3(x))|x ∈ X, e1(x) = α} is the same

as the convex hull of {(e2(x), e3(x))|x1 = x2 = ... = xm = α
m and xm+1 = xm+2 = ... = 0}

or equivalently, as the convex hull of {(α
2(m−1)
2m , α

3(m−1)(m−2)
6m2 )|m ∈ N}. The following

lemma is an analogy of Claim 2.11 in [3].

Lemma A.4. Let α be a positive real. The convex hull of {(p2(x)
α2 , p3(x)

α3 )|x ∈ X, p1(x) = α}
is equal to the convex hull of {( 1

m ,
1
m2 )|m ∈ N+}.

Proof. Through Newton’s identities, we have that p2(x) = (e1(x))
2 − 2e2(x), and p3(x) =

(e1(x))
3−3e1(x)e2(x)+3e3(x). Since e1(x) = p1(x) = α, we have that p2(x)

α2 = 1− 2e2(x)
α2 and

p3(x)
α3 = 1− 3e2(x)

α2 + 3e3(x)
α3 . This shows that the convex hull of {(p2(x)

α2 , p3(x)
α3 )|x ∈ X, p1(x) =

α} will be an affine transformation of the convex hull of {(e2(x), e3(x))|x ∈ X, e1(x) = α}.
Under this map, for any m ∈ N, the point (α

2(m−1)
2m , α

3(m−1)(m−2)
6m2 ) is mapped to ( 1

m ,
1
m2 ).

This completes the proof of this lemma.

We then prove the following lemma which implies Lemma A.1.

Lemma A.5. The convex hull of {(xFi(T ), yFi(T ))| T is a tournament with t(D
4,F †••

i
, T ) ̸=

0} is contained in the convex hull of {( 1
m ,

1
m2 )|m ∈ N+}.
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Proof. Let α ∈ (0, 1). Then the considered convex hull is the same as the convex hull of{(
t(D

8,F
†••
i

,T )

α2 ,
t(D

12,F
†••
i

,T )

α3

)
| T is a tournament with t(D

4,F †••
i
, T ) = α

}
. For every tour-

nament T with t(D
4,F †••

i
, T ) ̸= 0, let Mi(T ) be the matrix defined in Definition 4.4.

Let λ = (λ1, λ2, ..., λ|V (T )|, 0, 0, ...), where λ1, λ2, ..., λ|V (T )| are the eigenvalues of the ma-

trix Mi(T ) with |λ1| ≥ |λ2| ≥ ... ≥ |λ|V (T )||. Let xj = λ4j for every j, we have that

x = (x1, x2, ...) ∈ X. Note that by Lemma 4.5, it holds that t(D
ℓ,F †••

i
, T ) = t(Cℓ,Mi(T )) =∑|V (T )|

j=1 λℓj . Thus, we have that t(D4,F †••
i
, T ) = p1(x) = p4(λ), t(D8,F †••

i
, T ) = p2(x) = p8(λ)

and t(D
12,F †••

i
, T ) = p3(x) = p12(λ). Then, by Lemma A.4, the convex hull of{(

t(D
8,F †••

i
, T )

α2
,
t(D

12,F †••
i
, T )

α3

)
| T is a tournament with t(D

4,F †••
i
, T ) = α

}

is contained in the convex hull of {( 1
m ,

1
m2 )|m ∈ N+}, which completes the proof.

Now, we can prove item 2 in Lemma 3.3.

Proof of item 2 in Lemma 3.3. We will prove that Di ⊆ R for every i ∈ [s]. Let T be a

tournament with t(D
4,F †••

i
, T ) ̸= 0. Note that we have that t(D

ℓ,F †••
i
, T ) = t(Cℓ,Mi(T )),

which implies that xFi(T ) =
∑

j λ
8
j

(
∑

j λ
4
j )

2 , yFi(T ) =
∑

j λ
12
j

(
∑

j λ
4
j )

3 , where λj ’s are the eigenvalues of

the matrix Mi(T ). By the fact
∑

j λ
8
j ≤ (

∑
j λ

4
j )

2 and
∑

j λ
12
j ≤ (

∑
j λ

4
j )

3, we have that

0 ≤ xFi(T ), yFi(T ) ≤ 1. By Lemma A.1, we obtain that

yFi(T ) ≥
2r + 1

r(r + 1)
· xFi(T )−

1

r(r + 1)

for every tournament T with t(D
4,F †••

i
, T ) ̸= 0 and every integer r when xFi(T ) ∈ [ 1

r+1 ,
1
r ].

Thus, we prove that Di ⊆ R for every i ∈ [s], which implies that D≤s ⊆ Rs.
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