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Abstract We propose a novel speaker-dependent (SD)
multi-condition (MC) training approach to joint learning
of deep neural networks (DNNs) of acoustic models and
an explicit speech separation structure for recognition of
multi-talker mixed speech in a single-channel setting. First,
an MC acoustic modeling framework is established to
train a SD-DNN model in multi-talker scenarios. Such a
recognizer significantly reduces the decoding complexity
and improves the recognition accuracy over those using
speaker-independent DNN models with a complicated joint
decoding structure assuming the speaker identities in mixed
speech are known. In addition, a SD regression DNN
for mapping the acoustic features of mixed speech to the
speech features of a target speaker is jointly trained with
the SD-DNN based acoustic models. Experimental results
on Speech Separation Challenge (SSC) small-vocabulary
recognition show that the proposed approach under multi-
condition training achieves an average word error rate
(WER) of 3.8%, yielding a relative WER reduction of
65.1% from a top performance, DNN-based pre-processing
only approach we proposed earlier under clean-condition
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training (Tu et al. 2016). Furthermore, the proposed joint
training DNN framework generates a relative WER reduc-
tion of 13.2% from state-of-the-art systems under multi-
condition training. Finally, the effectiveness of the proposed
approach is also verified on the Wall Street Journal (WSJ0)
task with medium-vocabulary continuous speech recogni-
tion in a simulated multi-talker setting.

Keywords Multi-talker speech recognition ·
Speaker-dependent model · Single-channel speech
separation · Deep neural networks · Joint training

1 Introduction

With recent wide spreads of smart mobile devices, auto-
matic speech recognition (ASR) technologies are being
utilized in more and more speech enable applications. More-
over, ASR is deployed in many new scenarios, such as
in a living room environment, in which multiple talkers
are speaking at the same time while music or television
programs are ongoing in the background. Speech pre-
processing techniques to reduce noise, separating compet-
ing sources and speech dereverberation are becoming crit-
ically important for speech applications to be used in such
challenging conditions. In this study we focus our attention
on speech recognition of a target speaker in multi-talker sce-
narios in which target speech is often mixed with competing
speech from known and unknown speakers that speech sep-
aration [2] usually needs to be performed first before ASR
could be effectively used. Even with the availability of dual-
microphone settings in today’s mobile devices, the speech
separation performance is still unsatisfactory.
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As early as 2006, the PASCAL Speech Separation Chal-
lenge (SSC) [3] was launched that was focused on recog-
nizing speech of a target speaker corrupted by an interfering
talker with a prior knowledge about the vocabulary and
grammar. Historically, all the approaches to solving this
problem could be mainly divided into three categories. First,
a factorial hidden Markov model (FHMM) [4–7] for sepa-
ration was used to model an interaction between the target
and competing speech signals with their temporal dynamics,
followed by a joint decoding strategy for ASR. Second, non-
negative matrix factorization (NMF) [8, 9] was adopted for
single-channel speech separation. Finally, approaches based
on computational auditory scene analysis (CASA) [10] to
estimate a time-frequency mask of each speaker were pro-
posed in [11–13]. Among all the submissions to SSC, the
IBM superhuman system [4], belonging to the first category,
performed the best and even exceeded human listeners on
this challenge task. It consisted of three main components,
namely a speaker recognizer, a supervised speech separa-
tor, and a speech recognizer, all based on Gaussian mixture
models (GMMs) [14].

Recent studies have shown that deep learning [15, 16]
have led to a great success in many speech processing areas.
For example, in ASR, a hybrid DNN-HMM structure [17–
19] was widely adopted in place of the traditional GMM-
HMM for acoustic modeling. In single-channel speech
separation, approaches based on the DNNs [20–22] were
proposed to separate each target speaker frommixed speech.
Furthermore, for single-channel ASR of target speech, one
work in [23] utilized novel DNN architectures to jointly
model the two mixing speakers with a weighted finite-state
transducer (WFST) [24] based decoder. It was shown to
outperform the IBM superhuman system.

Nonetheless, both state-of-the-art approaches in [4, 23]
utilize a joint decoding framework which requires an addi-
tional computational complexity. Meanwhile, those meth-
ods cannot be easily extended to scenarios with more than
two interfering speakers. To alleviate these difficulties, we
devote our attention here to extracting information of the
target speaker in a semi-supervised mode [20] which is
more relevant in source separation and ASR in multi-talker
scenarios. In [20], speaker-dependent (SD) DNN models
were designed for speech separation as a pre-processing
module for the subsequent ASR task of the target speaker
using clean-condition trained GMM-HMMs, yielding a bet-
ter recognition accuracy than that of the IBM system, and
without the need of using IBM’s joint decoding scheme
which is rather complicated. In this paper, the speaker-
dependent concept is extended from speech separation to
target speech recognition in multi-talker scenarios.

Accordingly, a novel SD-DNN for joint modeling of
front-end speech separation and back-end acoustic model-
ing is proposed to simultaneously separate and recognize

speech of a target speaker. The main contributions are in
three aspects as follows. First, a multi-condition training
strategy based on synthesizing a large-scale training set with
very limited target speaker speech data is adopted to boost
the SD ASR performance in the multi-talker setting, achiev-
ing a significantly lower word error rate (WER) and smaller
runtime latency in comparison to all the existing speaker-
independent (SI) approaches on the SSC task. Second, a
SD regression DNN for mapping the log mel-filterbank
(LMFB) [25] features of mixed speech to LMFB features of
a target speaker is adopted as the front-end, which is differ-
ent from pur recently proposed pre-processing DNN using
log-power spectra features [20]. Finally, the SD front-end
DNN can be seamlessly concatenated and jointly trained
with the SD back-end DNN for acoustic modeling as a
hybrid DNN architecture, which explicitly normalizes the
variability from other interfering speakers and significant
boost theASRperformanceinmulti-speakerspeech recognition.

Experimental results on the small vocabulary SSC task
show that our proposed SD approach is quite robust to the
interference of a competing speaker even in low target-to-
masker ratio (TMR) conditions. The best configured SD
multi-condition system achieves an average WER of 3.8%
across different TMRs, yielding a relative WER reduction
of 65.1% from our already top performing system under
clean-condition training with only DNN-based speech sep-
aration at the front-end [20]. In addition, we also applied
the proposed SD approach is also applied to the Wall Street
Journal (WSJ0) database [26], a medium-vocabulary con-
tinuous speech recognition task, in a new and similar simu-
lated multi-talker setting, and our experimental results also
demonstrate the effectiveness of the proposed joint train-
ing strategy. The final SD multi-condition system achieves
an average WER of 13.2%, or a relative WER reduction
of 86.6% from a clean-condition trained system (with an
average WER of 98.2%).

This study is an extension of the recently disclosed
version [20, 27] with more technical detail and new exper-
imental results on the WSJ0 task with a larger vocabulary.
The remainder of the paper is organized as follows. In
Section 2, a system overview is given. In Section 3, we
detail our proposed SD approach for speech recognition of
a target speaker in multi-talker, mixed speech scenarios. In
Section 4, we report our experimental results and finally we
conclude our findings in Section 5.

2 System Overview

In Fig. 1, we illustrate a work flow of the proposed SD-DNN
multi-talker recognition system. In the upper part of Fig. 1,
a SD multi-condition (SD-MC) training set is first prepared
for a target speaker. Then in the upper portion of the middle
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Figure 1 SD recognition system in multi-talker scenarios.

part of Fig. 1, the MFCC features are extracted from speech
data of all training speakers which are then utilized to train
a speaker-independent (SI) clean-condition acoustic model,
denotes as SI-GMM-AM. This trained model is then used to
align the MFCC features extracted from the target speaker
data to generate the phone state labels of the target speaker.
Next in the lower portion of the middle part of Fig. 1,
the LMFB feature pairs of the mixed speakers and the tar-
get speaker are extracted from the training data samples
and used for joint training of the speaker-dependent DNNs
for speech separation and acoustic modeling, denoted as
SD-DNN-SS and SD-DNN-AM, respectively. And finally a
hybrid DNN (SD-DNN-JT) is generated. And the training
stage can be described as follows:

Step 1: Design SD-MC Training Set
Step 2: Train SI-GMM-AM Model and Obtain the

Labels
1. The MFCC features are extracted from speech

data of all training speakers.

2. Train a speaker-independent (SI) clean-condition
acousticmodel, denotes as SI-GMM-AM, with the MFCC
feature.

3. Align the MFCC features extracted from the tar-
get speaker data to generate the phone state labels of the
target speaker.

Step 3: Joint Train SD-DNN-SS and SD-DNN-AM
Models

1. The LMFB feature pairs of the mixed speakers
and the target speaker are extracted from the training data
samples.

2. Train speaker-dependent DNNs for speech sep-
aration and acoustic modeling, denoted as SD-DNN-SS
and SD-DNN-AM, respectively.

3. A hybrid DNN (SD-DNN-JT) is generated.

In the recognition stage, in the lower part of Fig. 1 as in
most conventional ASR procedures, the LMFB features of
the mixture utterance are directly fed into to the hybrid SD-
DNN-JT to generate the recognized sentence accordingly. In
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the next section, we will elaborate the highlighted modules
in red in Fig. 1, namely the design of the SD-MC training
set and the proposed joint training procedure.

3 Training of Speaker-Dependent DNNs

3.1 Design of a Large-scale SD-MC Training Set

In most conventional SI ASR systems, the multi-condition
training strategy (e.g., [28]) is widely adopted to improve
the ASR robustness in noisy environments. However in
the multi-talker scenarios, this concept may not be directly
applicable because it is difficult to differentiate the interfer-
ing speakers from the target talker. So in the IBM superhu-
man system, the clean-condition trained GMM-HMMs are
adopted with two streams of each speaker from the separa-
tion module for subsequent joint decoding. Only in a recent
work [23], a DNN architecture to simultaneously model two
speakers at the output layer of a DNN could accommodate
the multi-condition training strategy for SI recognition sys-
tems. However, its flexibility to more mixed speakers and
runtime latency will still need to be addressed in real appli-
cations. In our proposed SD recognition framework, the
ambiguity between speakers has been reduced by focusing
on the target speaker. The required SD-MC training set can
be inherently designed with the following procedure: (i) in
the time domain, the waveform of each target speaker utter-
ance is added with a time-synchronized segment of different
interfering speakers normalized by a specified TMR to form
a mixture utterance; (ii) by randomizing both the interfering
segments and the TMR levels, a large-scale SD-MC data set
can be synthesized even if only a very limited target speaker
data set is available, e.g., about 15 minutes of SD training
speech for each target speaker in the SSC task.

3.2 Labeling of the Mixture Utterances

For training of SD-DNN-AM with the synthesized SD-MC
training set in multi-talker scenarios, the SI GMM-HMMs
can not correctly classify the silence segments which are
dominated by the interfering speakers in mixed speech. So
the labels of the mixture utterances used in acoustic mod-
eling should correspond to those of the underlying target
speaker utterances. In this way, the HMMs of the speech
units are guided to learn the phonetic information of the tar-
get speaker while the speech segments dominated by other
interfering speakers are forced to be aligned to the “non-
speech” units, like the filler segments in keyword spotting
[29, 30]. With this SD recognizer, it can perform a ”selec-
tive” recognition of speech segments corresponding to the
target speaker and ignore the segments dominated by other
interfering speakers.

Figure 2 An illustration of SD-DNN-SS.

3.3 Training of Speech Separation DNNs

Although theSD-DNN-AMbuiltwiththe SD-MC training data
can achieve a quite competitive recognition performance,
the interferences from other speakers as the irrelevant vari-
abilities are not explicitly addressed. Motivated by the pre-
processing approach to extract speech of the target speaker
[27, 31], here we adopt the DNN as a regression model
to directly map the ASR features of the mixed speakers to
those of the target. It can be considered as an irrelevant
variability normalization step [32, 33] for the SD recog-
nizer. As shown in Fig. 2, both the input and output layers
consist of multiple frames as the acoustic context. And the
estimated target LMFB features can be used to retrain the
SD-DNN-AM models.

For training SD-DNN-SS, the stereo set consisting of the
same SD-MC mixed data described in Section 3.1 with the
underlying target speaker data is adopted. We follow the
proposed approach in [31]. An unsupervised pre-training
step via the restricted Boltzmann machine (RBM) [34] is
first conducted in a layer-by-layer manner. Then with the
pre-trained parameters, supervised fine-tuning is performed
with a minimum mean squared error (MMSE) criterion [35]
between the DNN output and the reference LMFB features
of the target speaker:

E = 1

N

N∑

n=1

‖x̂n+τ
n−τ

(
yn+τ

n−τ , W , b
) − xn+τ

n−τ‖22 + κ‖W‖22 (1)
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where x̂
n+τ
n−τ and xn+τ

n−τ are the nth D(2τ +1)-dimensional
vectors of estimated and reference LMFB features of the target
speaker, respectively. yn+τ

n−τ is a D(2τ +1)-dimensional vec-
tor of input mixed speech features with neighboring left and right
τ frames as the acoustic context. W and b denote all the
weight and bias parameters. κ is the regularization weighting
coefficient to avoid over-fitting. The objective function is
optimized using back-propagation with a stochastic gradient
descent method in mini-batch mode of N sample frames.

3.4 Acoustic Modeling and Joint Training

To build the acoustic model SD-DNN-AM, we follow the
recipe in [17, 18, 36]. First, GMM-HMMs trained on clean
utterances of the target speakers are used to generate the
frame-level senone [17] (shared HMM state) labels for
the SD-MC data set. Then layer-by-layer generative pre-
training [18] followed by discriminative pre-training [36] is
conducted. Finally, the cross-entropy (CE) criterion [37] is
adopted to update all the parameters.

So far, SD-DNN-SS and SD-DNN-AM are separately
learned using different objective functions. Since the output
layer of SD-DNN-SS can be directly fed into the input layer
of SD-DNN-AM, it is straightforward to concatenate the
two DNNs to form a hybrid DNN (SD-DNN-JT) with the
learning objective to maximize the recognition performance
as in conventional DNN-based ASR systems. Therefore the
proposed joint training procedure as illustrated in Fig. 3 can
be described as follows.

Step 1: Train a SD-DNN-SS to eliminate the interferences
of other speakers. Meanwhile, the speech distortions of
the target speakers might be also generated.

Step 2: Train a SD-DNN-AM with the SD-MC training
set as an initial model. Then fine-tune all the parameters
with the SD-DNN-SS generated features.

Step 3: Concatenate SD-DNN-SS and SD-DNN-AM as
one SD-DNN-JT and fine-tune all the parameters of
SD-DNN-JT via the CE criterion. And the speech distor-
tions in Step 1 might be alleviated via this joint training
step.

To illustrate the differences of recognizing mixed speech
under clean-condition and multi-condition training, Fig. 4
gives spectrograms together with the recognition results of
a test utterance using the two recognizers. Fig. 4a and b
show the spectrograms of target and interfering speech with
the correct texts, respectively. For a comparison, we insert
the segment of silence into the end of interfering speech to
make the two utterances with an equal length. Fig. 4c is
the spectrogram of mixture utterance with the recognition
results using clean-condition and multi-condition models.
The speech segments of the mixture utterance marked by the
yellow rectangle boxes, from either the target or the inter-
fering speaker, are both recognized by the clean-condition
model, while the proposed SD multi-condition model only
recognizes the segments belonging to the target speaker. As
for the speech segments marked by the green rectangle boxes,
where the speech segments of the target and interfering speakers

Figure 3 An illustration of the
joint training procedure.
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Figure 4 Spectrograms with the recognition results of an utterance from the test set using clean-condition and multi-condition trained recognizers.

are overlapped in the mixture utterance, the recognition
results of the clean-condition trained model are wrong,
while the proposed SD multi-condition model can correctly
recognize mixed speech. Clearly the proposed SD multi-
condition training approach is quite robust to the interfering
speaker for multi-talker recognition.

4 Experiments and Result Analysis

First, we demonstrate the effectiveness of our proposed
approach using the SSC database [38], where the task aims
at the small vocabulary with a command-sentence gram-
mar. Second, we apply our approach to more challenging



J Sign Process Syst

recognition task using WSJ0 database [26], which is a
medium-vocabulary continuous speech recognition task.

4.1 Experiments on the SSC Task

4.1.1 Setup

Our experiments were first conducted on the SSC corpus.
The challenge task was to recognize the keywords from sim-
ple target sentences when presented with a simultaneous
masker sentence with a very similar structure [3]. All the
training and test materials were drawn from the GRID cor-
pus [39]. There were 34 speakers for both training and test
sets, including 18 males and 16 females. For the training set,
500 clean utterances were randomly selected from the GRID
corpus for each speaker. The test set of the SSC corpus con-
sisted of two-speaker mixtures at a range of TMRs from
-9dB to 6dB with an increment of 3dB. The fixed grammar
contains six parts: command, color, preposition, letter (with
W excluded), number, and adverb. During the test phase,
the speaker who uttered the color “white” was treated as the
target speaker. The evaluation metric was the WER on let-
ters and numbers spoken by the target speaker. Note that the
recognition performances were evaluated on the test mix-
ture utterances, including combinations of the same gender
and different genders.

As for front-end and back-end processing, we follow
most of the system configurations in [23]. First, 64-dim
LMFB features with a context window of 9 frames were
adopted to train both the SD-DNN-SS and SD-DNN-
AM components. The architecture of SD-DNN-SS was
576-2048-2048-2048-576, denoting that the size was 576
(64 × 9, τ = 4) at the input layer, with 2048 units for
the 3 sigmoidal hidden layers, and 576 for the output
layer. Meanwhile, the SD-DNN-AM had 7 sigmoidal hid-
den layers with 2048 hidden units in each layer and the
final soft-max output layer with 534 units corresponding
to the tied states of HMM. The mini-batch size was set
to 256. Other system parameter settings can be found in
[31, 40, 41].

4.1.2 Experiments under Clean-condition Training

In the first set of experiments, both the performances of SI
and SD DNN-HMM systems on the test set of all 34 tar-
get speakers under clean-condition training are compared in
Table 1 as the baselines. For the SI system, one set of DNN
acoustic model was trained using all 17,000 clean utterances
from 34 target speakers. And for the SD system, 34 sets of
DNNs were separately trained using 500 clean utterances
from each target speaker. Obviously, it was a mismatch
testing scenario under clean-condition training. Although
the SD system slightly outperformed the SI system, both

Table 1 WER comparison of SI and SD DNN-HMM systems under
clean-condition training on the test set of all 34 target speakers with
different TMRs.

System 6dB 3dB 0dB −3dB −6dB −9dB

SI 32.8 47.1 63.3 76.9 84.2 90.9

SD 31.5 45.6 59.1 72.8 82.3 89.8

systems yielded very poor performance, especially under
low TMRs, implying a need of for multi-condition training.

4.1.3 Experiments Under Multi-condition Training

In the following, 6 target speakers, including 3 males
(IDs: {9, 15, 32}) and 3 females (IDs: {11, 23, 24}), were
randomly selected for training and testing, because train-
ing both SD-DNN-SS and SD-DNN-AM with the SD-MC
training set (typically more than 100-hour speech data) was
time-consuming.

Table 2 lists a WER comparison of the SD DNN-HMM
systems under clean-condition and multi-condition training
on the test set of 6 selected target speakers with different
TMR levels. For clean-condition training, 500 clean utter-
ances of each target speaker were used. Then each clean
utterance was corrupted with speech segments randomly
selected from utterances of other 33 interfering speakers
normalized by a specified TMR level. To cover 6 TMR lev-
els in the test set, ranging from -9 dB to 6 dB with an
increment of 3 dB, 3000 (500×6) mixture utterances in
total were adopted in multi-condition training for each target
speaker. First, the average WERs of the 6 target speakers in
different TMRs under clean-condition training were similar
to those of the SD system in Table 1, which indicated 6 ran-
domly selected speakers had a good representation of all 34
speakers and would be used for the subsequent experiments.
Second, multi-condition training significantly reduced the
average WER from 66.2% in clean-condition training to
28.1%, yielding a relative WER reduction of 57.6%.

As described in Section 3.1, the design of the SD-MC
training set can be scalable by using a huge amount of syn-
thesized mixture data. Table 3 shows a WER comparison of
SD DNN-HMM systems on the test set of 6 selected tar-
get speakers under multi-condition training with different

Table 2 WER comparison of SD DNN-HMM systems under clean-
condition (Clean) and multi-condition (Multi) training on the test set
of 6 selected target speakers with different TMRs.

System 6dB 3dB 0dB −3dB −6dB −9dB Avg.

Clean 32.3 47.2 61.9 78.3 85.2 92.3 66.2

Multi 19.7 23.9 25.4 28.2 31.7 39.4 28.1
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Table 3 WER comparison of SD DNN-HMM systems on the test set
of 6 selected target speakers under multi-condition training with dif-
ferent amounts of training data ( 3000, 102000, and 357000 training
utterances for S1, S2 and S3, respectively).

System 6dB 3dB 0dB −3dB −6dB −9dB Avg.

S1 19.7 23.9 25.4 28.2 31.7 39.4 28.1

S2 6.3 7.1 9.1 9.8 10.6 11.2 9.1

S3 2.1 2.8 3.5 3.5 4.3 6.3 3.8

amounts of training data. Three multi-condition trained SD
systems, S1, S2, and S3, using different amounts of training
data, respectively, were compared. S1 was exactly the same
as the Multi system in Table 2. S2 was a modified version
of S1, where each clean utterance of the target speaker was
repeatedly 34 times corresponding to all 34 speakers giv-
ing a total of 102000 (500×34×6) training utterances. In
obtaining S3 we adopted a different TMR setting from S2,
namely ranging from -10 dB to 10 dB with an increment
of 1 dB, generating a set of 357000 (500×34×21) train-
ing utterances approximately equal to about 150 hours of
speech data. To our surprise, WERs for all TMRs were sig-
nificantly reduced with the increase of training data amounts
in terms of the resolutions for interfering speakers (from S1
to S2) and the TMR levels (from S2 to S3). The S3 system
achieved an average WER of 3.8%, representing a relative
WER reduction of 86.5% and most likely the best published
results so far in literature, from S1 with a WER of 28.1%.

4.1.4 Experiments with Jointly Trained DNN Models

Finally, on top of the high-performance S3 system, we
examine the effectiveness of our proposed jointly trained
SD-DNN-JT system as shown in Table 4. In most TMR lev-
els, significant performance gains could be observed from
the SD-DNN-JT system with an average WER of 3.3%, or a
relative WER reduction of 13.2% from the multi-condition
trained SD-DNN-AM system. One more interesting obser-
vation was that theWERs of the SD-DNN-JT system among
the TMR range from -6 dB to 3 dB were exactly corre-
sponding to the WERs of the SD-DNN-AM system from
-3 dB to 6 dB, with an increment of 3 dB in TMR, which

Table 4 WER comparison of the multi-condition trained SD-DNN-
AM system (Multi) and the jointly trained SD-DNN-JT system (Joint)
on the test set of 6 selected target speakers.

System 6dB 3dB 0dB −3dB −6dB −9dB Avg.

Multi 2.1 2.8 3.5 3.5 4.3 6.3 3.8

Joint 2.1 2.1 2.8 3.5 3.5 5.6 3.3

SND-DNN[27] 7 8.5 9.2 11.3 12.7 16.9 10.9

indicated that the SD-DNN-JT could play the role of
improving the TMR of the input mixture utterances via the
SD-DNN-SS structure to reduce the impact of the interfer-
ences. In comparison to a WER of 10.9% obtained with the
proposed pre-processing DNN approach in [27], a relative
WER reduction of 69.7% could be observed. Even the worst
recognition performance of SD-DNN-JT at -9 dB (a WER
of 5.6%) was much better than the best performance of the
pre-processing DNN approach at 6 dB (a WER of 7%).

4.2 Experiments on the WSJ0 Task

4.2.1 Setup

The medium-vocabulary continuous speech recognition task
based on WSJ0 database [26] is adopted for the follow-
ing experiments. There are 83 speakers providing short-term
data for SI training in the database. We selected 2 speakers
(1 female and 1 male) as the target speakers and other 10
speakers (5 females and 5 males) as the interfering speak-
ers to construct the experimental data set. There were about
90 utterances for each speaker, with an average duration
of about 7 s. For each speaker, we selected 10 utterances
as the test data and the remaining utterances as the train-
ing data. For clean-condition training, all clean utterances
of the 83 speakers excluding 20 test utterances of two tar-
get speakers were used. For multi-condition training, each
training utterance of each target speaker was corrupted with
speech segments randomly selected from utterances of other
10 interfering speakers normalized by 5 different TMR lev-
els, ranging from -6 dB to 6 dB with an increment of 3
dB, generating a set of 4000 (80×10×5) training utterances
approximately equal to about 50 hours of speech data. The
test utterances of each target speaker were mixed with 4
selected interfering speakers (2 females and 2 males) at five
different TMR levels, ranging from -6 dB to 6 dB with an
increment of 3 dB. Therefore, at each TMR level, there are
2 × 4 × 10 = 80 test utterances.

As for front-end and back-end processing, the configu-
rations were similar to Section 4.1.1. First, 40-dimensional
LMFB features (appended with first-order and second-order
derivatives) with a context window of 11 frames were
adopted to train both the SD-DNN-SS and SD-DNN-AM
components. The architecture of SD-DNN-SS was 1320-
2048-2048-2048-1320, which denoted that the size was
1320 (40 ×3×11, τ=5) at the input layer, 2048 for the
3 sigmoidal hidden layers, and 1320 for the output layer.
Meanwhile, the SD-DNN-AM had 7 sigmoidal hidden lay-
ers with 2048 hidden units in each layer and the final
soft-max output layer with 1985 units corresponding to the
tied states of HMMs. The mini-batch size was set to 256.
For the decoding, 3-gram language model with 5k-word
vocabulary was adopted.
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Table 5 WER comparison of SI DNN-HMM system under clean-
condition training on the test set of one male and female target speakers
with different TMRs.

System 6dB 3dB 0dB −3dB −6dB Avg.

Male 70.3 83.5 94.5 115.4 121.4 97.0

Female 78.4 92.2 98.8 112.6 115.0 99.4

Avg. 74.4 87.9 96.7 114.0 118.2 98.2

4.2.2 Experiments Under Clean-condition Training

Table 5 shows a WER comparison of SI DNN-HMM sys-
tems on the test set of one male and female target speakers
under clean-condition training. Obviously, it was still a mis-
match testing scenario under clean-condition training. And
for this medium-vocabulary continuous speech recognition
task, the WERs at low TMRs were over 100% due to
many insertion errors, where speech segments of interfering
speakers were also recognized as the target speech, just like
the example in Fig. 4.

4.2.3 Experiments Under Multi-condition Training

Table 6 gives a WER comparison of SD DNN-HMM sys-
tems on the test set of one male and female target speakers
under multi-condition training. By comparing the results of
Tables 5 and 6, the SD multi-condition training not only
reduced the mismatch between training and testing, but also
made the speech recognizer distinguish the target speaker
and the interfering speaker. The SD DNN-HMM system
achieved an average WER of 15.4%, representing a rela-
tive WER reduction of 84.3% from SI DNN-HMM system
under clean-condition training with a WER of 98.2%.

4.2.4 Experiments with Jointly Trained DNN Models

Finally, we also examine the effectiveness of our proposed
jointly trained SD-DNN-JT system on WSJ0 database as
shown in Table 7. Similar performance gains could be
observed from the SD-DNN-JT system with an average
WER of 13.2%, or a relative WER reduction of 14.3%
from the multi-condition trained SD-DNN-AM system (an
average WER of 15.4%), which demonstrated that our

Table 6 WER comparison of SD DNN-HMM system under multi-
condition training on the test set of one male and female target speakers
with different TMRs.

System 6dB 3dB 0dB −3dB −6dB Avg.

Male 11.6 12.6 13.6 15.8 20.0 14.7

Female 11.3 12.4 15.5 18.4 22.9 16.1

Avg. 11.4 12.5 14.5 17.1 21.4 15.4

Table 7 WER comparison of SD-DNN-JT system under multi-
condition training on the test set of one male and female target speakers
with different TMRs.

System 6dB 3dB 0dB −3dB −6dB Avg.

Male 10.6 11.0 12.3 14.4 16.3 12.9

Female 9.2 10.3 12.6 15.7 19.4 13.4

Avg. 9.9 10.7 12.4 15.0 17.9 13.2

proposed approach could be still quite effective for the
medium-vocabulary continuous speech recognition task.

5 Conclusion and Future Work

In this paper, we have proposed a novel speaker-dependent
approach to simultaneous speech separation and acous-
tic modeling in one hybrid DNN architecture for single-
channel automatic speech recognition of mixture speech in
a multi-talker setting. Coupling with a new multi-condition
training strategy, we have obtained very promising speech
recognition results on the SSC task. In the meantime we
have also verified the effectiveness of the proposed frame-
work on medium-vocabulary continuous speech recognition
using the WSJ0 database in a simulated multi-speaker sit-
uation. We have demonstrated that the conventional multi-
condition training framework can be extended to multi-
condition training in a speaker-dependent setting with inter-
fering speakers serve as the varying conditions we are
exploiting, an ideal scenario in which the information of a
particular known speaker is fully utilized for both source
separation and speech recognition. As for future work, first
we will try to optimize the training criterion, such as use
multi-task training where the SS objective as part of the
training criterion. Second, we will continue to explore more
target speakers and larger database. Finally, we will con-
tinue to explore adverse conditions, including background
and convolutional noises together with multiple-speaker
interferences.
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