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\section*{Abstract}

This paper presents a new discriminative linear regression approach to adaptation of a discriminatively trained prototype-based classifier for Chinese OCR. A so-called sample separation margin based minimum classification error criterion is used in both classifier training and adaptation, while an Rprop algorithm is used for optimizing the objective function. Formulations for both model-space and feature-space adaptation are presented. The effectiveness of the proposed approach is confirmed by a series of experiments for adaptation of font styles and low-quality text, respectively.

\section*{1. Introduction}

With the fast development of mobile internet, OCR-based applications are becoming increasingly more popular (e.g., [1–4]). However, the most off-the-shelf OCR engines were trained on scanned documents, and they may not work well for new application scenarios where the properties of the captured character images are significantly different from the ones in the training data set (e.g., [5]). One of the solutions to address this problem is to adapt a pre-trained classifier to deal with the new scenario by using the document to be recognized itself via an unsupervised adaptation strategy, or by using a small amount of adaptation data collected in the target scenario via a supervised adaptation strategy.

Using adaptation to improve the OCR accuracy has been a research topic for several decades. Some ingenious ideas specific to OCR have been tried. For example, Nagy et al. [6,7] demonstrated that a character classifier trained on many typefaces can be adapted effectively to text in a single unknown typeface by using a self-adaptation strategy, or by using a small amount of adaptation data collected in the target scenario via a supervised adaptation strategy.

In this paper, we study the adaptation techniques for Chinese OCR. One of the state-of-the-art techniques to build a Chinese OCR engine is to use a discriminatively trained prototype-based classifier as reported in [22]. In spite of the large vocabulary of Chinese characters, such a classifier can be made both compact...
A high recognition accuracy can be achieved by using Gabor features, LDA (linear discriminant analysis) or MCE (minimum classification error) based discriminative feature extraction, and MCE-based classifier parameter training [22]. Recently, a so-called sample separation margin (SSM) based MCE training approach was proposed in [25] for training prototype-based classifiers, which performs better than the MCE training approach in [22]. In [23], the SSM-MCE training approach has been used to construct a state-of-the-art compact prototype-based handwritten Chinese character recognizer where a batch-mode Quickprop algorithm [26] is used for optimizing the SSM-MCE objective function. In [27], the SSM-MCE formulation has been extended to training pattern classifiers with quadratic discriminant functions (QDF), including the "modified quadratic discriminant function (MQDF)" [28] popular in the areas of OCR and handwriting recognition for East Asian languages. In this study, we have built our baseline classifier for Chinese OCR by using the techniques described in [22,25,23] with a minor difference: we used an Rprop algorithm (e.g., [29,30]) to optimize the SSM-MCE objective function because the setting of control parameters is much easier than the Quickprop algorithm used in [23].

The main contribution of this paper is to propose a new SSM-MCE linear regression (LR) approach to adaptation of an SSM-MCE trained prototype-based classifier and demonstrate its effectiveness for Chinese OCR as an illustrative example. Formulations for both model-space and feature-space adaptation are presented. In terms of general concept, our work is related to the MCE-LR approach reported in [31] for speaker adaptation of CDHMM-based speech recognizer, where a traditional MCE objective function is used. Our work is also relevant to the STM work on writer adaptation for handwritten Chinese character recognition reported in [16,17], where a similar MCE training approach as in [22] is used to train a prototype-based classifier, but a least regularized weighted squared error approach is used to estimate a global feature transform (a.k.a., style transfer mapping (STM)) for writer adaptation. The adaptation capability of the STM approach is similar to our feature-space adaptation approach, but is inferior to our model-space adaptation approach because multiple transforms can be used for model adaptation. Even for feature-space approach, our experimental results show that our approach performs significantly better than the original STM approach in [16] for both supervised and unsupervised adaptation of font styles and low-quality text, respectively, which confirms that SSM-MCE is a better objective function to learn the feature transform.

Fig. 1 illustrates an overall system development flow of our work in this paper. In training stage, after feature extraction of training samples, an LBG clustering algorithm [32] is used to construct multiple prototypes for each character class. Then a baseline classifier is constructed by using the SSM-MCE training. For model-space adaptation, an adapted classifier is constructed by using the linear regression transform(s) estimated from the adaptation data and the baseline classifier, which will be used to recognize unknown characters in the target scenario. For feature-space adaptation, a global feature transform is estimated from the adaptation data, which will be used to transform the feature vector of the unknown character back into the feature space of the training data so that the baseline classifier can be used in recognition stage.

It is noted that the preliminary results of this study have been published in [33]. The current paper is an extended version of the above report by including more detailed descriptions of relevant procedures, reporting additional experimental results and findings, and adding new figures and references to make the presentation more readable and accessible.

The remainder of the paper is organized as follows. In Section 2, we describe briefly how to construct a multi-prototype based classifier by using the SSM-MCE training. In Section 3, we present formulations of SSM-MCE LR for both model-space and feature-space adaptation. Several important implementation issues are discussed in Section 4. In Section 5, we report experimental results for adaptation of font styles and low-quality text, respectively. Finally we conclude the paper in Section 6.

2. SSM-MCE training of a multi-prototype based classifier

Suppose our classifier can recognize M character classes denoted as \( \{ C_i | i = 1, \ldots, M \} \). For a multi-prototype based classifier, each class \( C_i \) is represented by \( K_i \) prototypes, \( \lambda_i = \{ m_{ik} \in \mathbb{R}^D | k = 1, \ldots, K_i \} \), where \( m_{ik} \) is the \( k \)-th prototype of the \( i \)-th class. Let us use \( A = \{ \lambda_i \} \) to denote the set of prototypes. In the classification stage, a feature vector \( x \in \mathbb{R}^D \) is first extracted. Then \( x \) is compared with each of the \( M \) classes by evaluating a Euclidean distance based discriminant function for each class \( C_i \) as follows:

\[
g_i(x; \lambda_i) = -\min_k \| x - m_{ik} \|^2.
\] (1)

The class with the maximum discriminant function score is chosen as the recognized class \( r(x; A) \), i.e.,

\[
r(x; A) = \arg \max_i g_i(x; \lambda_i).
\] (2)

In the training stage, given a set of training data \( X = \{ x_r \in \mathbb{R}^D | r = 1, \ldots, R \} \), first we initialize \( A \) by LBG clustering [32]. Then \( A \) can be re-estimated by minimizing the following MCE objective function:

\[
l(X; A) = \frac{1}{R} \sum_{r=1}^{R} \frac{1}{1 + \exp[-d(x_r; A) + \beta]}.
\] (3)

where \( \alpha, \beta \) are two control parameters, and \( d(x_r; A) \) is a misclassification measure defined by using a so-called sample
separation margin (SSM) as follows [25]:
\[ d(x_i; \Lambda) = \frac{-g_p(x_i; \lambda_p) + g_q(x_i; \lambda_q)}{2\|m_{pk} - m_{qk}\|}, \]  
(4)
where
\[ k = \arg\min_k ||x_i - m_{pk}||^2, \]  
(5)
\[ q = \arg\max_{i \in M_b} g(x_i; \lambda_i), \]  
(6)
\[ R = \arg\min_k ||x_i - m_{qk}||^2, \]  
(7)
and \( M_b \) is the hypothesis space for the \( r \)th sample, excluding the true label \( \rho \).

To optimize the objective function, in [23], a modified Quickprop procedure is used. In this work, an Rprop algorithm described in [30] is adopted. The detailed formulation is given in Appendix A.

3. SSM-MCE linear regression

To adapt an OCR engine, we can adapt the classifier to the new scenario (i.e., model-space method) or adapt the observed features in the new scenario back to the original feature space (i.e., feature-space method).

3.1. Model-space method

Suppose we are given a set of labeled adaptation data \( Y = \{y_r \in \mathbb{R}^D | r = 1, \ldots, R_2\} \) collected in the target application scenario. For model-space method, we transform the parameters of the original classifier as follows:
\[ m_{pk} = f(m_{pk}; \Theta) = A_k m_{bk} + b_k, \]  
(8)
where \( i \) and \( k \) are indices of class and prototype, respectively; and \( e_i \) is the transform index for the \( i \)th class. Let us use \( \Theta = \{(A_k, b_k) | e = 1, \ldots, E\} \) to denote the set of transform parameters, where \( A_k \) is a \( D \times D \) nonsingular matrix and \( b_k \) is a \( D \)-dimensional bias vector. The SSM-MCE objective function is defined as follows:
\[ l(Y; \Lambda, \Theta) = \frac{1}{R_2} \sum_{r=1}^{R_2} \frac{1}{1 + \exp[-zd(y_r; \Lambda, \Theta) + \beta]}, \]  
(9)
where
\[ d(y_r; \Lambda, \Theta) = \frac{-g_p(y_r; \lambda_p) + g_q(y_r; \lambda_q)}{2\|m_{pk} - m_{qk}\|}, \]  
(10)
\( \lambda_p \) and \( \lambda_q \) represent the prototype set after model-space transformation using Eq. (8) for the \( p \)th and \( q \)th class, respectively.

We use again an Rprop algorithm to optimize \( \Theta \) with a procedure detailed in Appendix B.

3.2. Feature-space method

For feature-space method, the following global feature transformation function is used:
\[ x_r = f(y_r; \Theta) = Ay_r + b, \]  
(11)
where \( A \) is a \( D \times D \) nonsingular matrix, \( b \) is a \( D \)-dimensional bias vector, \( y_r \) and \( x_r \) are the \( r \)th \( D \)-dimensional input and transformed feature vectors, respectively.

The SSM-MCE objective function is defined as follows:
\[ l(Y; \Lambda, \Theta) = \frac{1}{R_2} \sum_{r=1}^{R_2} \frac{1}{1 + \exp[-zd(y_r; \Lambda, \Theta) + \beta]}, \]  
(12)
where
\[ d(y_r; \Lambda, \Theta) = \frac{-g_p(y_r; \lambda_p) + g_q(y_r; \lambda_q)}{2\|m_{pk} - m_{qk}\|}. \]  
(13)

The optimization procedure for \( \Theta \) is almost the same as Appendix B except the derivatives of the objective function, which are listed in Appendix C. In recognition stage, the estimated transform \( \{A, b\} \) is used to transform the feature vector of each unknown character first, which is then fed to baseline classifier for recognition.

3.3. Defining regression classes

In the previous formulation of model-space method, the LR transforms are tied across character classes, where each transform is associated with a set of character classes. To design a fully automatic adaptation procedure for any given amount of labeled adaptation data, we use a regression class tree to group the character classes, just like what has been done in MLLR [20]. As shown in Fig. 2, a binary regression tree is constructed to cluster similar character classes. Each leaf node holds a bucket of character classes, while each internal node holds the set of character classes from its descendants. Starting from the root node which holds all the character classes, the regression tree is constructed as follows until the specified number of leaf nodes is reached:

- **Step 1**: Select a leaf node to split. All the prototypes of character classes in this leaf node are pooled together as samples.
- **Step 2**: Use LBG algorithm [32] to cluster the above samples into two clusters with a centroid calculated for each cluster.
- **Step 3**: For each character class in the parent node, it is classified to one of the above two clusters which gives the smaller total Euclidean distance between the prototypes of this character and the centroid of the corresponding cluster.
- **Step 4**: Go to Step 1 if the specified number of leaf nodes is not reached; Stop, otherwise.

In the adaptation stage, given a fixed amount of adaptation data, a maximum rooted subtree is obtained from the above regression class tree such that each leaf node in the subtree has at least \( N_f \) adaptation samples. For each leaf node of the subtree, a regression class will be assigned and an LR transform will be trained. In this way, the number of regression classes \( E \) can be determined automatically. \( N_f \) is a control parameter set empirically.

3.4. Discussion

For notational convenience, we refer to hereinafter our SSM-MCE based feature-space and model-space LR approaches as follows.
as F-DLR (feature-space discriminative linear regression) and M-DLR (model-space discriminative linear regression), respectively.

Because only a single global transform is used in feature-space method, this adaptation scheme is good for adaptation scenario with a very limited amount of adaptation data. Compared with the STM approach in [16], our feature transformation function is more general than STM by having an additional bias term. The main advantage of the STM approach is to have a closed-form solution for estimating the feature transform, which can be used, as discussed in the next section, for initialization of the Rprop optimization of our DLR objective function. As for the objective function, SSM-MCE is more directly related to the objective of minimizing the recognition error than the weighted mean squared error objective function used in STM approach.

When more adaptation data are available, the M-DLR approach is preferred because more LR transforms can be used to achieve a better adaptation effect. When large amount of adaptation data are available, for the extreme case of using a bias transform for each prototype, SSM-MCE-LR adaptation becomes equivalent to SSM-MCE re-training of the prototype-based classifier using the adaptation data. It is hoped that the M-DLR adaptation will approach the upper bound of re-training when enough flexible LR transforms are used in practice.

4. Implementation issues

4.1. STM-based initialization

In our F-DLR approach, we initialize the bias vector as \( b = 0 \), and use the STM approach in [16] to initialize the \( A \) matrix as follows:

- Define the source point set as the set of feature vectors of adaptation samples, and the target point set as the set of the corresponding prototypes with the smallest Euclidean distances to those feature vectors.
- Find a style transfer matrix \( A \) to solve the following optimization problem:

\[
\min_A \sum_t f_t(s_t - t_t)^2 + \beta_1 \| A - I \|^2_2.
\]

where the \( r \)th source point \( s_r \) is transformed to the target point \( t_r \) with the confidence \( f_r \), which is set as 1 for supervised adaptation, and a value between 0 and 1 for unsupervised adaptation as described in the next subsection. The hyper-parameter \( \beta_1 \) is set as

\[
\beta_1 = \frac{\hat{\beta}_1}{2D} \text{tr} \left( \sum_r f_r(s_r + t_r)s_r^T \right).
\]

where \( \text{tr}(\cdot) \) is the trace of a matrix and \( \hat{\beta}_1 \) takes a value between 0 and 3. The closed-form solution of the above problem is as follows:

\[
A = \left[ \sum_t f_t s_t s_t^T + \beta_1 I \right]^{-1} \left[ \sum_t f_t s_t s_t^T + \beta_1 I \right].
\]

In our M-DLR approach, we initialize the bias vector as \( b_r = 0 \), and initialize the \( A_r \), matrix separately for each regression class \( e_r \) in a similar way as described above by using the adaptation samples of the corresponding regression class, and exchanging the role of \( s_r \) and \( t_r \) in Eqs. (14)-(16), respectively.

4.2. Data selection for unsupervised adaptation

In unsupervised adaptation, the class labels of adaptation data are obtained by recognition results using the baseline classifier. To mitigate the negative effect of the possible wrong labels, in STM-based unsupervised adaptation, the following confidence measure is used as suggested in [16]:

\[
f_r = \frac{\exp[-tg_y(x_r; \hat{\lambda})]}{\sum_{r'} \exp[-tg_y(x_r; \hat{\lambda})]}, \quad \tau = \frac{R_1}{\sum_{r'} g_y(x_r; \hat{\lambda})},
\]

where \( p \) is the label assigned to adaptation sample \( x_r \) by the recognizer and \( \tau \) is estimated from the training set. This trick works only when the recognition accuracy of the baseline classifier is relatively high. To play safe, in this study, we propose to only use those samples which achieve high enough confidence for adaptation as follows:

\[
Y_{\text{sub}} = \{ y_r \mid f_r > \beta_2 f_{\text{train}}, y_r \in Y \}.
\]

where \( f_{\text{train}} \) is the averaged confidence calculated using Eq. (17) on the training set and \( \beta_2 \in [0, 1] \) is a weighting coefficient. The new STM approach using this data selection trick is referred to as “STM-Sub” approach hereinafter. Experimental results show that the STM-Sub outperforms the original STM, especially for those cases with very low recognition accuracy.

For DLR-based unsupervised adaptation, the above data selection strategy is also used in each iteration of Rprop optimization. The label “\( p \)” and the most competing label “\( q \)” in Eqs. (10) and (13) are replaced by the best and the second best recognition results, respectively.

4.3. A hybrid adaptation approach

To achieve the best possible adaptation effect for different amount of adaptation data, we propose to use the following hybrid adaptation approach:

- If the amount of adaptation data is very small, i.e., \( R_2 \leq N_T \), use adaptive STM approach with \( \beta_1 = \beta_1(N_T)/R_2 \).
- If more adaptation data are available but not enough to estimate multiple transforms in M-DLR, i.e., \( N_T < R_2 \leq N_{\text{M}} \), use single-transform based F-DLR or M-DLR approach.
- If enough adaptation data are available, i.e., \( R_2 > N_{\text{M}} \), use multi-transform based M-DLR approach.

Two control parameters \( N_T \) and \( N_{\text{M}} \) are set empirically to \( D^2/16 \) and \( 2D^2 \), respectively. Hereinafter, we use M-Hybrid and F-Hybrid to refer to the above hybrid adaptation approach for model-space and feature-space, respectively.

In the following experiments, we will show that the adaptive STM can outperform significantly the original STM for the case of very limited adaptation data because the control parameter \( \beta_1 \) is adjusted dynamically according to the amount of available adaptation data.

5. Experiments and results

5.1. Experimental setup

The experiments are conducted on a task of recognizing isolated printed Chinese characters. The vocabulary of our baseline classifier consists of 9252 Chinese characters. For SSM-MCE training of the baseline classifier, we use about 150 gray-scale image samples per character. These image samples are mostly from the scanned documents with several commonly used fonts,
and normalized to a fixed size of \(64 \times 64\). Fig. 3 shows samples with multiple fonts in the training set. For feature extraction, a 512-dimensional raw Gabor feature vector is extracted first from each gray-scale character image as described in [22], where the spatial sampling points are \(8 \times 8\), the number of orientations is 8, and the wavelength is 8. A new 512-dimensional feature vector is then calculated by dividing each raw Gabor feature by the maximum element value in the raw Gabor feature vector for intensity normalization. A 513-dimensional feature vector is formed by extending the above 512-dimensional feature vector with an aspect-ratio feature, which is followed by LDA transformation to obtain a 128-dimensional feature vector (i.e., \(D = 128\)) [22]. As for the number of prototypes for each character, we use four prototypes for 3755 most frequently used Chinese characters and two prototypes for the rest of character classes. For Rprop-based SSM-MCE training and SSM-MCE-LR adaptation, the control parameters are set as follows: \(\alpha = 7\); \(\beta = 0\); \(T_1 = 100\); \(T_2 = 50\); \(A_0 = 0.0125\); \(A_{\text{max}} = 50\); \(A_{\text{min}} = 0\); \(\eta^+ = 1.2\); \(\eta^- = 0.5\). It is noted that all the control parameters related to Rprop are set empirically as suggested in [30] without tuning. For STM based adaptation, \(\beta_1\) is set to 0.1. For unsupervised adaptation, \(\beta_2\) is set to 0.02.

5.2. Supervised adaptation to font style

The first set of experiments is designed to examine the effectiveness of the proposed approach for supervised adaptation to font style. We use sets of new font library for experiments. Fig. 4 shows how a Chinese character looks like in different fonts. For each font library, there are 6823 character classes and one sample per character class. We divide 6823 samples per font into two equal subsets as adaptation set and testing set. In this case, our hybrid adaptation approach in Section 4.3 has used the DLR approach.

Fig. 5 summarizes a performance (character recognition error rate in \%) comparison of the baseline classifier and different approaches for supervised adaptation to each font style on testing sets of 25 new font styles. Several observations can be made. First, all methods for supervised adaptation outperform the baseline classifier without adaptation, which demonstrates that a linear transformation is reasonable as a mapping function for font adaptation. Second, both F-DLR and M-DLR achieve consistently significant improvements in recognition accuracy compared to STM, which indicates that the SSM-MCE objective function of DLR is indeed better than the least weighted squared error criterion used in STM. Third, M-DLR performs much better than F-DLR. Fig. 7 gives a similar performance comparison as in Fig. 6 for mixed-font adaptation scenario, where the adaptation data of all 25 font styles are pooled together. One interesting observation is that the performance of STM in Fig. 7 is much worse than that in Fig. 6, which means single transformation cannot deal with mixed font styles by STM approach. But for DLR, by using a discriminative criterion, significant improvements can also be achieved compared to the baseline classifier.

As the above adaptation experiments are performed on data sets with high error rates achieved by the baseline classifier, Table 1 gives another comparison on data sets with different ranges of baseline error rates. As the baseline performance becomes better and better, all the adaptation methods can still achieve significant improvements, yet the gap between F-DLR and STM is narrowed. M-DLR always achieves the best performance among all the adaptation methods. The experiment labeled as F-DLR-NB in Table 1 used a new version of F-DLR without the bias term in Eq. (11). This experiment is designed for a fair comparison between STM and F-DLR as now the type of transformation is exactly the same. We can see that there are only slight differences in performance between F-DLR-NB and F-DLR compared with STM, which means that the matrix plays a much more important role than the bias term for the transformation in F-DLR.
Fig. 8 shows the learning curves of Rprop algorithms for our adaptation methods. We select three representative font styles with diverse baseline performance, namely A, E, and J in Table 1 for F-DLR and M-DLR adaptation. From those curves, several observations can be made. First, for F-DLR adaptation, the main performance gain is achieved in the first several iterations. Second, for M-DLR adaptation, even only one iteration can get the most performance gain. Third, for both F-DLR and M-DLR adaptation to each font style, the best performance is achieved after 50 iterations, which is used for all the other experiments.

Another concern of our proposed adaptation methods is their computational complexity. Although F-DLR and M-DLR adaptation can be done offline, we still want to give readers an idea of how the User CPU Time looks like. To handle large-scale data processing, our algorithms are implemented based upon Microsoft Research Asia’s MPI-based machine learning platform [34]. This platform is developed on top of Microsoft Windows HPC Server, and optimized for various machine learning algorithms. With this high-performance parallel computing platform, experiments can be run very efficiently for large-scale task. In our font style adaptation experiments, we use 200 CPU cores with a clock rate of 2.5 GHz to run 25 sets of font style adaptation experiments with 3411 adaptation samples for each set. The number of Rprop iterations for F-DLR and M-DLR is 50. The total User CPU Time for F-DLR and M-DLR adaptation are 108 and 267 s, respectively.

5.3. Supervised adaptation to low-quality text

The second set of experiments is designed to examine the effectiveness of the proposed approach for supervised adaptation to low-quality text. We use a database of low-quality character images captured by a camera with a resolution of 640 × 480 pixels. Fig. 5 shows some samples of low-quality Chinese characters. There are 7915 character classes with dozens of samples per character class. First, 15 samples per character are randomly selected from the database to form the testing set. The remaining samples are used for adaptation with different amount of data. The character recognition error rate of the baseline classifier on testing set is 46.98%. Fig. 9 compares the performance of STM and hybrid adaptation approach in Section 4.3 on testing set. If adaptation data are very limited \( R_2 < 256 \), the performance of STM is even worse than that of the baseline classifier. The performance improvement for STM saturates beyond a certain point \( R_2 > 1024 \). As expected, our hybrid adaptation approach can reduce error rates consistently for different amount of adaptation data, and outperforms significantly the STM approach across the board, especially when more data are used for adaptation. It is observed again that M-Hybrid approach performs better than F-Hybrid approach. For the reader’s interest, Table 2 lists the number of transformations (regression classes) for each M-Hybrid adaptation in Fig. 9. The dramatic increase of the number of transformations from the case of “32,768” to “65,536” is due to the specific thresholds we used in the hybrid adaptation procedure, which by no means of being optimal for other possible adaptation tasks and scenarios.

![Fig. 8. The learning curves (i.e., character recognition error rates on each testing set as a function of number of iterations) of Rprop algorithms for F-DLR and M-DLR adaptation to font styles A, E, and J in Table 1.](image)

![Fig. 9. Performance (character recognition error rate in % on testing set) comparison of different approaches for supervised adaptation with different number of adaptation samples of low-quality text (baseline recognition error rate is 46.98%).](image)

<table>
<thead>
<tr>
<th>Font style ID</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>78.66</td>
<td>66.96</td>
<td>57.78</td>
<td>45.62</td>
<td>35.68</td>
<td>28.76</td>
<td>17.65</td>
<td>12.58</td>
<td>8.85</td>
<td>2.14</td>
</tr>
<tr>
<td>STM</td>
<td>31.19</td>
<td>30.05</td>
<td>31.19</td>
<td>20.61</td>
<td>15.60</td>
<td>11.02</td>
<td>13.49</td>
<td>7.15</td>
<td>5.19</td>
<td>1.50</td>
</tr>
<tr>
<td>M-DLR</td>
<td>13.66</td>
<td>12.23</td>
<td>15.19</td>
<td>8.59</td>
<td>6.10</td>
<td>4.34</td>
<td>5.39</td>
<td>3.69</td>
<td>2.90</td>
<td>1.35</td>
</tr>
</tbody>
</table>

![Fig. 7. Performance (character recognition error rate in % on each testing set) comparison of the baseline classifier and different approaches for supervised adaptation to a merged set of 25 new font styles.](image)
In order to understand the effectiveness of using adaptation versus re-training by using adaptation data, Table 3 compares the performance (character recognition error rate in % on testing set) of SSM-MCE based M-DLR adaptation and SSM-MCE based re-training by using different number of adaptation samples of low-quality text (baseline recognition error rate is 46.98%).

<table>
<thead>
<tr>
<th>No. of adaptation samples</th>
<th>32,768</th>
<th>65,536</th>
<th>131,072</th>
<th>262,144</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-training</td>
<td>31.57</td>
<td>19.61</td>
<td>12.22</td>
<td>9.34</td>
</tr>
<tr>
<td>Adaptation</td>
<td>12.87</td>
<td>11.41</td>
<td>8.54</td>
<td>7.18</td>
</tr>
</tbody>
</table>

In order to understand the effectiveness of using adaptation versus re-training by using adaptation data, Table 3 compares the performance (character recognition error rate in % on testing set) of SSM-MCE based M-DLR adaptation and SSM-MCE based re-training by using different number of adaptation samples of low-quality text. For all the cases we experimented with SSM-MCE based M-DLR adaptation performs much better than re-training. The power of the M-DLR adaptation approach is demonstrated clearly.

5.4. Effects of unsupervised adaptation

To verify the effectiveness of the proposed adaptation approaches for unsupervised adaptation, we repeat the above two sets of adaptation experiments by running the relevant adaptation procedures in unsupervised adaptation mode.

Figs. 10 and 11 give a performance comparison of the baseline classifier and different approaches for unsupervised adaptation to each of 25 new font styles. It is observed that for most font styles with very low baseline performance (over 60% character recognition error rate), the performance of STM is worse than that of the baseline classifier. However, our proposed adaptation approaches can achieve significant improvement of recognition accuracy over both the STM and the baseline classifier. M-DLR still achieves the best performance in all cases, and the performance gap between M-DLR and F-DLR in unsupervised adaptation is larger than that in supervised adaptation. For those cases with better baseline performance, the performance gap between supervised and unsupervised M-DLR based adaptation is much smaller than other more difficult cases with a worse baseline performance.

Similar experiments are conducted for unsupervised adaptation to low-quality text. Performance comparisons of different approaches for unsupervised adaptation with different amount of samples.
adaptation data to low-quality text on both adaptation set and testing set are shown in Figs. 12 and 13, respectively. Compared with unsupervised adaptation to font style, several new observations can be made. First, with adequate adaptation data, the performance of F-DLR is comparable to that of the M-DLR. Second, the performance improvement of all the unsupervised adaptation approaches saturates quickly with increasingly more adaptation data. The best performance achieved by unsupervised adaptation is far away from that of the supervised adaptation.

6. Conclusion

In this paper, we have proposed a new SSM-MCE linear regression approach to adaptation of an SSM-MCE trained prototype-based classifier and demonstrated its application for Chinese OCR. In real-world application, the feature-space adaptation method can be used for fast adaptation with a small amount of adaptation data, while the model-space adaptation method can be used to upgrade the performance of the classifier by using increasingly more adaptation data. The proposed hybrid adaptation approach offers a good practical solution for cases with different amount of adaptation data. In this study, we have confirmed the effectiveness of the proposed approach for supervised adaptation of font styles and low-quality text, respectively. As future work, we will:

- study more adaptation scenarios with mismatched training and recognition conditions;
- study how to further improve the effectiveness of unsupervised adaptation for those difficult recognition tasks; and
- apply the proposed approach to writer adaptation for handwriting recognition.

Results will be reported elsewhere once they become available.
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Appendix A. Rprop optimization procedure for SSM-MCE training

Step 1: Let \( t = 0 \). \( \eta^+ \) and \( \eta^- \) (\( 0 < \eta^- < 1 < \eta^+ \)) are the increase factor and decrease factor, respectively. \( A_0 \) is the initial step-size, \( A_{\text{max}} \) and \( A_{\text{min}} \) are the upper limit and lower limit of step-size, respectively. Calculate the derivative of \( h(\mathbf{X}, \mathbf{A}, \Theta) \) w.r.t. each \( m_{ikd} \) and update the prototype parameters as follows:

\[
m^{(t+1)}_{ikd} = m^{(t)}_{ikd} + \Delta m^{(t)}_{ikd},
\]

\[
\Delta m^{(t)}_{ikd} = -\text{sign} \left( \frac{\partial h(\mathbf{X}, \mathbf{A}^{(t)})}{\partial m_{ikd}} \right) A^{(t)}_{ikd},
\]

where \( m^{(t)}_{ikd} \) is the \( d \)th element of \( \mathbf{m}_{ik} \), \( m^{(t)}_{ikd} \), \( A^{(t)}_{ikd} = A_{ik} \), and

\[
\frac{\partial h(\mathbf{X}, \mathbf{A}^{(t)})}{\partial m_{ikd}} \triangleq \frac{\partial h(\mathbf{X}, \mathbf{A})}{\partial m_{ikd}} \big|_{\mathbf{A} = \mathbf{A}^{(t)}}.
\]

Step 2: Let \( t = t + 1 \). Define

\[
S = \frac{\partial h(\mathbf{X}, \mathbf{A}^{(t-1)})}{\partial m_{ikd}} - \frac{\partial h(\mathbf{X}, \mathbf{A})}{\partial m_{ikd}}.
\]

Then, the updating formulas are

\[
A^{(t)}_{ikd} = \begin{cases} 
\min(n^+ A^{(t-1)}_{ikd}, A_{\text{max}}) & \text{if } S > 0, \\
\max(n^- A^{(t-1)}_{ikd}, A_{\text{min}}) & \text{if } S < 0, \\
A^{(t-1)}_{ikd} & \text{else.}
\end{cases}
\]

If \( S < 0 \),

\[
\frac{\partial h(\mathbf{X}, \mathbf{A}^{(t)})}{\partial m_{ikd}} = 0,
\]

\[
m^{(t+1)}_{ikd} = m^{(t)}_{ikd} + \Delta m^{(t)}_{ikd},
\]

Step 3: Repeat Step 2 \((T_1 - 1)\) times.

In the above procedure, the relevant derivative can be calculated as follows:

\[
\frac{\partial l}{\partial m_{ikd}} = 2l(1-l) \left[ \delta(i,p)\delta(k,j)(m_{pk} - x_{kd}) - \delta(i,q)\delta(k,\bar{k})(\hat{m}_{pk} - x_{kd}) \right] \frac{m_{pk} - m_{qk}^+}{\|m_{pk} - m_{qk}^+\|^2}.
\]

where

\[
l = 1 + \exp(-\alpha d(\mathbf{x}; \mathbf{A}) + \beta),
\]

and \( \delta \) is the Kronecker delta function.

Appendix B. Rprop optimization procedure for model-space adaptation

Step 1: Let \( t = 0 \). Calculate the derivative of \( h(\mathbf{Y}, \mathbf{A}, \Theta) \) w.r.t. each \( A_{ed} \) and \( b_{ed} \), where \( A_{ed} \) is the \( (d,j) \)th element of the matrix \( \mathbf{A} \) and \( b_{ed} \) is the \( d \)th element of the bias vector \( \mathbf{b} \). Then update the transform parameters as follows:

\[
A^{(t+1)}_{ed} = A^{(t)}_{ed} + \Delta A^{(t)}_{ed},
\]

\[
\Delta A^{(t)}_{ed} = -\text{sign} \left( \frac{\partial h(\mathbf{Y}, \mathbf{A}, \Theta^{(t)})}{\partial A_{ed}} \right) A^{(t)}_{ed},
\]

\[
b^{(t+1)}_{ed} = b^{(t)}_{ed} + \Delta b^{(t)}_{ed},
\]

\[
\Delta b^{(t)}_{ed} = -\text{sign} \left( \frac{\partial h(\mathbf{Y}, \mathbf{A}, \Theta^{(t)})}{\partial b_{ed}} \right) b^{(t)}_{ed},
\]

where \( b^{(t)}_{ed} = 0, A^{(t)}_{ed} = A^{(t)}_{ed} = A_0 \), and

\[
\frac{\partial h(\mathbf{Y}, \mathbf{A}, \Theta^{(t)})}{\partial A_{ed}} = \frac{\partial h(\mathbf{Y}, \mathbf{A}, \Theta)}{\partial A_{ed}} \big|_{\Theta = \Theta^{(t)}}.
\]
\[
\frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t)})}{\partial \mathbf{A}_{d,j}} = \frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta})}{\partial \mathbf{A}_{d,j}} \bigg|_{\Theta = \Theta^{(t)}} \tag{32}
\]

Step 2: Let \( t = t + 1 \). Define
\[
S_a = \frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t-1)})}{\partial \mathbf{A}_{d,j}} - \frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t)})}{\partial \mathbf{A}_{d,j}},
\]
\[
S_b = -\frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t-1)})}{\partial \mathbf{A}_{d,j}} + \frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t)})}{\partial \mathbf{A}_{d,j}}. \tag{33}
\]

Then, the updating formulas are
\[
A^{(t)}_{d,j} = \begin{cases} 
\min(\eta \cdot A^{(t-1)}_{d,j}, A_{\text{max}}) & \text{if } S_a > 0, \\
\max(\eta \cdot A^{(t-1)}_{d,j}, A_{\text{min}}) & \text{if } S_a < 0, \\
A^{(t-1)}_{d,j} & \text{else,}
\end{cases} \tag{35}
\]
\[
A^{(t)}_{d,j} = \begin{cases} 
\min(\eta \cdot A^{(t-1)}_{d,j}, A_{\text{max}}) & \text{if } S_b > 0, \\
\max(\eta \cdot A^{(t-1)}_{d,j}, A_{\text{min}}) & \text{if } S_b < 0, \\
A^{(t-1)}_{d,j} & \text{else.}
\end{cases} \tag{36}
\]

If \( S_a < 0 \),
\[
\frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t)})}{\partial \mathbf{A}_{d,j}} = 0, \tag{37}
\]
If \( S_b < 0 \),
\[
\frac{\partial l(\mathbf{Y}, \mathbf{A}, \mathbf{\Theta}^{(t)})}{\partial \mathbf{A}_{d,j}} = 0, \tag{38}
\]
\[
A^{(t-1)}_{d,j} = A^{(t)}_{d,j} + \Delta A^{(t)}_{d,j}, \tag{39}
\]
\[
b^{(t-1)}_{d,j} = b^{(t)}_{d,j} + \Delta b^{(t)}_{d,j}. \tag{40}
\]

Step 3: Repeat Step 2 \((T_2 - 1)\) times.

In the above procedure, the relevant derivatives can be calculated as follows:
\[
\frac{\partial l}{\partial \mathbf{A}_{d,j}} = \frac{2l_t(1-l_t)}{\left| m_{pk} - m_{qk} \right|^2} \cdot \frac{\delta(e,e_p)m_{pk}(\hat{m}_{pk} - \hat{m}_{qk}) - \delta(e,e_q)m_{qk}(\hat{m}_{pk} - \hat{m}_{qk})}{\left| m_{pk} - m_{qk} \right|^2}. \tag{41}
\]

Appendix C. Derivatives of objective function for feature-space adaptation

The relevant derivatives can be calculated as follows:
\[
\frac{\partial l}{\partial \mathbf{A}_{d,j}} = \frac{2l_t(1-l_t)m_{pk}(\hat{m}_{pk} - \hat{m}_{qk})}{\left| m_{pk} - m_{qk} \right|^2} \frac{\delta(e,e_p)(\hat{m}_{pk} - \hat{m}_{qk})}{\left| m_{pk} - m_{qk} \right|^2}. \tag{42}
\]

\[
\frac{\partial l}{\partial \mathbf{b}_{d}} = \frac{z(l_t(1-l_t))m_{pk}(\hat{m}_{pk} - \hat{m}_{qk})}{\left| m_{pk} - m_{qk} \right|^2}. \tag{43}
\]

where \( A_{d,j} \) is the \((d,j)\)th element of the matrix \( A \), \( b_d \) is the \( d \)th element of the bias vector \( b \), and
\[
l_t = \frac{1}{1 + \exp[-2d(\mathbf{y}_j; \mathbf{A}, \mathbf{\Theta}) + \beta]} \tag{44}
\]
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