Automatic Lip-reading with Hierarchical Pyramidal Convolution and Self-Attention for Image Sequences with No Word Boundaries

Hang Chen¹, Jun Du¹*, Yu Hu¹, Li-Rong Dai¹, Bao-Cai Yin², and Chin-Hui Lee³

¹ University of Science and Technology of China, Hefei 230027, China
² iFlytek, Hefei 230088, China
³ Georgia Institute of Technology, Atlanta, GA. 30332-0250, USA

ch199703@mail.ustc.edu.cn, ejundu@ustc.edu.cn, yuhu@iflytek.com
lrdai@ustc.edu.cn, bcyin@iflytek.com, chl@ece.gatech.edu

Abstract

In this paper, we propose a novel deep learning architecture for improving word-level lip-reading. We first incorporate multi-scale processing into spatial feature extraction for lip-reading using hierarchical pyramid convolution (HPConv) and self-attention. Specifically, HPConv is proposed to replace the conventional convolution features, leading to an improvement over the model’s ability to discover fine-grained lip movements. Next to deal with fixed-length image sequences representing words in a given database, a self-attention mechanism is proposed to integrate local information in all lip frames without assuming known word boundaries, so that our deep models automatically utilize key feature in relevant frames of a given word. Experiments on the Lip Reading in the Wild corpus show that our proposed architecture achieves an accuracy of 86.83%, yielding a relative error rate reduction of about 10% from that obtained with a state-of-the-art scheme of averaging frame scores for information fusion. A detailed analysis of the experimental results also confirms that weights learned from self-attention tend to be zero at both sides of an image sequence and focus non-zero weights in the middle part of a given word.

Index Terms: visual speech recognition, lip-reading, multi-scale convolution, self-attention

1. Introduction

Automatic lip-reading, also known as visual speech recognition, aims at recognizing the speech content only based on visual information, especially the lip movements that are composed of a sequence of basic visual units also called visemes [1]. Lip-reading is a challenging task for both human and machine, due to the ambiguity introduced by the one-to-many mapping [2] between visemes and phonemes. Nonetheless a robust lip-reading system has a broad range of applications when the audio data is unavailable, such as silent speech control system [3], assisting audio-based speech recognition in noisy environments [4], and biometric authentication [5].

Conventional approaches to automatic lip-reading (e.g., [6, 7]) are usually consisted of a spatial feature extractor, such as discrete cosine transform [8, 9, 10] of the lip Regions of Interest (RoIs), and followed by a sequence modeling scheme, such as a hidden Markov model [11, 12, 13, 14], to capture the temporal dynamics of lip movements. Recently, automatic lip-reading has been significantly improved due to advances in two aspects, namely: (1) a use of deep neural network models [15, 16, 17, 18, 19, 20], and (2) an availability of a large scale data set for training [21, 22, 23, 24, 25]. Most deep-learning-based models usually consist of a frontend and a backend, which are similar to the feature extractor and the sequential models in the conventional approaches, respectively. However, using end-to-end training, the frontend module can often extract better image features than those obtained in conventional extractors, for the backend module to capture discriminative temporal information for improved lip-reading.

In this study, we focus on word-level lip-reading and adopt the Lip Reading in the Wild (LRW) [21] corpus for our experiments. LRW is the first and the largest publicly available data set with word-level labels in English. It consists of fixed-length segments (1.16 seconds of 29 image frames at 25 frames per second with no specified word boundaries) extracted from BBC news and talk shows. There are more than 1,000 speakers and 500 target words, which is much higher than existing lip-reading databases used for word recognition. A total of 538,766 segments in this set are split into three subsets consisting of 488,766, 25,000 and 25,000 samples for training, validation and testing, respectively. This task is quite challenging due to a large variation in head poses and lighting illuminations for the videos used in the LRW corpus.

Table 1: Review of the existing models on LRW. Acc.: Word accuracy.

<table>
<thead>
<tr>
<th>Method</th>
<th>Frontend</th>
<th>Backend</th>
<th>Consensus</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21] VGG-M</td>
<td>LSTM</td>
<td>LSTM</td>
<td>Average</td>
<td>76.20</td>
</tr>
<tr>
<td>[23] VGG-M</td>
<td>LSTM</td>
<td>LSTM</td>
<td>Average</td>
<td>76.20</td>
</tr>
<tr>
<td>[26] 3D Conv+ResNet-34</td>
<td>BLSTM</td>
<td>BLSTM</td>
<td>Average</td>
<td>83.00</td>
</tr>
<tr>
<td>[27] 3D Conv+ResNet-34</td>
<td>BRGRU</td>
<td>BRGRU</td>
<td>Average</td>
<td>83.40</td>
</tr>
<tr>
<td>[28] 3D Conv+ResNet-18</td>
<td>BLSTM</td>
<td>BLSTM</td>
<td>Average</td>
<td>84.30</td>
</tr>
<tr>
<td>[29] ResNet-34+3D DenseNet</td>
<td>Conv-BLSTM</td>
<td>Conv-BLSTM</td>
<td>Average</td>
<td>83.30</td>
</tr>
<tr>
<td>[30] 13D *2</td>
<td>BLSTM</td>
<td>BLSTM</td>
<td>Average</td>
<td>84.07</td>
</tr>
<tr>
<td>[31] 3D Conv+P3D-ResNet-50</td>
<td>BLSTM</td>
<td>BLSTM</td>
<td>Average</td>
<td>84.48</td>
</tr>
<tr>
<td>[32] 3D Conv+ResNet-18</td>
<td>MS-TCN</td>
<td>MS-TCN</td>
<td>Average</td>
<td>85.30</td>
</tr>
<tr>
<td>[33] 3D Conv+ResNet-34+ST-GCN</td>
<td>BGRU</td>
<td>BGRU</td>
<td>Average</td>
<td>84.25</td>
</tr>
</tbody>
</table>

Since LRW was released, numerous novel models have been proposed. In addition to the frontend and backend modules mentioned above, the word-level lip-reading models usually contain an additional consensus module which merges scores at a frame level in all time steps to obtain an overall score at the sequence level to predict the recognized word. As shown in Table 1, we list existing systems with their respective frontend, backend, consensus and word accuracy when evaluated on the LRW data set. We observe that all models have kernels with a single spatial size in the frontend and average along the temporal dimension in consensus decisions.

The state-of-the-art performance on LRW [32] was achieved by a system consisting of a 3D Convolutional layer followed by a 18-layer residual network (ResNet-18) [34] as
a frontend and a multi-scale temporal convolutional network (MS-TCN) backend. The final score vector at the sequence level for the 500 words to be predicted was obtained by averaging the output of the backend along the time dimension. It serves as our baseline for performance comparisons. In this paper, we improve the baseline frontend by proposing a novel hierarchical pyramidal convolution (HPConv), that is capable of processing the input with multiple spatial resolution, to replace the standard 2D-convolution in ResNet-18. Moreover, our proposed backend utilizes a self-attention alternative to the baseline averaging consensus and focuses on the frames of the relevant video segment that corresponds to the spoken word, to achieve an improved classification accuracy. To the best of our knowledge, this is the first work incorporating multi-scale processing into the frontend and adopting non-uniform self-attention weights in consensus for word-level lip-reading.

2. Our Proposed Approach

As shown in Fig. 1, our system can be divided into three main parts: frontend, backend and consensus modules. The frontend module takes a gray scale sequence of lip ROIs $X \in \mathbb{R}^{T \times H \times W}$ as input to produce a feature matrix $F_2 \in \mathbb{R}^{T \times C_1}$, where $T$ denotes the temporal dimension and $H, W$ represent the height and width of the gray scale lip image, respectively. Then the spatial knowledge $F_2$ is summarized by applying average pooling over the spatial dimensionality. The backend module is next employed to model the temporal dynamics. The output score matrix $F_3 \in \mathbb{R}^{T \times C_2}$ is then passed through the consensus module to merge temporal information. Finally, the posterior probability of each word $P$ is predicted by the ensuing full connection and SoftMax layers.

![Figure 1: Block diagram of the proposed system. The input to each module and its corresponding dimensionality are also shown below each arrow. Our contributions are the frontend and consensus modules highlighted in yellow.](image)

The MS-TCN module in the baseline [32] is kept as our backend and we change the frontend by replacing the standard convolution in the ResNet-18 with our proposed hierarchical pyramidal convolution and modify the consensus from averaging to our proposed self-attention based consensus.

2.1. Hierarchical Pyramidal Convolution

The ResNet-18 in the frontend of the baseline uses the standard 2D-convolution to extract spatial feature maps. It contains only a single kernel type with a single spatial size ($K_1$, $K_1$) (in the case of square kernels). Since all kernels have the same spatial resolution, the extracted feature maps only contain fixed-sized spatial context information.

We analyze some errors produced by the baseline, and find that the classification accuracy of a word is improved with an increasing number of visemes contained in the word, i.e., the model performs poorly on words with little visem content. This is reasonable because words with fewer visemes often imply fewer lip movements in the corresponding image segments, making it challenging for the model to correctly classify these samples. Accordingly, we propose using different spatial-sized kernels to extract complementary context information, enabling the frontend to obtain discriminative feature maps. These enhanced features help boost the modeling capability for fine-grained lip movements and improve the classification accuracy for words with only a few visemes.

![Figure 2: Illustration of PyConv [35] with ⊗ denoting the convolution operation with hyperparameters given in kernelSize, outChannels, inChannels format. $K_4 > K_3 > K_2 > K_1$ and $C_i = C_{i+1} + C_{i+2} + C_{i+3} + C_{i+4}$.](image)

To validate the effectiveness of multi-scale processing, we first incorporate pyramidal convolution (PyConv) [35] as illustrated in Fig. 2 into the frontend. It contains a pyramid with $n$ levels of different types of kernels (we set $n = 4$ as default in our experiments, which is consistent with the figure). The kernels at each level contain an increasing spatial size from the bottom of the pyramid to the top (we set $K_{1,2,3,4} = 3, 5, 7, 9$ as default in our experiments). The kernels with a smaller spatial size can focus on extracting feature maps with local context information, while the larger-sized kernels can provide more global context information. The model can explore a good combination of different kernel types through learning. For every basic block of ResNet-18, we replace the second standard convolution layer with PyConv. We call this modification as the Pyramidal ResNet-18 (Py-ResNet-18).

![Figure 3: Illustration of the proposed HPConv with hierarchical connections between adjacent layers of the pyramid (red lines in figure). Denotes the concatenation over channel dimensions with $C_1 = C_{i+1} + C_{i+2} + C_{i+3} + C_{i+4}$.](image)
every basic block of ResNet-18, we replace the second convolution layer with HPConv and call this modification Hierarchical Pyramidal ResNet-18 (HP-ResNet-18).

2.2. Self-attention Based Consensus

Figure 4: An example of a video sample segment annotated as “ABOUT”. Only frames at the time steps $T = 9 \sim 19$ are related to the word “ABOUT”.

The most popular consensus method currently being used is to average over scores produced at all time steps, as shown in all the systems in Table 1. Given the feature maps at the frame level, $F_t \in \mathbb{R}^{T \times C_2}$, the final score vector at the sequence level, $F_\lambda \in \mathbb{R}^{C_3}$, is calculated as follows:

$$ F_\lambda = \frac{\sum_{t=0}^{T-1} F_{t,\lambda}}{T}. \quad (1) $$

The averaging based consensus assumes that every frame provides an equal contribution to the final decision, which is often not a good way for the LRW data being used here. As shown in Fig. 4, the video sample annotated as “ABOUT” includes 29 frames in total, but only frames at time steps $T = 9 \sim 19$, highlighted in the middle red dashed box, are related to the word “ABOUT”. The accurate word boundaries of individual words are often difficult to locate in labeling. We therefore propose a self-attention [36] based consensus mechanism to ensure the model pays more attention to the frames which are more relevant to the annotated word, but less to other irrelevant frames. The proposed non-uniform self-attention based consensus can be expressed as:

$$ (Q_n, K_n, V_n) = (F_\lambda W^Q_n, F_\lambda W^K_n, F_\lambda W^V_n) \quad (2) $$

$$ head_n = A_n^k V_n = \text{SoftMax}(\sum_{t=0}^{T-1} Q_{n,t}^k K_{n,t}^k) V_n \quad (3) $$

$$ F_\lambda = W^V \text{Concat}(head_0, \cdots, head_{N-1}) + \frac{\sum_{t=0}^{T-1} F_{t,\lambda}}{T} \quad (4) $$

where for the $n$-th attention head, $W^Q_n \in \mathbb{R}^{C_2 \times d_k}$, $W^K_n \in \mathbb{R}^{C_2 \times d_k}$, $W^V_n \in \mathbb{R}^{C_2 \times d_k}$, $W^K \in \mathbb{R}^{C_2 \times d_k}$, $W^V \in \mathbb{R}^{N \times d_k \times C_3}$ are the projection matrices, and $A_n \in \mathbb{R}^{T}$ is the attention weight vector.

3. Experiments

In this section, we compare our proposed framework with the baseline system that already achieved the best word accuracy on the LRW task [32]. We pre-process each fixed-length video segment and train all models following the same procedures used in the baseline. The readers are referred to [32] for more detail. To better understand the two proposed frontend and consensus approaches as highlighted in Fig. 1, we also provide an in-depth analysis of the experimental results to illustrate the contributions of HPConv and self-attention.

Table 2: A comparison of word accuracies (in %) of different systems. 3D Conv in the frontend is omitted for simplicity. Acc.: Word accuracy.

<table>
<thead>
<tr>
<th>System</th>
<th>Frontend</th>
<th>Consensus</th>
<th>Boundary</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>ResNet-18</td>
<td>Average</td>
<td>F</td>
<td>85.30</td>
</tr>
<tr>
<td>N1</td>
<td>ResNet-18</td>
<td>Self-attention</td>
<td>F</td>
<td>86.47</td>
</tr>
<tr>
<td>N2</td>
<td>Py-ResNet-18</td>
<td>Average</td>
<td>F</td>
<td>85.88</td>
</tr>
<tr>
<td>N3</td>
<td>HP-ResNet-18</td>
<td>Average</td>
<td>F</td>
<td>86.45</td>
</tr>
<tr>
<td>N4</td>
<td>HP-ResNet-18</td>
<td>Self-attention</td>
<td>F</td>
<td>86.83</td>
</tr>
<tr>
<td>N5</td>
<td>ResNet-18</td>
<td>Average</td>
<td>T</td>
<td>88.60</td>
</tr>
<tr>
<td>N6</td>
<td>ResNet-18</td>
<td>Self-attention</td>
<td>T</td>
<td>88.59</td>
</tr>
<tr>
<td>N7</td>
<td>HP-ResNet-18</td>
<td>Average</td>
<td>T</td>
<td>89.38</td>
</tr>
<tr>
<td>N8</td>
<td>HP-ResNet-18</td>
<td>Self-attention</td>
<td>T</td>
<td>89.38</td>
</tr>
</tbody>
</table>

Table 2 lists the results of all systems. Compared to the baseline model, our proposed HPConv in N3 performs better than PyConv in N2, and our proposed self-attention in N1 does better than “Average” in the baseline. The overall system (denoted as N4) achieves an accuracy of 86.83%, attaining the best performance on LRW. With known word boundaries in N5-N8, we can see N6, N7 and N8 are all better than N5.

3.1. Analysis on Hierarchical Pyramidal Convolution

To verify the effectiveness of our proposed HPConv frontend, we compare the result of the system using only HP-ResNet-18 (denoted as N3 in Table 2) with the result obtained with Py-ResNet-18 (denoted as N2), both performing multi-scale feature extraction. In comparison with the baseline using ResNet-18, applying multi-scale kernels enhances the model classification performances over the baseline without multi-scale spatial feature extraction. Moreover, our proposed HPConv (N3) benefits more from it than PyConv (N2).

We further analyze error samples obtained with different frontend features. Based on the number of visemes in the annotated words, we divide the whole test set into 9 categories and plot the corresponding accuracies in Fig. 5. We can see that both N2 and N3 perform better than the baseline in almost all cases of viseme lengths. The improvements are more significant for words with smaller number of visemes than those with more
visemes. Moreover, our proposed HPConv introduces hierarchical connections from local to global information, which further improves classification accuracies over PyConv on words with few visemes.

3.2. Analysis on Self-attention Based Consensus

One of the most significant differences between our proposed framework and previous methods is the proposed self-attention based consensus. It ensures that the model pays more attention on the relevant frames during classification. Therefore in Table 2, the result of the system using only self-attention (denoted as N1) improves the classification performance over the average based consensus in Baseline. To further analyze why our proposed self-attention can outperform the conventional average based consensus, we retrain the models used in Baseline, N1, N3 and N4 using the word boundary information provided by [21] and obtain four improved systems denoted as N5, N6, N7 and N8, respectively. The major difference here is to apply average or self-attention based consensus only on the frames which are related to the annotated words. We can observe that in the situation of using manual word boundaries, the accuracies obtained are almost the same for both average and self-attention based consensus when comparing N5 versus N6 and N7 versus N8. It is conjectured that the learned attention weights act like “soft word boundaries”. Although not exact, they function in a similar way to manual word boundaries.

Figure 6: Classification accuracy of the baseline model on different edit distances between the manual and the learned word boundaries.

To verify our assumption, we categorize all test samples by the edit distance [37] between the manual word boundary vector, \( B_{\text{man}} = [0, \cdots, 0, 1, \cdots, 1, 0, \cdots, 0]^T \in \mathbb{R}^T \) and the word boundary vector with averaging, \( B_{\text{avg}} = [1, \cdots, 1]^T \in \mathbb{R}^T \), and the learned vector with self-attention, \( B_{\text{att}} = u(\sum_{n=0}^{N-1} A_n/N - \alpha) \), where \( u(\cdot) \) is the unit step function using a threshold constant \( \alpha = 0.01 \). First, we plot the classification accuracies of the baseline model as a function of the edit distance in Fig. 6. We observe that the accuracy tends to decline with increasing edit distances between the learned and manual word boundaries. Next in Fig. 7, we plot the number of samples obtained with the baseline and N1 systems corresponding to each edit distance. Clearly, the self-attention based consensus can learn word boundaries better and result in much smaller edit distances than average based consensus. These two observations can well explain the effectiveness of the self-attention based consensus mechanism.

The weights learned with the proposed self-attention consensus for the example in Fig. 4 are plotted in Fig. 8. We can find that even though each head has a different focus, the attention weights on all irrelevant frames are quite small (mostly equal to 0), which helps the model to ignore noisy information for better classification performance.

Figure 7: A comparison of the number of samples among Baseline and N1 on different edit distances between the manual and the learned word boundaries.

Figure 8: The weights of each frame learned with self-attention for the example in Fig. 4. Stem-and-leaf plots of different colors show the learned weights of different attention heads for each frame. The red dashed line denotes the manual word boundary with all weights equal to 1.

4. Conclusion

We propose hierarchical pyramidal convolution and self-attention based consensus to replace the standard convolution and the average based consensus commonly used in state-of-the-art lip-reading systems. Extensive experiments and analyses empirically validate that our proposed HPConv improves our model’s utilization of slight lip movements and the self-attention based consensus ensures the model pays more attention to the relevant image frames. Together, our system achieves the best word accuracy on the LRW lip-reading task.

In the future, it would be interesting to explore more effective network structures to simultaneously utilize spatial and temporal context information with multi-scale processing. And we also further study how to improve the accuracy of learned word boundaries.
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